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ABSTRACT 

This study aims to address a lack of knowledge in the emerging field of automated machine learning 
(AutoML) techniques. While the AutoML technology develops further and further and provides 
increasingly robust and interesting results, there is only little to no current research on how this 
technology can be adopted and scaled across different functions and teams of any organization. 
Thus, this study raises the research question of how an information system that leverages AutoML 
techniques can empower organizations and their non-technical individuals to collaborate on and 
adopt machine learning techniques in their daily lives to unlock the value of available data. To gain a 
clear analytical lens, this study is conducted in the environment of Management Consulting 
Companies (MCCs) as they span all industries and multiple tasks within diverse organizations and 
therefore promise a good transfer of knowledge to other application areas. A special emphasis is 
given to non-technical users and the possibilities of them participating in such a system as that has 
the potential to reach a large number of real-world practitioners. The identified problem is tackled 
with a Design Science Research (DSR) approach. A workflow of how an information system can 
support its users to leverage AutoML serves as an artifact that is evaluated by experts. Learnings 
from the theory behind the proposal and its evaluation contribute to literature around AutoML and 
the transformation of the MCC industry as well as practical applications in both fields. Results suggest 
that AutoML is best used to conduct quick experiments and find out which applications have the 
highest business value before involving experts. Major challenges are to help non-technical users 
define a use case and prepare data. 
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1. INTRODUCTION 

1.1. BACKGROUND AND PROBLEM IDENTIFICATION 

Machine Learning research and business applications have seen a massive rise in popularity 
throughout the last decades (Borges, Laurindo, Spínola, Goncalves and Mattos 2021). Recently, an 
interesting sub-field to the big machine learning conglomerate has developed: automated machine 
learning (AutoML). A good definition of AutoML is given by Hutter, Kotthoff and Vanschoren: “The 
field of automated machine learning (AutoML) aims to make […] decisions in a data-driven, objective, 
and automated way: the user simply provides data, and the AutoML system automatically 
determines the approach that performs best for this particular application” (2019, p. 9). The big 
spark of hope here is to make machine learning techniques no longer available only to cases where 
programmers with specialized skills are available. This is particularly desirable as there is a shortage 
of skilled workforce able to conduct (big) data analytics tasks (Asamoah, Sharda, Zadeh and Kalgotra 
2017).  

Within the science of AutoML, the so called “human in the loop” narrative swapped over from 
general Artificial Intelligence (AI) research. This field of studies emphasizes how humans interact with 
intelligent systems to achieve the best results (Seeber et al 2020 and Ostheimer, Chowdhury and 
Iqbal 2021). But mostly, these researchers focus on experts intervening with the system and do not 
take a broad organizational perspective on the problem (i.e.: how do different roles within an 
organization work with AutoML techniques?). Generally, in the field of advanced data analysis 
techniques (such as machine learning) researchers seem to either focus on capability-related 
challenges of making advanced analytics or machine learning techniques work (e.g. Schüritz et al. 
2017, Bose 2009, Gupta & George 2016) or on dominantly technical aspects of certain use cases (e.g. 
Kitchens et al. 2018, Yuheng et al. 2019). On the other hand, Prof. Ron S. Kennett and Prof. Thomas 
C. Redman point out in their book “The real work of Data Science” (2019) that the biggest challenge 
in becoming a data-driven organization is not just applying the fanciest algorithms but more about 
where relevant skills are located in an organization and how they are scaled across different teams 
and their business needs. There is a lack of research that combines organizational and technical 
perspectives to answer the right questions of how organizations can become data-driven: how are 
non-technical individuals able to identify use cases within their organizational context? How do they 
collaborate on and apply machine learning models as a process? How do business experts and data 
analysts work hand in hand to ensure that technology aligns best with business needs? For a whole 
organization to become data-driven, non-technical individuals must be included in scaling AI and 
Machine Learning techniques along their business problems. Therefore, I propose the research 
question:  

How can an Information System (IS) that leverages AutoML techniques empower organizations and 
their non-technical individuals to collaborate on and adopt machine learning techniques in their 
daily lives to unlock the value of available data? 

I find this perspective particularly compelling as providing non-technical users with the abilities to 
leverage machine learning techniques has the potential to scale the participation in creating value 
from data across every organization. Managing the scope of this thesis and trying to find a clear 
analytical perspective to base my conclusions on, I decided to give special emphasis on Management 
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Consulting companies for the design of said information system. MCCs are especially eligible to 
conduct this analysis on as they work for every industry all over the world and are seen as agents of 
change concerning the adoption of innovative technologies (Curuksu 2018). Therefore, designing the 
tool based on MCCs needs promises to allow for the design of an industry-agnostic tool that could be 
adopted quickly in any other organization. 

Following a Design Science Research (DSR) approach, the succeeding chapters consist of an analysis 
of the existing knowledge base and the context of the problem at hand. Synthesizing the learnings 
from before, a proposal is being developed. After evaluation, this proposal will be discussed under 
the light of existing and emerging concepts in research. Drawing a conclusion, I will also mention 
limitations and future research directions for the adoption of AutoML-enabled tools in organizations. 

 

1.2. STUDY OBJECTIVES 

The research objective is to design an AutoML tool that allows non-technical users to execute and 
collaborate on machine learning projects in order to scale data driven value-creation across 
organizations with a special emphasis on Management Consulting companies. 

 To achieve this goal, the following intermediate objectives are defined:  

1. Diagnosis of companies needs with a focus on MCCs 

2. Identification of the areas/ tasks suitable for applying AutoML tools 

3. Proposal of a workflow that shows how an AutoML tool can help organizations use machine 
learning techniques 

4. Creation of a demonstration for the proposed workflow  

5. Evaluation and ideas for improvement of the proposal 

 

1.3. STUDY RELEVANCE AND IMPORTANCE 

From a practical point of view, the importance of the study becomes clear if we look at recent 
economic developments, here on the example of just one industrialized country: The German 
Chancellery estimates that the value creation potential of the data economy – just in Germany - will 
amount to over 400 billion euros by 2025 (2021). However, according to the same study, in Germany 
alone over 90 percent of the data available in organizations has not yet been used (German 
Chancellery, 2021). Another study by the Federation of German Industries (BDI) shows that only 23 % 
of their interviewed companies have a regular strategic process in place to scout use cases and 
sources for data usage and that 45 % of the interviewed companies don’t use data to optimize their 
products and business models at all, yet (BDI, 2021). I have made similar experiences in my 
professional life: a lot of organizations understand data as a critical resource and say they want to 
work data-driven but fail to incorporate data analytics in their daily lives and decision making. On the 
other hand, I have seen the variety of use cases and how powerful advanced machine learning 
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techniques can be when implemented in the right business context, which motivates me to conduct 
this thesis. The gap between potential of value-creation with data and its reality could (partly) be 
bridged by an easy to use, collaborative AutoML tool that helps organizations apply advanced 
techniques like machine learning to their data more efficiently.  

Focusing on MCCs in this study provides an analytical lens that enables researchers in the future to 
transfer the achieved insights faster than with any other industry as management consulting is 
applied in each domain and problem environment. On the other hand, it is a very interesting point in 
time to look at the management consulting industry as the industry is in the process of transforming 
their traditional business model (Christensen, Wang and van Bever 2013 and Curusku 2018) and 
there is only little research on the role of advanced analytics techniques like machine learning in this 
process. 

Through the experimental character of this research (Design Science Research approach), the study 
will contribute to practical knowledge about how an Information System leveraging AutoML would 
have to be designed to have organizations (and especially MCCs) adopt it. Designers, software 
developers and CIOs can benefit from these findings. 

On the academic side, I have already discussed the research gap in the field of human interaction and 
organizational adoption of AutoML systems in the introduction. This study will contribute to the 
advancement in knowledge of how AutoML systems have to be designed to be adapted by non-
technical users and about the potentials of collaborating on AutoML systems. Further, it will 
contribute to the research on business model transformation in the management consulting 
industry. 

In March and Smith’s famous matrix (1995) the contributions of this thesis can be seen in the 
construction of a model to understand why non-technical users use advanced analytics methods and 
in building and evaluating an instantiation. 
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2. METHODOLOGY 

As Brock, Hevner and Maedche (2020) state, Design Science Research (DSR) is “a problem-solving 
paradigm that seeks to enhance human knowledge via the creation of innovative artifacts” (p.1). 
Knowledge is created in the process of designing a new artifact and in testing and evaluating if and 
how it enhances the problem context where it is applied. Therefore, DSR provides a very valuable 
approach for the research question at hand. On the one hand, it provides a structured approach to 
designing and testing the collaborative AutoML tool. On the other hand, its experimental nature 
allows to iteratively develop a solution with predefined evaluation steps, which enhances the 
practical feasibility and probability of real-world adoption. 

 

2.1. DESIGN SCIENCE RESEARCH   

Peffers et al. (2008) summarized the typical DSR activities in the following graphic: 

 

Figure 1: Design Science Research according to Peffers et al. (2008) 

After the definition of a problem and the corresponding objectives for a solution, an artifact is 
created. The step of creating an artifact involves using an existing or creating a new theory of how an 
artifact would have to look like to appropriately solve the defined problem. After, the artifact is 
demonstrated within the problem context and tested for its ability to solve the given problem (e.g. in 
an experimental study, simulation or case study). An evaluation with the learnings of the 
demonstration step is executed and the artifact should be improved iteratively in this process. Lastly, 
the produced knowledge should be communicated. 

 

2.2. RESEARCH STRATEGY  

Applied to this master thesis, the problem identification is represented in the research question and 
the objectives have been mentioned in chapter 1.3. As there were no sufficient theoretical 
frameworks identified, which give a confident base to create an innovative artifact from, theorizing 
will be an important step in this master thesis to enable the design of an artifact. The following 
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graphic by Hevner et al. (2004) gives another perspective on the DSR approach and emphasizes how 
building the artifact interacts with the existing knowledge base and the environment of the problem 
context. While the environment highlights the needs a solution has to serve, the knowledge base 
gives an understanding of existing foundations and methodologies that are available to apply to the 
problem. 

 

Figure 2: Different perspective on the Design Science Research Approach by Hevner et al. (2004) 

In the context of this research effort, the environment is represented by the organizations and the 
people within them who shall be users of the tool that is to be created. Here, I will give special 
emphasis to MCCs to narrow down the applicable environment of the problem space as mentioned 
before.  

After a structured literature review on the state of the Management Consulting industry and its 
current challenges, I will apply a SWOT analysis to summarize and pinpoint strengths, weaknesses, 
opportunities and threats to MCCs. For the structured literature review I analysed the biggest online 
databases for scientific literature (i.e. Scopus, Web of Science, IEEE Exploe, ScienceDirect) with the 
search terms: #consulting industry, #management consulting #consulting disruption, #consulting 
AutoML. I proceeded to assess the most relevant papers from these databases. 

SWOT analysis is used in various ways in academic literature, for example to analyse optimal 
strategic positioning of companies or whole industries (Helms and Nixon 2010). Understanding the 
strategic positioning of MCCs with regards to digital disruption is key to create a proposal that is 
relevant to the scientific and practical audience.  

On the other hand, the existing knowledge base on machine learning with a focus on AutoML and 
related trends constitutes the space in which we search for solutions to apply in the problem 
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environment. Thus, a structured literature review on Machine Learning with a focus on AutoML is 
conducted where I analysed the biggest online databases for scientific literature (i.e. Scopus, Web of 
Science, IEEE Exploe, ScienceDirect) with the search terms: #Machine Learning, #AutoML #Humans in 
the Loop, #MLOps, # AutoML and enterprises. I proceeded to assess the most relevant papers from 
these databases. 

Understanding the problem environment and the existing knowledge base, I am able to enter the 
Design phase with building a theory on the most important characteristics for a tool to empower 
organizations and their non-technical individuals to collaborate on and leverage AutoML techniques 
in their daily lives. The theory will be expressed in high-level assumptions which act as a frame for 
further exploring the expected behaviour for a solution in the defined problem environment. Thus, 
the high-level assumptions enable me to describe a scenario in which individuals within a MCC 
(collaboratively) use AutoML to create value for a client organization (Use Case). As a textual 
description of a Use Case cannot be seen as a testable artifact yet, it is necessary to further detail 
requirements for a solution. In Software Engineering it is a common technique to derive 
requirements from a textual description of a Use Case (Pressman 2009, p. 154 ff).  

When describing a system to be developed requirements are usually separated into functional and 
non-functional requirements (Sommerville 2010). Functional requirements describe the behaviour of 
a system while non-functional requirements “apply to the system as a whole rather than individual 
system features or services” (Sommerville 2010, p. 85). While defining requirements one needs to 
have a good understanding of a possible user. Like Karmaker et al. (2021), I differentiate two 
different possible types of key users to an AutoML tool:  

• “Domain Expert: A person who is fluent in the domain where ML is being applied, but has 
minimal knowledge of how ML itself works.  

• Data Scientist: A person who knows how ML works but has minimal knowledge of the 
domain” (p. 2). 

In the context of this study Domain Experts are non-technical individuals working in MCCs while Data 
Scientists could work within an MCC or for another company. I often use the term “business user” to 
refer to a Domain Expert and “ML expert” to refer to a Data Scientist. When talking about the 
Management Consulting industry it is usually the case that another party is involved: the 
organization that consumes services of MCCs (or even more specifically the organizations for whom a 
MCC might develop ML models). I refer to these organizations as “clients” or “client organization” in 
accordance with other scholars (compare for example Granzen et al. 2019 and Curusku 2018).  

To bring together the perspective of users and activities that are performed and refine the Use Case 
described before, I use a Unified Modelling Language (UML) activity diagram. A UML activity diagram 
“depicts the dynamic behaviour of a system (…) through the flow of control between actions that the 
system performs” (Pressman 2009, p.853). This UML activity diagram will represent my artifact as it 
gives a clear idea of how the proposal can help if applied in the problem environment. Further, it can 
be evaluated and iterated upon better compared to a textual description which leaves more room 
for ambiguity. Adhering to an international best practice like UML for representing my proposal 
makes it equally understandable for academic scholars as well as practitioners.  



7 
 

The evaluation of the artifact will take place in three expert interviews. To demonstrate the proposal, 
I will build an example for a user interface from the UML activity diagram. The user interface is built 
in Microsoft Power Point and imitates a software product that demonstrates the desired 
functionalities of my proposal. After a demonstration of the proposal, all experts will be asked the 
same three questions: 

1. What is your general impression of the proposal? 

2. Do you think you/ your organization would use the proposal if it was a real product? 

3. What are your recommendations to improve the proposal? 

The selection of the experts is based on experience in the fields of machine learning and the 
Management Consulting industry.  
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3.   LITERATURE REVIEW – MACHINE LEARNING 

In this chapter we are going to explore the recent developments and business relevance of machine 
learning, which led to AutoML emerging as a promising technology. Doing that, we will also observe 
the adoption and practical appliances of machine learning and AutoML outside of academia. There 
are two reasons why combining these two perspectives makes sense: First, AutoML is a relatively 
young discipline in research, so there aren’t many practical analyses on its adoption outside of 
academia available. Further, by looking at practical implementations of AutoML, we will better 
understand which factors lead to successful adoption of such tools. I will give a quick introduction to 
machine learning in general to start this chapter but cut through that part rather quickly as there is 
extensive literature out there in every direction and for the scope of this thesis there is enough to 
explore in AutoML and its business relevance.  

 

3.1. INTRODUCTION: CONCEPTS AND APPLICATION AREAS OF MACHINE LEARNING 

Machine Learning is a sub-field of AI and can broadly be categorized into supervised learning, 
unsupervised learning, and reinforcement learning (Maleki et al. 2020). The main difference is that 
while in supervised learning training data is labelled, it is not in unsupervised learning. One may also 
include semi-supervised learning into the mix, which works with a small amount of labelled training 
data and a larger amount of unlabelled data (Maleki et al. 2020). Supervised learning is often used in 
prediction efforts, such as the classification of which customers churn using algorithms like decision-
trees or ensemble classifiers (De Bock and Caigny 2021). Unsupervised learning methods do not have 
a target variable to predict but try to find patterns in datasets, for example to cluster customers with 
algorithms like k-means (Li et al. 2021). Another class of unsupervised learning algorithms is 
dimensionality reduction such as Principal Component Analysis (PCA), which has a big meaning for 
working with huge datasets (Chen and Han 2021). Reinforcement learning in contrast is all about 
basing decisions on past experiences and therefore a stepwise class of algorithms, which have 
become popular by beating humans in complex tasks such as the game Go or Chess (Silver et al. 
2018). But reinforcement learning also has various use cases in business, for example for decision 
making in finance (e.g. Song et al. 2021 & Olschewski, Diao and Rieskamp 2021).  

With more and more practical applications of machine learning rising and an increased interest in 
literature, specifically neural networks are a part of machine learning that has gained significant 
traction in the last years (Samek et al. 2021).  So called deep neural networks (neural networks with a 
complex structure of layers and neurons) do not only enable working with very complex tabular 
datasets but also are the fundament of advanced applications such as autonomous driving (Tseng, 
Lin, Chen and Hassan 2021) or speech and text recognition (Alshemali and Kalita 2020). Moreover, 
another field that has been trending within the last years are ensemble classifiers for everyday 
prediction task. The idea behind ensemble classifiers is intuitive: if one algorithm or machine learning 
model can be distorted or incorrect, why don’t we apply a multitude of models and let them vote on 
a final output? Emerging already in the 1990s (Ho 2002), they by now have proven to be extremely 
efficient and usually outperform single classifiers that are manually tuned (Sagi and Rokach 2018).  
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Studying the enterprise adoption of machine learning techniques, Lee and Shin (2020) state that 
there are four major challenges for organizations today. While ethical and data-quality challenges as 
of now can only be tamed trough human intervention (compare chapter 3.2.1), the challenges of 
having not enough human resources to develop and deploy machine learning models as well as 
insecurities about cost-benefit ratios can be mitigated trough AutoML (compare chapter 3.2.2). This 
happens on the one hand through enabling more people to execute machine learning models and 
subsequently by dramatically lowering the hurdle to develop proof of concepts. Lee and Shin (2020) 
state that “managers need to have a clear understanding of its value-generation mechanism.” (p. 
168) concerning the decision to implement a machine learning technique, which works best 
whenever a first prototype of a possible solution is drafted early. We will explore how AutoML 
transforms the organizational workings of machine learning adoption in the following chapters but 
will also take a look on how machine learning is operationalized in organizations trough combining 
development and operations practices with a concept called MLOps. 

3.2. MACHINE LEARNING OPERATIONS (MLOPS) 

Although developing machine learning applications has become cheaper and faster over the course 
of the last years, there is a risk of falling into the pitfall of not considering the long-term costs of 
these applications. As Google-researchers Sculley et al (2015) point out there comes a hidden 
technical debt (a term commonly used in software engineering to describe additional costs of rework 
after implementing a quick solution) with most of the machine learning applications when manual 
workflows are applied. A concept to mitigate these costs is MLOps which aims to automate steps 
from development to production and enable an efficient governance over the machine learning 
workflow (Ruf, Madan, Reich, Ould-Abdeslam 2021). Ruf, Madan, Reich and Ould-Abdeslam lay out 
the workflow stages of MLOps in the following four phases: Data Management, ML Preparation, ML 
training and Deployment phase (2021) and define various requirements for tools that support MLOps 
as seen in the following image. 

 

Figure 3: Requirements for tools supporting MLOps (own illustration summarizing the work of Ruf, 
Madan, Reich, Ould-Abdeslam 2021)  
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They further name general requirements such as scalability or user friendliness (Ruf, Madan, Reich, 
Ould-Abdeslam 2021, p. 22 f). Benefits of MLOps are particularly realized whenever organizations 
manage multiple models and datasets (Mäkinen, Skogström, Laaksonen, Mikkonen 2021). Most 
companies still are finding out how to best use their data or build the first PoCs but will progress to 
have multiple models and versions of them in the future (Mäkinen, Skogström, Laaksonen, Mikkonen 
2021), which is why MLOps can be seen as a developing topic with an interesting future both in 
academia as in practice. Summarizing, MLOps is a field of research and practices that greatly 
influences the adoption and deployment of machine learning techniques by making the process more 
efficient and controllable. AutoML can help in multiple ways along the MLOps phases depicted 
above, we will explore how in the following chapters.  

3.3. AUTOMATED MACHINE LEARNING (AUTOML) 

Hutter, Kotthoff and Vanschoren (2018) classify AutoML as the democratization of Machine Learning 
because it makes the powerful technology available to users from every background. The promise of 
AutoML concerning enterprise adoption is that it could empower domain experts in building their 
own ML models and therefore free resources of data scientists for them to focus on the projects that 
look most promising and drive business value (Carlsson et al. 2020, p. 2). AutoML does that by 
automating each step along the development of machine learning models, from data preparation, 
feature engineering, algorithm selection and hyperparameter tuning to model validation (Carlsson et 
al. 2020, p. 4).  

AutoML is not only used in every step of the Machine Learning workflow, but it also spans all 
categories of machine learning with tabular data, from (multi-label) classification (Wever, Tornede, 
Mohr, Hullermeier 2021), clustering (Poulakis, Doulkeridis, Kyriazis 2020) to even tuning deep 
neural networks in a discipline called Neural Architecture Search (NAS, see: Elsken, Metzen and 
Hutter 2019). AutoML systems regularly perform better than human data scientists in these tasks 
(Purwanto, Pal, Blair and Jha 2021). The principles of AutoML are furthermore applied to non-tabular 
data, leading to AutoML systems performing complex tasks such as text classification (Brandle, 
Hanussek, Blohm and Kintz 2021). Even more astonishingly, these systems already are able to 
outperform humans in such complex tasks as well (Blohm, Hanussek and Kintz 2021). 

3.3.1. Explainable (Auto)ML and humans in the loop 

A Machine Learning system can only provide business value if humans trust, understand and learn to 
interpret its outcome (Kennet and Redman 2019). This is especially true for AutoML systems, where 
domain experts interact with the system instead of technologists (Karmaker et al. 2018). Studies have 
found that a higher degree of explainability in AI systems increases trust in outcomes and makes 
accessing the information and interpreting it easier for users (Shin 2021). There are ways to ensure 
explainability, for example by using only certain algorithms: Belle and Papantonis (2021) compared 
and rated Machine Learning algorithms according to their level of explainability and called i.e. 
Decision Trees transparent models as their structure allows a user to clearly understand the decision-
rules of the algorithm. With this knowledge it would be possible to allow users of an AutoML system 
to preselect the level of explainability that is necessary for a problem at hand and trough that  

On the other hand, at the current level of automation, AutoML systems can only unfold their full 
potential if humans are still interacting with the systems as we haven’t reached a fully automated ML 
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process yet (Karmaker et al. 2018). This brings the so-called human in the loop narrative to the table, 
which lives of a “tension between speed and human oversight” (Crisand and Fiore-Gartland 2021, 
p.1). The basic question is to which level a human must and should be involved in an AutoML 
workflow, weighing explainability and performance. Some tasks just like a proper problem 
formulation for the data science project at hand are impossible to properly automate considering the 
current maturity of the AutoML technology (Karmaker et al. 2018). More strategic tasks such as 
applying ML in the right context where it fosters the most business value and taking coherent action 
from interpreting ML outcomes, will need a “human in the loop” in the foreseeable future. 

3.3.2. AutoML and Enterprises  

With AutoML, Gualtieri etl a. (2020) estimate that data science teams in enterprises will be able to 
implement eight times the number of use cases as before (p. 2), showing the massive value that lies 
in AutoML adoption. This is especially valuable as it mitigates core machine learning adoption 
challenges (Lee and Shin 2020) by making the scarce resource of data science experts focus on the 
cases that drive business value and select these valuable cases trough building a big number of proof 
of concepts (PoCs) with AutoML. But what kinds of tools are out there to do that? Carlsson et al. 
(2020) differentiate between four different types of AutoML solutions, namely: 

• Automation-focused machine learning platforms, trying to minimize the need for human 
intervention as much as possible (e.g. DataRobot) 

• Multimodal machine learning platforms, offering a wide range of functionalities and keep 
humans in the loop (e.g. Dataiku) 

• Deep learning focused AutoML solutions, which work with humans especially to make 
complex tasks as image or text data work (e.g. Google AutoML) and 

• Augmented business intelligence solutions, which give automated insights and lead humans 
to follow-up on interesting or unusual patterns (e.g. TIBCO) (p. 5). 

In coherence with the research question and objectives it is not the goal of this thesis to reinvent 
AutoML tools but to specifically analyse how a tool must be designed to include non-technical 
individuals to collaborate on and leverage AutoML techniques in their daily lives. There seem to be 
enough tools out there already that cover AutoML tasks and the proposal in this thesis will rather be 
a workflow that builds on these existing tools and technologies to foster AutoML usage by non-
technical users. Looking at the internet representations of tools like Dataiku1 and DataRobot2 we can 
see they extensively support the whole process of applying machine learning techniques like data 
preparation, feature discovery, applying AutoML for tabular, text and image data, MLOps and 
continuous AI/ Data operations techniques. Further analysing these tools it seems that they are not 
built with the same non-technical user in mind as it will be in this thesis: steps like preparing the data 
are indeed provided in a way that users do not know how to code, but they need to know how they 
want their data to be prepared for the model they want to build. Do non-technical users know that 

 
1 https://www.dataiku.com/product/key-capabilities/ 
2 https://www.datarobot.com/platform/ 
 
Both last accessed: 17.10.2022, 4 PM 

https://www.dataiku.com/product/key-capabilities/
https://www.datarobot.com/platform/
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or is it better to include experts into the workflow here? Is it the best way to ask them to do that in 
the beginning of the process or develop the data model with different iterations? This is where this 
thesis will have its contribution. It asks: what is the sequence of steps that allows an organization and 
its non-technical users to best leverage AutoML? 
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4. ENVIRONMENT ANALYSIS – MANAGEMENT CONSULTING INDUSTRY 

The Management Consulting industry has been chosen as an optimal example to study the workings 
of AutoML in enterprises on account of its reach into all industries and wide array of tasks therein. 
Diving deep into the science around Management Consulting (macro-perspective) allowed me to 
reflect on my practical experience as I work in this profession myself and can observe behaviour on a 
micro-level. To allow you as a reader to experience both perspectives (micro and macro), I will try to 
include illustrative examples of observed individual actions when extracting the big picture from 
literature.  

4.1. THE MANAGEMENT CONSULTING INDUSTRY 

4.1.1. Definition and Purpose 

Just defining Management Consulting (MC) is a hard task in itself as different authors see different 
scopes and deliminations to other (consulting) practices. Although the industry already developed in 
the 19th century (McKenna 1995), the profession still has “ambiguous boundaries” (Jerónimo, 
Pereira and Sousa 2019) and crosses many other industries and subjects. The following table 
compares common definitions of MC from different sources in academic literature selected out of 
extensive research in the biggest scientific databases with definitions of practitioners and 
representing organizations.   

Source Definition of Management Consulting/ Management Consultants  

Jerónimo, 
Pereira and 
Sousa (2019, 
p. 1) 

“[...]include any activity that has as its apparent justification the provision of some 
kind of support in identifying or dealing with management problems, provided by 
individuals, groups, or organizations that are external to the particular 
management domain and which are contracted by the management on a 
temporary basis.” 

Greiner and 
Metzger 
(1983) 

“Management consulting is an advisory service contracted for and provided to 
organizations by specially trained and qualified persons who assist, in an objective 
and independent manner, the client organization to identify management 
problems, analyse such problems, and help, when requested, in the 
implementation of solutions” 

Canback 
(1998), p. 3 

“[...] those who provide general management advice within a strategic, 
organizational or operational context, and who are institutionally organized in 
firms.” 

European 
Federation of 
Management 
Consultancies 
Associations: 
FEACO (2021) 

“Management consulting covers a wide range of services and can be defined as 
independent advice and support on management issues. [...] The management 
consultant is therefore a provider of help, a supporter, a spokesperson, but also a 
seizer of opportunities, a problem solver and a decision maker.” 
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Coming from the variety of definitions it is helpful to take a closer look at the services provided by 
MC companies to obtain a better understanding of the industry and its purpose. A comprehensive 
segmentation of MC services is for example given by Curusku (2018), who differentiates between 
Business Strategy, Marketing Management, Operations and Value Chain Management, Financial 
Management, Human Resource Management and other services (which include projects that span 
across multiple categories as well as rather specific topics like accounting, governmental programs, 
or technology development), while also stating that the “distinction between management 
consulting services and more technical IT consulting services is becoming less and less evident” (p. 2). 
From a more general perspective on what management consultants do, Turner (1982) listed eight 
different tasks of MC in a hierarchical order: 

1. Providing information to a client 
2. Solving a client’s problem 
3. Making a diagnosis, which may necessitate redefinition of the problem 
4. Making recommendations based on the diagnosis 
5. Assisting with implementation of recommended actions 
6. Building a consensus and commitment around corrective action 
7. Facilitating client learning 
8. Permanently improving organizational effectiveness. 

 
While this list from around 40 years ago still proofs surprisingly consistent with more current 
research and practice, the hierarchy and the way these tasks are delivered today have undergone 
changes since MC companies adapt their own business models accordingly to the digital disruption 
their clients face trough specialization and investments in technological expertise (Jerónimo, Pereira 
and Sousa 2019).  
 

4.1.2. Market overview and development 

According to IBISWorld there are close to 2,4 million MC firms globally employing over 5,5 million 
people (Global Management Consultants Industry - Market Research Report, 2021). In Europe alone 
there are over 880.000 MC companies and close to 1,5 million people employed in the industry 
(Management Consultants in Europe - Market Research Report, 2021). Although being a fragmented 
market with low concentration on few major firms (Curusku 2018, p. 13), some incumbents stick out 
when looking at the MC industry. There are on the one hand three big strategy-focused consulting 
firms McKinsey, Boston Consulting Group (BCG) and Bain, often abbreviated with MBB. On the other 
hand, there are the four huge accounting firms that grew their consulting business more and more 
over the last years, namely Deloitte, KPMG, PwC and EY, summarized with “The Big 4”. These major 
players have been joined by more IT-driven firms such as IBM or Accenture. Besides these huge 
companies, there is a variety of specialized consulting firms for specific industries or services and 
increasingly startups and independent freelancers join the MC market (Curusku 2018, p. 15). In the 
US as much as 45 % of new management consultants are freelancers or startups (Edwards 2016). 
Other estimations for European countries range between 13 % and 31 % freelancers of overall 
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consultants with an increasing percentage as more and more newcomers work independently (Hardt 
2018, p. 389). 
 
Within the last decade, consulting related to digital transformation has come to be the fastest 
growing type of service for consulting companies in Europe (Tavoletti, Kazermargi, Cerrutti, Grieco 
and Appolloni 2021, p. 2). And more recently, a specific part of digital transformation gained traction 
as “Consultancies Are Answering Clients’ Call To Realize The Value Of AI” (Granzen et al. 2019, p. 2).  
It can be estimated that nearly half of global AI projects are done with external service providers such 
as MCCs (Goetz, Leganza, Granzen, Hennig 2021 a). When looking at the strongest AI consultancies 
according to Forrester research, we find the typical Management Consultancies having a leading 
market position as PwC, KPMG, McKinsey and BCG make up the leaderboard (Goetz, Leganza, 
Granzen, Hennig 2021 b). In the following chapter we will also explore how these changes reflect in 
MCCs business models. 
 

4.1.3. Challenges and opportunities: MC about to be disrupted? 

Succeeding, I want to discuss strengths, risks, threats, and opportunities of MCCs and end this 
chapter with a high-level, general SWOT analysis for the MC market. That allows me to present a 
clear analytical result which sets up the definition of requirements later in this thesis. The drastic 
question of this part could also sound like: Are MCCs about to fall victim to creative destruction 
(Schumpeter 1950) in a globalized competition? Or, and if yes how, will they strive from the AI 
revolution (Harari 2017)? 
 
Wang and van Bever stated in a widely noticed article in Harvard Business Review (2013) that 
consulting is on the cusp of disruption. They argue that the competitive advantages of MC firms 
disappear in an increasingly digital and more transparent world, which forces large incumbents to 
rethink and extend their business model (Christensen, Wang and van Bever 2013). The authors name 
four major implications for MC firms, one of them being the increasing importance of data analytics 
technology (Christensen, Wang and van Bever 2013, p. 9). Curusku (2018) also highlights the use of 
(big) data analytics capacities as one of the biggest opportunities and threats for today`s MC firms, 
while Tavoletti et al. (2021) point out that MC companies already try to build such capabilities 
through hiring strategies and mergers and acquisitions. Other authors blow into the same horn 
stating that more than 85 % of interviewed experts (n=15) see technological changes as the future of 
consulting (Jerónimo, Pereira and Sousa 2019). A widely noted example for how the future could look 
like for consulting is given by MCKinsey solutions, an asset-based (e.g. subscription models) 
consulting business model that offers data-driven insights from industry-specific tools (compare 
Christensen, Wang and van Bever 2013 and Curusku 2018). 
 
Generally, consultancies are adopting their business models and identity in many ways to clients’ 
needs and the technological advancements. They integrate digital assets into every project and use 
them to drive the value for their clients, recently especially in AI and analytics (Tavoletti, Kazermargi, 
Cerrutti, Grieco and Appolloni 2021, p. 9ff). They furthermore offer end-to-end solutions (e.g. from 
finding a use case to deploying an assisting AI application) that are increasingly often delivered in a 
network of experts, in which consultants play a coordinating role (Tavoletti, Kazermargi, Cerrutti, 
Grieco and Appolloni 2021, p. 9 ff). Underscoring the observation of MCCs opening up to networks 
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and ecosystems in AI consulting, researchers have found increasing evidence of cooperation between 
MC incumbents and innovative or very technical service providers and technology platforms (Flynn 
and Kowalkiewicz 2018, p. 109). The usual starting point for consultancies when engaging in an end-
to-end AI project with a client is to start with a proof of concept (PoC) or a pilot project to make 
added value visible to clients (Granzen et al. 2019, p. 3). An opportunity arises when these PoCs 
move to production and allow for subscription-based, profit-sharing or other outcome-based 
business models (Tavoletti, Kazermargi, Cerrutti, Grieco and Appolloni 2021. P. 11). Flynn and 
Kowalkiewicz furthermore point out that the level of scalability of analytics and algorithmic solutions 
dramatically exceed the level of scalability of humans – posing both a threat and an opportunity to 
MCCs (2018, p. 102). MCCs already show willingness to implement digital technologies in order to 
augment human skills and activities and allow for new business models that prioritize scalability 
(Flynn and Kowalkiewicz 2018, p. 108). Werth and Greff (2018) created a framework for digital 
business models in consulting which clarifies the points mentioned so far. 
 

 
Figure 4: Scalability for consulting services by Werth and Greff (2018, p. 125) 

 
Behind every successful AI project stands a clearly defined business need and the application of the 
right technology in the right context (Kennet and Redman 2019). Curusku (2018) expresses 
something similar when he says: “Even with big data, traditional business consultants are needed to 
ask the right questions” (p. 19). Compared to start-ups and tech-companies that try to augment or 
virtualize (compare Nissen 2019) the need for consulting purely with technology, traditional 
consultancies have a competitive advantage as they historically come from the business/ strategy 
domain and are now marrying this expertise with AI approaches to enable multidisciplinary service 
models (Granzen et al. 2019). These service models even have the potential to allow for altered 
interactions with new customers (Nissen 2018, p. 16).  
 
Especially in an environment of multidisciplinarity, access to highly skilled workforce is a success 
factor in consulting (Curusku 2018, p. 11). This is easily comprehendible as people really are the 
product of consulting companies in a classical business model. But looking at the fact that data 
scientists are one of the scarcest resources on the labour market (Jarvis 2020), that poses a threat to 
MCCs as clients increasingly expect data driven advisory (Nissen 2018, p. 3). Transformative business 
models like asset-based consulting might be less dependent on selling well educated people per 
hour. But still companies need the right (technical) talent to build such assets. MCCs want to bridge 
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this gap through mergers and acquisitions (Tavoletti, Kazermargi, Cerrutti, Grieco and Appolloni 
2021). In cases when MCCs face a lack of resources or very specific knowledge they tend to reach out 
to freelancers or independent niche consultants (Hardt 2018, p. 391). That further points out the 
opportunity of incumbent MCCs to play a coordinating role in a network of experts. An advantage of 
classical MCCs compared to newcomers and start-ups on the consulting market is to have a head 
start in gaining clients’ trust which is of highest importance when handling for example sensible data 
for an AI application (Flynn and Kowalkiewicz 2018).  But in the war for talent, MCCs must be highly 
adaptive and include newcomers and start-ups to preserve a dominant role in the consulting 
ecosystem. 

The following SWOT analysis summarizes the strengths, weaknesses, opportunities, and threats of 
MCCs in a world of digital disruption. 

 

 
Figure 4: SWOT-Analysis Management Consulting industry (own illustration) 
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5. PROPOSAL 

5.1. THEORY: SYNTHESIS OF THE ENVIRONMENT AND RIGOR CYCLE 

Aggregating the learnings from the literature review on (automated) machine learning and the 
problem environment of Management Consulting Companies a theoretical framework for abstracting 
further requirements for a possible solution is laid in this chapter. 

The first core learning is that AI and machine learning have become mature technologies with 
increasing applications in all industries and sectors (Borges, Laurindo, Spínola, Goncalves and Mattos 
2021). Still, most companies seem to be in the beginning of their journey concerning machine 
learning and AI adoption into all processes and services: Accenture guesses that 80 to 85 % of 
companies are stuck in the proof of concept phase of their AI efforts (Reilly, Depa and Douglas 2019). 
The typical process to implement machine learning solutions involves starting a proof of concept 
and/ or pilot project, evaluate the ratio of possible business value versus costs and according to that 
move to production or not. Business value only realizes if there is trust in results of a ML system, 
which highlights the importance of security and interpretability of models and often is ensured by 
keeping human experts in the loop (Kennet and Redman 2019).  

To understand what hinders and fosters the implementation of further ML systems we can learn 
from MCCs which are (together with other external service providers) involved in around half of all AI 
projects executed in organizations (Goetz, Leganza, Granzen, Hennig 2021 a). MCCs usually act as 
coordinators in a network of service providers that enable an end to end (i.e., from finding a use case 
to realizing value) experience for a client organization (Flynn and Kowalkiewicz 2018). Core value 
propositions of MCCs include defining use cases and assessing business value while it is hard for 
them (as for most other organizations) to bind talent in the field of data science as there is an overall 
shortness (Curusku 2018). This observation is even more important considering that the MCC market 
heads towards being more and more fragmented and complex with increasing numbers of 
freelancers and more technical companies joining the market (Edwards 2016 and Hardt 2018) as well 
as classical MCCs adopting their business model towards asset-based consulting (Curusku 2018, 
Christensen; Wang and van Bever 2013; Jerónimo, Pereira and Sousa 2019).  

AutoML can mitigate some of the challenges MCCs face when adapting their business model towards 
asset-based consulting with ML systems. With AutoML MCCs can deliver pilots or proof of concepts 
at a significantly faster rate by allowing everybody to use the technology and speeding up the 
process of developing first models (Gualtieri et al. 2020). Further, AutoML can be used by ML experts 
to finetune algorithms and neural networks (Hutter, Kotthoff and Vanschoren 2018). Other steps of 
the process to implement ML systems still seem to rely on human expertise: MCCs can help define 
use cases for client organizations as well as evaluate them concerning business value by drawing 
from their industry expertise (Tavoletti, Kazermargi, Cerrutti, Grieco and Appolloni 2021). Once ML 
systems move from pilot stage to production, MCCs can realize value using MLOps techniques to 
automate workflows in development and integration of models (Ruf, Madan, Reich, Ould-Abdeslam 
2021) which enables them to transform towards subscription-based business models. 
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MCCs are put into a position where they coordinate the different roles within an ecosystem 
according to their strengths and value proposition (Tavoletti, Kazermargi, Cerrutti, Grieco and 
Appolloni 2021, p. 9 ff).  

The following illustration shows the role of MCCs in the process of using machine learning techniques 
and highlights where AutoML is applied. 

 

Figure 5: Role of MCCs and AutoML in applying machine learning techniques (own illustration) 

Summarizing on a high level, an information system must fulfill the following assumptions to 
empower MCCs and their non-technical individuals to collaborate on and leverage AutoML 
techniques in their daily lives to unlock the value of available data for their clients: 

- The proposal must allow its users to define relevant use cases for using machine learning in a 
business context and launch fast Proof of Concepts (PoCs). 

- The proposal must enable its users to execute and explain PoCs in order to evaluate the 
possible business value of a model. 

- The proposal must support collaboration between business users, machine learning experts 
and different organizations to deploy and monitor the best use cases for business value 
realization. 

These high-level assumptions mirror the most important steps of the end-to-end process in 
deploying a machine learning model and serve as our theoretical guiding principles to derive 
requirements for a proposal.  

Coming from the high-level requirements it is now possible to describe a scenario of how individuals 
within a MCC might use an AutoML tool in their daily lives to create value for their clients (Use Case): 
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A group of Management Consultants without knowledge in Data Science might face a strategic issue 
with a client in any industry. An example for such an issue would be trying to better address different 
target groups within the client’s customer base to cross- or upsell. Helping to solve this issue, the 
team of Management Consultants wants to apply a Machine Learning algorithm to delimit different 
Personas within the customer base from each other. They use a tool (this proposal) to conduct a 
Proof of Concept where the client’s data is preprocessed and analyzed without needing to code by 
using AutoML. The team further uses the created Personas in a Design Thinking workshop where 
they ideate and test different ideas to best address each cluster of customers on a targeted basis. 
The client likes the approach and sees the value created from the Machine Learning technique. Now 
the Management Consulting team has an opportunity to upsell. They offer their client a service on a 
subscription basis where they update the cluster analysis monthly and give recommendations on 
how to target individual customer clusters. The client subscribes. The team of Management 
Consultants now need technical expertise to implement the Machine Learning algorithm in such a 
way that it requires minimal manual effort to update the analysis to maximize profit. They share the 
PoC with technical experts from within or outside their company. These experts also finetune the 
algorithm to maximize its performance and continuously improve it using MLOps techniques. Other 
companies from within the client’s industry might also subscribe to the service initially created for 
the root client. The Management Consulting Company now possibly created large profits by using a 
tool and without having to hire additional technical talent as the ones they have can focus on value-
proven cases exclusively. 

The following chapter will detail the high-level and the described Use Case into lower-level 
assumptions which serve as basic requirements for the proposal to be built.  

5.2. REQUIREMENTS FOR A POSSIBLE SOLUTION 

Coming from the theory laid out in the chapter before and by utilizing the description of a possible 
Use Case, more detailed requirements for the proposal can be derived. The requirements will be 
presented along the three high-level assumptions and are decomposed from the described Use Case. 
A Best Practice from the field of software engineering is to delimit functional from non-functional 
requirements (Pressman 2009, compare chapter 2.2).  

The following table shows the functional requirements (F1.1 – F3.2) derived from high-level 
assumptions:  
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REQUIREMENT ID REQUIREMENTS 

HIGH-LEVEL ASSUMPTION 1:  
THE PROPOSAL MUST ALLOW ITS USERS TO DEFINE RELEVANT USE CASES FOR USING MACHINE LEARNING 
IN A BUSINESS CONTEXT AND LAUNCH FAST PROOF OF CONCEPTS. 

F1.1 The system must help users identify possible use cases. 

F1.2 The system must help users to identify the data needs of a use case to better define 
it. 

F1.3 The system must be able to import training data from different sources. 

F1.4 The system must help users to prepare training data to make them readable and 
useful for machine learning algorithms. 

F.1.5 The system must be able to execute different AutoML technologies. 

HIGH-LEVEL ASSUMPTION 2:  
THE PROPOSAL MUST ENABLE ITS USERS TO EXECUTE AND EXPLAIN POCS IN ORDER TO EVALUATE THE 
POSSIBLE BUSINESS VALUE OF A MODEL. 

F2.1 The system must enable non-technical users to explain the technology behind the 
chosen use case, so it fosters trust in the outcomes. 

F2.2 The system must allow users to adopt parameters in the execution of a use case 
according to their specific business needs. 

F2.3 The system must allow the user to explain how data is kept and security of training 
data is provided to foster trust. 

F2.4 The system must enable the user to explain the outputs of the AutoML system in a 
way that they can be translated to business value. 

HIGH-LEVEL REQUIREMENT 3:  
THE PROPOSAL MUST SUPPORT COLLABORATION BETWEEN BUSINESS USERS, MACHINE LEARNING EXPERTS 
AND DIFFERENT ORGANIZATIONS TO DEPLOY AND MONITOR THE BEST USE CASES FOR BUSINESS VALUE 
REALIZATION 

F3.1 The system must help machine learning experts to build production-ready models 
faster after a successful proof of concept. 

F3.2 The system must allow MCCs and their client organizations to perform MLOps tasks 
(eg model versioning, deployment, and monitoring)  

Table 1: Functional requirements (F1.1 – F3.2) derived from high-level assumptions 

Next to detailing the assumptions into functional requirements it is important to understand 
overarching design principles for a possible AutoML tool that can help non-technical individuals 
integrate machine learning in their daily lives. These are non-functional requirements for the 
proposal being developed (NF1.1-NF1.3).  
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As it was established that typical users of the tool would not have a background in computer science 
or other technical fields,  

NF1.1 the proposal should never display information that is too technical or requires explicit 
knowledge on the process and methods of data science from a business-user.  

This non-functional requirement leads us to various implications for translating the functional 
requirements into a proposal. For example, one functional requirement is to help users define an 
applicable ML Use Case (F1.1). There are certain ways to approach that, one of them being to provide 
a database with possible Use Cases that a user can search and be inspired by. These Use Cases must 
be presented in an easily understandable and non-technical wording that allows business users to 
understand how to create value from a use case. Another functional requirement is that the proposal 
must be able to execute different AutoML technologies (F1.5). The proposal might fulfill this 
requirement by integrating existing AutoML technologies (for example open-source technology or 
chargeable APIs to existing technology providers) but NF 1.1 tells us that the proposal must be 
designed in a way that no information is displayed that is not necessary or comprehendible to the 
business user. 

Business users can easily forward successful proof of concepts to experts within the tool so that they can 
prepare the PoC for production (F3.1). Experts receive detailed information about the AutoML model which are 
not displayed to business users but help experts to perform their tasks faster (for example information on 
feature importance, algorithm performance etc). This still complies with NF1.1 as the intended user has a more 
technical education in this step. 

But even the easiest language is not enough if non-technical users do not know which steps, they 
need to take to achieve a certain result. That leads to non-functional requirement 2: 

NF1.2 The proposal must guide users through an end-to-end workflow that begins with 
defining the use case to evaluating the first model.  

An example how this non-functional requirement influences the proposal: Thinking about the Use 
Case scenario described in the chapter before the Management Consulting team’s (business users) 
journey starts with receiving data from their client. Some basic steps of data preparation and feature 
engineering now must be applied assisted by AutoML to get the most out of the machine learning 
techniques. This step must be initiated automatically as soon as input data is provided so 
inexperienced business users cannot skip this important part of developing machine learning models. 
Another example of how NF1.2 influences the proposal might occur after the AutoML analysis is 
conducted: This is when the MCC can convince its client of the value of the machine learning model 
and sell a subscription-based service. Since MCCs usually present their information in Microsoft 
Power Point slides or similar presentation tools, the proposal automatically prepares slide templates 
that help to explain outputs of the machine learning model and their value. Further, after finishing a 
PoC in the proposal, documentation on data privacy and security can automatically be provided to 
the user. 

We learned that trust in the outputs of a machine learning model is of paramount importance for 
their ability to be translated into decisions and actions. Therefore, it is important that 
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NF 1.3 the proposal must display relevant explanations to the user at every step of the 
workflow so the user understands the process well enough to trust its results. 

This non-functional requirement reflects in the proposal for example after selecting a use case in the 
form of explanations of the underlying machine learning technique that are used (e.g. classification, 
regression, clustering).  

 

5.3. PROPOSAL FOR A WORKFLOW IN AN AUTOML-POWERED INFORMATION SYSTEM 

The proposal consists of a workflow represented through a UML activity diagram. A.UML activity 
diagram “depicts the dynamic behaviour of a system (…) through the flow of control between actions 
that the system performs” (Pressman 2009 p.853). The reason for choosing a UML activity diagram as 
my proposal is laid out in chapter 2.2. A UML activity diagram can be used in combination with 
swimlanes that indicate who or what executes a certain step of the workflow (Pressman2009 p.853). 
According to our use case description we have MCCs and their non-technical users as one actor, the 
client organization as a second actor and data science experts that might work within the MCC or 
come from another organization as third actor. I decided to also include the system itself as an actor. 
Rectangles with rounded corners represent actions that are executed by the actor in which lane they 
are sorted (Pressman 2009). One may also include rectangles with sharp edges into a UML activity 
diagram. They represent objects or data that flow trough the workflow (Sommerville 2010 p. 123). 
Arrows between actions or objects indicate the direction of the flow. Forks and joins are represented 
trough horizontal bars and indicate the separation of activities if they are carried out in parallel and 
their rejoining when entering a sequential flow again (Pressman 2009). Decision nodes represent 
different options for the flow of control to continue. The nodes indicate the beginning and the end of 
the workflow. I numbered the workflow-steps so that they can be easily referred to in the proceeding 
chapters. They will be referred to as WF1 – WF9. 
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UML Activity Diagram 
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5.4.  DEMONSTRATION  

As an instantiation of the proposal given in the chapter before, user interfaces were built to 
demonstrate how the workflow would interact with a possible user. The demonstration consists of 5 
interfaces that emulate the user’s experience while following the workflow (proposal). The interfaces 
were designed in Microsoft Power Point under consideration of the functional and non-functional 
requirements derived from theory (chapter 5.2) and following the steps of the proposed workflow 
(chapter 5.3). As the goal is to get high-quality feedback for the proposal it is important that the 
demonstration allows experts to imagine the proposed workflow being applied in a real-world 
context. Thus, the demonstration is set up to look like an existing Software-as-a-Service (SaaS) tool 
that leads users through the proposed workflow and lets them interact with it. The demonstration 
therefore features a made-up name, “pocket.ml”, which should spark associations with putting 
machine learning techniques into one’s “pocket” and integrating it in its user’s daily lives. Following, I 
will describe each interface briefly and then give an overview which requirements and steps of the 
proposed Workflow are depicted for demonstration purposes.  

 

Figure 6: Demonstration page 1 

On the first page, the user can choose to conduct a new experiment (i.e. to create a PoC for a 
machine learning model with AutoML). Further, there are options for “Model Integration” and a 
“Control Center”. The “Model Integration” option is for value-proven PoCs that a user wants to move 
to production. Typically, an expert will conduct this task after reviewing and finetuning the model 
created by AutoML. A possible tool might help with providing standard connectors to legacy systems 
and give different deployment options in the cloud (e.g. docker images). The “Control Center” option 
helps to overview model performance and answers privacy and security questions. Both options 
therefore help with executing MLOps tasks. The demonstration focuses on conducting a new 
experiment while the options “Model Integration” and “Control Center” will not be explored any 
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further in this demonstration and serve the purpose of giving reviewing experts a feeling for what 
could be the range of functionalities of an actual SaaS tool that is built after the proposal. On the left 
side, the first page of the proposal also lists some typical menu items of any SaaS tool to make the 
demonstration feel more real: the home-screen is selected right now, the “My Projects” tab might 
give an overview over past experiments, the “Academy” provides resources to learn handling the 
tool better like videos and documentations, the “Get Support” tab lets you contact customer support 
and your preferences are manged in the “Settings” tab. On the top of the page there is the name of 
the fictious SaaS-tool, a search bar and a user icon which on clicking on it might provide the option to 
log out or change users. 

While we will explore the further workflow after clicking on “New Experiment” on the first page, the 
other options especially help to fulfil the following requirements and steps of the workflow. 

REFERENCE REQUIREMENT/ WORKFLOW-STEP 

F3.1 The system must help machine learning experts to build production-ready models faster 
after a successful proof of concept. 

F3.2 The system must allow MCCs and their client organizations to perform MLOps tasks (eg 
model versioning, deployment, and monitoring)  

WF8 Deploy 

WF9 Monitor and Maintain 

Table 2: Requirements and Workflow-steps integrated in page 1 of the demonstration 

 

 

Figure 7: Demonstration page 2 
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On the second page of the demonstration the user is assisted in defining the use case for the new 
experiment. In the upper paanel, general use cases are listed by technology (e.g. classification, 
regression). To comply with NF1.1 there are questions formulated in non-technical language to assist 
non-technical users in finding the right use case. In the bottom panel use cases are specified per 
industry which can be selected in the upper right part of the panel. Industry-specific use cases might 
make it easier for users to identify what is relevant for their needs. The tempates for these use cases 
might come from past projects shared within a company or even across companies (MCCs).  

REFERENCE REQUIREMENT/ WORKFLOW-STEP 

F1.1 The system must help users identify possible use cases 

NF1.1 the proposal should never display information that is too technical or requires 
explicit knowledge on the process and methods of data science from its user 

WF1 Identify use case with client 

Table 3: Requirements and Workflow-steps integrated in page 2 of the demonstration 

 

 

Figure 8: Demonstration page 3 

In the third page of the demonstration we already know which use case the user wants to execute. 
For the purpose of this demonstration the use case that will be executed is clustering customer data. 
As it was established that trust in an analysis is important for the actionability of the results and trust 
comes from understanding the analysis in depth, the technology (here: clusteirng) is explained on the 
left side of the interace. Also, a description of the use case can be dowloaded on the page and 
customized to the specific appliation context. Following the porposed workflow it is now important 
to qualify a non-technical user to describe and select the needed data to execute the use case (in this 
example: data on customers without labels or target variables is required since clustering is an 
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unsuperised machine learning technique). Therefore, one the right hand side, a general description 
of the needed input data can be downloaded by the non-technical user of a MCC and used to 
describe the data needs to the client organization. Further, there are multiple options to uplaod data 
fpr the model: either the non-technical user from the MCC already has access to the data and can 
upload it from local storage or from connected source (e.g. some cloud storage) or the user can 
create an upload link for their client so they can upload the data themselfes in a save manner.  

REFERENCE REQUIREMENT/ WORKFLOW-STEP 

F1.2 The system must help users to identify the data needs of a use case to better define it. 

F1.3 The system must be able to import training data from different sources. 

F2.1 The system must enable non-technical users to explain the technology behind the chosen 
use case so it fosters trust in the outcomes. 

F2.2 The system must allow users to adopt parameters in the execution of a use case 
according to their specific business needs. 

F2.3 The system must allow the user to explain how data is kept and security of training data is 
provided to foster trust. 

NF1.2 The proposal must guide users through an end-to-end workflow that begins with defining 
the use case to evaluating the first model. 

NF 1.3 The proposal must display relevant explanations to the user at every step of the workflow 
so the user understands the process well enough to trust its results. 

WF2 Define data needs and business value 

WF3 Provide training data 

Table 4: Requirements and Workflow-steps integrated in page 3 of the demonstration 
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Figure 9: Demonstration page 4 

On page four of the demonstration the data is prepared for applying the clustering algorithm. The 
suer can explore the uplaoded data in a window on the left side of the interface. Below are 
recommendations on how to prepare the data. For example, outliers are automatically recognized 
and it is recommended to remove them. Further, columns with text values in them can be 
transformed to nummerical values so they are readable for the algorithm. Some AutoML 
technologies automatically test different options of tansforming the input features against 
performance metrics of the final model. This automated feature engineering and selection is harder 
to do in the case of unsupervised machine learning algorithms as it is hard to define a valid quality 
metric. So, in this case some manual transformations are better. Further, on the left side of the 
interface a user might want to enrich the input data. Appending more information to the input data 
will eventually improve the machine learning model. As an example, a customer dataset might 
contain addresses of customers. Using the zip code as a key a user could easily be offered to append 
publicly available information on their customer data (e.g. does the customer live in a city or a small 
village? Is it a rich or poor region?).  
On the right side of the interace the user must select a parameter for the model. Usually, AutoML is 
used to optimize all parameters of applied algorithms. In the case of clustering the optimal number 
of clusters is highly dependent on the business need. Therefore, the tool gives a recommendation 
from a statistical point of view and a range in which the number of clusters should be chosen but lets 
the user have a final say in tuning this parameter. After preparing the data and defining the number 
of clusters, the user clicks on “RUN ANALYSIS”. Now, an existing AutoML technology is triggered in 
the backend of the tool (for example AutoML technologies of the hyperscaler aws or Google) and 
handles all the necessary steps to obtain a good result: feature selection, scaling nummeric values, 
selecting the optimal algorithm for the given data (in the case of clustering for example k-means, k-
modes or DBSCAN), finetuning all the other paramters of the selcted algorithm, etc.  
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REFERENCE REQUIREMENT/ WORKFLOW-STEP 

F1.4 The system should help users to prepare training data to make them readable and useful 
for machine learning algorithms. 

F.1.5 The system must be able to execute different AutoML technologies. 

NF1.1 the proposal should never display information that is too technical or requires explicit 
knowledge on the process and methods of data science from its user 

NF 1.3 the proposal must display relevant explanations to the user at every step of the workflow 
so the user understands the process well enough to trust its results. 

WF4 Enrich data and handle problems 

WF5 Start AutoML analysis 

Table 5: Requirements and Workflow-steps integrated in page 4 of the demonstration 

 

 

Figure 10: Demonstration page 5 

Finally, on page five of the demonstration the results are presented to the user. The user can now 
export templates for slides specifically prepared for this use case and leverage them to present and 
explain the results of the analysis to their client. Further, the clustered data can be exported to use it 
in various ways. Quality metrics of the applied technology can be checked and if the use case is found 
to be valuable a handoff to an expert (developer) is made. The expert will review the analysis, 
append more data, create new features or better fit the model to the business context before 
preparing it for production.  
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REFERENCE REQUIREMENT/ WORKFLOW-STEP 

F2.4 The system must enable the user to explain the outputs of the AutoML system in a way 
that they can be translated to business value. 

F3.1 The system must help machine learning experts to build production-ready models faster 
after a successful proof of concept. 

NF1.1 the proposal should never display information that is too technical or requires explicit 
knowledge on the process and methods of data science from its user 

NF1.2 The proposal must guide users through an end-to-end workflow that begins with defining 
the use case to evaluating the first model. 

NF 1.3 the proposal must display relevant explanations to the user at every step of the workflow, 
so the user understands the process well enough to trust its results. 

WF6 Interpret and present results to client 

WF7 Make model production ready 

Table 6: Requirements and Workflow-steps integrated in page 5 of the demonstration 

 

5.5. EVALUATION  

To evaluate my proposal, I used the demonstration explained in the chapter before and showed it to 
three experts, whom I each asked the same questions (compare chapter 2.2). The experts were 
selected based on their experience with machine learning techniques and the Management 
Consulting industry. Transcripts of the interviews can be found in “Appendix A: Interview 
Transcriptions”. To guarantee anonymity for all interviewees I will refer to them with “Person 1”, 
“Person 2”, “Person 3”. Person 1 works for one of the biggest Management Consulting Companies in 
the world as a Senior Manager and is responsible for a cloud-based data platform that integrates 
data and analytics tools in Germany. This platform currently tackles the strategic need for the 
Management Consulting company to incentivize and enable consultants that specialize in various 
industries to develop and sustain data-based assets. Person 2 holds a PhD in computer linguistics 
with a specialization in AI. They worked for one of the biggest Management Consulting Companies in 
the world until one month prior to the interview as an AI-Manager in a centralized hub of developers 
and machine learning experts. The function of said hub was to identify promising use cases for 
machine learning applications across the company and help develop and deploy such applications. 
That qualifies Person 2 perfectly to evaluate the proposal and the role that AutoML could play in 
changing the dynamics of such efforts to foster asset-based consulting in a large company. Now they 
work in a Start-up as Vice President of Data and AI. Person 3 holds a PhD in computer science with 
specialization in Data Science. They work for a medium sized management consultancy (500-1000 
employees) that is specialized on digital solutions as a “Consultant for Data Science”. It was 
important to not just include perspectives of the largest MCCs in the world but also have Person 3 
that can evaluate the role AutoML can play in smaller consulting companies where business users 
and machine learning experts might not be that far away from each other – both in a physical and 
organizational sense.  
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All three interviews contained very positive feedback for the overall proposal which is the workflow 
depicted in chapter 5.3. Person 1 pointed out that the proposal would “fit right into our strategy 
going forward” as there is a big need to find scalable (asset-based) solutions to offer to their clients 
because it has become very hard to grow in their current business model. The current business 
model relies on hiring top talent and charging clients an hourly fee for their services like working out 
strategic priorities or improving business processes. The problem with that seems to be that 
(especially in countries like Germany) there is just not enough talent available to grow at the rates 
MCCs used to. Thus, MCCs are trying to reinvent their business models and sell asset-based 
subscriptions (for example for machine learning models and data-driven insights) as they rely less on 
labor. But Person 1 currently sees a problem in expertise concerning machine learning and AI being 
“scattered across the organization”, which makes it hard to identify and develop the most promising 
assets for their clients at an acceptable pace and quality. Therefore, it makes sense to enable 
business users to execute PoCs with AutoML and let experts focus on use cases where the value is 
already proven. Person 2 adds to that by pointing out that in their function at a central machine 
learning hub for another large MCC, “most ideas have not been tested before” and experts would 
have to spend a lot of time to understand the business context for the desired application and in 
assessing if it would even be advantageous to use machine learning techniques to solve a specific 
problem. Person 3 brings another angle into the discussion by highlighting that in their experience 
there is often a “misfit in […] between what business-oriented consultants sell and what technical 
experts can implement to achieve the biggest value for a client”. That also points toward the added 
value of helping business-users themselves test their ideas for machine learning applications by 
leveraging AutoML. After a PoC it becomes vastly easier to understand which value a machine 
learning model could bring in a certain application context and experts would only have to focus on 
use cases where there is an existing assessment about the feasibility of an idea.  

Interestingly, many of the more critical comments from all interviewees focused rather on the 
interfaces of the demonstration than on the workflow itself. This goes to show that the proposal, 
which is the workflow and not the interfaces built to demonstrate the application of the workflow, 
achieved great acceptance, but also that for a successful implementation of the workflow, soft 
factors like user experience are key. In this evaluation I will focus mainly on the discussions around 
the workflow itself and not the design of the interfaces in the demonstration as that is where the 
study objectives are achieved.  

There are two major patterns of the discussions with all interviewees. The first one is regarding the 
very first step in the workflow, namely defining the use case. Person 1 called this step of the 
workflow the “most valuable asset” in the whole proposal and liked the idea of assisting the user 
with a use case database in this step They added that in their company, great efforts are undertaken 
to foster the “build once, use anywhere principle”, meaning that use cases (i.e. machine learning 
models) could be copied from one client to another. The feedback was to not only think in use cases 
but also pretrained models that can be reused across client organizations with minor adaptations. 
Person 2 also saw this step as the greatest value-driver of the proposal and encouraged to think 
about even more possibilities to assist users in defining use cases. Person 2 said that just this step 
could be an own “workflow in itself”. Ideas to go beyond a use case database included implementing 
a chatbot that interacts with a user to better define a use case or to use project descriptions, that are 
usually created by consultants in the beginning of every project, in order to give recommendations 
for possible use cases based on historic data.  
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The second pattern in the discussions evolves around workflow-steps 2 and 3 (providing and 
preparing training data). Person 2 explained that “quality data is crucial in building models and most 
organizations have an overall bad data quality that is not ready for building AI models”. Person 3 
added that users without expertise in machine learning might often face the problem that selected 
data is not fit for the purpose of building a desired machine learning model and asked “could a user 
for example just upload a dataset and see which use cases would be possible for the given dataset?”. 
Maybe users could even “get a probability of a successful model for a given use case and data that is 
uploaded” based on comparing datasets with existing implementations that were successful. A 
database for calculating such a probability of success could for example come from comparing 
datasets and use cases from machine learning platforms like “Kaggle.com”. Both points could 
indicate the need to add further steps in the workflow that ensure a certain data-quality is achieved 
and the selected data is fit-for-purpose.  
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6. DISCUSSION  

Discussing the results from the evaluation of the proposal I want to place the most relevant topics 
that occurred into a greater context of existing literature and concepts. Then, I give an outlook on 
how these concepts could improve the proposal.  

First, on the topic of the importance and challenges of defining use cases, it is interesting picking up 
on the idea mentioned by one of the interviewees to leverage a “build once, use anywhere” 
principle. That connects to concepts in existing literature like pre-trained machine learning models 
(PTMs) which work by “storing knowledge into huge parameters and fine-tuning on specific tasks” as 
described by Han et al. (2021, p. 225). They further elaborate that “It is now the consensus of the AI 
community to adopt PTMs as backbone for downstream tasks rather than learning models from 
scratch” (Han et al. 2021 p. 225). This is especially true in image recognition and NLP where big 
corporations such as aws3 or NVIDIA4 offer PTMs on online marketplaces to perform specific tasks 
like object recognition in images or summarizing texts. Further examples of a “build once, use 
anywhere” approach can be found in ideas to offer specific machine learning tasks as a reusable 
microservice (Pahl and Loipfinger 2018) or simply copying purpose-built machine learning classifiers 
(Unceta, Nin and Pujol 2020). The overall approach is somewhat comparable to the idea of using 
AutoML to enable business users to build machine learning models in that the heavy lifting 
concerning technical abilities is done in advance and not by the person applying the technology in 
any given business context. On the one hand, PTMs help adopting machine learning technologies by 
non-technical users because they define a very clear skill that can be performed, and users do not 
have to define use cases themselves. On the other hand, they offer less flexibility in building machine 
learning models as is possible by leveraging AutoML technologies to build custom models for the 
business context of each desired application. If PTMs would offer the same kind of flexibility, we 
would be very close to achieving Artificial General Intelligence (AGI), which still seems to be far away 
- and where researchers are not on one page whether this is something that is unconditionally to be 
desired (Fjelland 2020). Summarizing on this topic, it might be a useful add-on to offer a 
marketplace-like user experience where management consultants could choose from PTMs for 
specific tasks in the proposal. But this idea shouldn’t replace the approach to use AutoML to build 
custom machine learning applications for specific problems of each client as that would rob MCCs of 
one of their biggest strengths in client relationships, namely their expertise on specific problems of 
their clients and creativity to solve these problems. Examples of user experiences that successfully 
merge marketplace-characteristics and the freedom to build custom models exist in tools like KNIME 
Hub, where users of the no-code machine learning tool can share workflows of the visual 
programming language that is also used to build custom models (Ordenes and Silipo 2021).  

Second, on the topic of the provision and quality of available training data within client organizations 
we enter the research field of data-centric AI. In an article for Harvard Business Review, Andrew Ng, 
Adjunct Professor at Stanford University’s Computer Science Department and (co-)founder of 
multiple successful AI and educational companies, states that for AI to fulfil its potential in industries 

 
3 https://aws.amazon.com/marketplace/solutions/machine-learning/pre-trained-models/ 
Last accessed: 10.10.2020 
4 https://developer.nvidia.com/ai-models 
Last accessed: 10.10.2020 

https://aws.amazon.com/marketplace/solutions/machine-learning/pre-trained-models/
https://developer.nvidia.com/ai-models
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outside of big consumer internet companies “we need teams that can program with data rather than 
program with code” (Ng 2021). What is meant by that is that the bottleneck for most successful AI 
(and therefore machine learning) adoptions is not the algorithms or tools to help you develop such 
algorithms available but the quality of the data that is used to train a model. Thus, other authors 
conceptualize data as a production factor and highlight its strategic role in gaining a competitive 
advantage (Huang et al 2021). A promise of focusing on data in advancing efforts to leverage 
machine learning or AI techniques is that knowledge of domain experts can be better captured when 
including them in preparing the data for such models. If it is too laborious for a domain expert to 
label enough data to train a machine learning model, there are several techniques in data-centric AI 
to help create labelled data more efficiently. Techniques worth mentioning in this context include 
active learning, where a domain expert only labels a limited but expressive sample of the original 
dataset which is used to train an algorithm (Settles, Craven and Ray 2007), and weak supervision, 
where a training function is used to translate expertise on the subject at hand into labels for training 
datasets (Ratner et a. 2020). Further, there is also the technique of confident learning to improve the 
quality of labels in training datasets (Northcott, Jiang and Chuang 2021). Data-centric AI techniques 
like the ones mentioned can be perfectly combined with AutoML as they together offer the 
advantage of capturing a domain expert’s knowledge in preparing high-quality data while not 
requiring skills in coding to develop models. With the project “The automated statistician”, there is 
also an approach that can be counted as data-centric AI as it helps to explore training data properties 
and their influence on machine learning models, that uses AutoML techniques (Steinruecken et al. 
2019. Summarizing on this topic, for the proposal given in this study it might be worthwhile to 
include workflow-steps that allow users to easily label unlabelled data, explore and improve the 
quality of training data. It needs to be evaluated whether a business user can conduct these tasks or 
if experts must be involved here. 
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7. CONCLUSIONS  

7.1. SYNTHESIS OF THE DEVELOPED WORK 

“We will need to find more scalable solutions to grow in the future. Our talent concerning machine 
learning and AI is scattered across the organization and it’s hard to connect them.” This is a quote 
from the interview with Person 1 that sticked with me and made all the efforts put into this thesis 
worthwhile. MCCs have a problem. They need to get smarter, faster and more creative about 
developing more scalable services like machine learning models to solve their client’s problems. They 
cannot solve this problem just by hiring more and more technology experts and developers. It is an 
organizational problem. Not only MCCs face this organizational problem, but I am also convinced it is 
at least as prevalent in most other industries and even worse in industries that have a lesser ability to 
hire top talent than MCCs. AutoML can help mitigate this problem. If used in the right way, it can be 
a powerful tool in the hands of business users to quickly validate their ideas and get experts involved 
where they are most needed. Then, AutoML helps these experts to build the most powerful models 
for the problem at hand. This study explored how to do that. In doing that, it also shined a light on 
how important it is not to just provide the technology but also to help users define use cases, reuse 
ideas and prepare data in a way that machine learning can perform best on them.  

Starting this research endeavor, I set specific objectives that were to be reached in this study. First, a 
diagnosis of companies needs was to be conducted. In chapter 4, I conducted a literature review on 
the Management consulting industry and summarized its results in a SWOT analysis. Major learnings 
were that MCCs need to find more scalable, subscription-based solutions to grow at the same rates 
that they are used. This was later confirmed in the expert-interviews. Second, areas and tasks 
suitable for applying AutoML tools were to be identified. In chapter 3, I conducted a literature review 
on (automated) machine learning and their business applications. The major learning was that 
AutoML can democratize building ML models but is best used to build PoCs as trust is elementary for 
ML outputs to be transformed in business value and trust might only come with experts being 
involved at the right place. Together with the analysis on the Management Consulting industry, I was 
able to build a theory as a first answer to the research question and could derive requirements for an 
information system from that theory (chapters 5.1 and 5.2). Third, I built a proposal in the form of a 
workflow that shows how an AutoML tool can help organizations (here: specifically MCCs) and their 
non-technical users to use machine learning techniques (chapter 5.3). Fourth, I built a demonstration 
for the workflow that also includes non-functional requirements (chapter 5.4). Finally, the proposal 
was evaluated by experts (chapter 5.5) and ideas for improving the proposal were discussed in 
chapter 6. 

7.2. LIMITATIONS AND FUTURE WORK 

Although the research objectives were reached and contributions to academic literature as well as 
the world of practitioners were made, this study has some limitations. First and foremost, it was a big 
learning that the design of user interfaces for an information system like the one described with the 
workflow (proposal) is crucial for its acceptance. That became obvious in the evaluation where some 
of the feedback was on the proposal itself while other feedback was mainly about its demonstration. 
The design of user interfaces was not the main object of analysis in this study, which is why future 
research will need to dive deeper into this topic. Researchers could build on first interesting 
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approaches to design the interaction of humans with AI or ML systems (Subramonyam, Im, Seifert & 
Adar 2022 and Ostheimer, Chowdhury & Iqbal 2021) but my recommendation is to approach the 
topic in a more experimental way. One approach could be to conduct a high number of interviews 
with practitioners on different designs to learn which aspects inform user acceptance in which way. 

Further, one of the improvement ideas for the proposal was to focus more on the step of finding and 
defining a use case. In this study I was not able to give a final answer on which representation would 
help users best to define their use case. This is a question that could also be tackled with 
experimental research methods like A/B testing (Kohavi and Longbotham 2017). The same is to be 
said about the question that was discussed of which methods would work best for business users 
and/ or experts to help client organizations improve the data quality for building ML models. 

Lastly, in trying to find a clear analytical lens, this study was focused on the Management consulting 
industry. It is not yet clear as to how well the learnings of this study can be transferred to other 
industries. Future research could consist of evaluating the proposal given in this study in different 
contexts. However, researchers will also need to evaluate per industry whether there is a AutoML 
tool that already fulfills the requirements of said industry. In the case of MCCs chapter 3.3.2 and the 
evaluations showed that none such tool exists on the market at the moment but that many of the 
functionalities of the desired information system are already implemented by different organizations 
and would need to be plugged together for a comprehensive workflow.  
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APPENDIX A: INTERVIEW TRANSCRIPTIONS 

Interview 1 

Name (for reference): Person 1 

Role and Background: Works for one of the biggest Management Consulting Companies in the world 
as a Senior Manager and is responsible for the cloud-based platform where consultants can work 
with data and analytics tools in Germany.  

Answers to the questions: 

1. Q: What is your general impression of the proposal? 
A: The proposal fits right into our strategy going forward. Asset-based consulting will play a 
huge role for us in the future. Our problem currently is that we cannot grow significantly 
anymore using our old business model. There are just not enough qualified people to hire 
anymore. There is some movement between consulting firms but no significant new 
workforce. We will need to find more scalable solutions to grow in the future. Our talent 
concerning machine learning and AI is scattered across the organization and it’s hard to 
connect them. It makes sense to enable business users to build PoCs to find the cases where 
it is actually worth investing. 

2. Q: Do you think you/ your organization would use the proposal if it was a real product? 
A: Our central data platform develops in the same direction. As I said, the idea fits right into 
our current strategy. The most valuable asset might be the use case database. It would be 
necessary to convince people to try it the tool initially though and there is a lot of 
communication involved.  

3. Q: What are your recommendations to improve the proposal? 
A: There is even more tech-language to not display in the proposal (e.g. clustering or 
anomaly detection). Most people don’t know which techniques they want to use but they 
care about what outcomes they can produce. Highlight the subtitles (questions) you used for 
describing the use case as they describe what users actually care about. It would be valuable 
to foster the “build once, use anywhere” principle. For that you would need more specific 
use cases so people get inspired. Then consultants could just copy models. Concerning UX, I 
would recommend using targeted suggestions for use cases depending on the profile of the 
user and an intelligent search engine to find use cases according to their tags. Intelligent 
search is better than a lot of filtering options. 
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Interview 2 

Name (for reference): Person 2 

Role and Background: Has a PhD in computer linguistics. Worked for one of the biggest Management 
Consulting Companies in the world until one month prior to the interview as an AI-Manager in a 
centralized hub of developers and machine learning experts. Now works in a Start-up as Vice 
President of Data and AI.  

Answers to the questions: 

1. Q: What is your general impression of the proposal? 
A: I like the overall proposal and it would be super valuable to have a workflow that helps 
finding the most promising applications for machine learning in an organization so experts 
can focus on the stuff with great business value. For many ideas that came to our hub when I 
was working in management consulting, machine learning or AI was not even the best 
possible solution to the problem. These ideas were not tested before, and experts had to 
carefully assess the application of such ideas before starting to develop solutions. The 
strength of the proposal is definitely in the beginning of the workflow where it is a very 
important part to assist the user in defining a use case. Maybe this is even a whole workflow 
in itself where a user is led to find a use case by answering different questions. Here you 
cannot do enough to really understand what users actually want to do and to build their 
expectations about what is possible.  

2. Q: Do you think you/ your organization would use the proposal if it was a real product? 
A: The workflow-component helps non-technical users to execute a first PoC, I really like 
that. I think some of the functionalities of the proposal might best be delivered by integrating 
to existing tools. For example, when doing data preparation, Alteryx is a tool that is widely 
used in the consulting world. Having the overall workflow on top of it is very helpful though 
because it is hard for non-technical users to know which sequential steps to take when doing 
a PoC and just arranging which steps to take and which tools can be used for that is very 
helpful. I am a bit skeptical towards the quality of input data and if it can be easily 
transformed and used for building PoCs without an expert in data science or machine 
learning. Preparing the data is often one of the most creative and challenging tasks in data 
science. I don’t know how well AutoML performs in automating these tasks. Preparing 
quality data is crucial in building models and most organizations have an overall bad data 
quality that is not ready for building AI models.  

3. Q: What are your recommendations to improve the proposal? 
A: From a User Experience perspective it is interesting to think about different ideas on how 
to help users define a use case. Maybe a chatbot or something similar could be a viable 
solution to help users find the right specific use case for their problem? Also, it would be very 
cool if use cases could be recommended according to the project a consultant works on. 
Maybe one can achieve this trough analyzing project descriptions. Further, there should 
always be the possibility to call an expert in every step of the workflow. 
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Interview 3 

Name (for reference): Person 3 

Role and Background: Has a PhD in computer science with specialization in Data Science. Works for a 
medium sized management consultancy (500-1000 employees) that is specialized on digital solutions 
as a “Consultant for Data Science”.  

Answers to the questions: 

1. Q: What is your general impression of the proposal? 
A: In my experience there is often a misfit in consulting between what business-oriented 
consultants sell and what technical experts can implement to achieve the biggest value for a 
client. Having a workflow where business-oriented consultants build small PoCs themselves 
might help to mitigate that misfit as a clearer picture emerges as to how and where machine 
learning techniques should be applied to create value for a client before technical experts get 
involved. Further,  

2. Q: Do you think you/ your organization would use the proposal if it was a real product? 
A: The most important step is to understand what actually should happen on the business 
side. Also, the feasibility of what one wants to do with regards to data availability and 
meaningfulness for the problem at hand is a huge problem. To use the proposal, it must 
further address these aspects. One aspect of focusing on improving the data for a PoC could 
also be to have an extra step for debiasing training data. Machine learning platforms like 
AzureML have quite comprehensive functionalities there. Further, synthesizing training data 
to comply with the GDPR would be an interesting functionality.  

3. Q: What are your recommendations to improve the proposal? 
A: To address the problem of data quality and meaningfulness it would be helpful to have an 
extra step where the tool could assess data quality and if it is fit for the purpose if the 
selected use case by predefined criteria per use case. Could a user for example just upload a 
dataset and see which use cases would be possible for the given dataset? It would be 
amazing to get a probability of a successful model for a given use case and data that is 
uploaded by the user. Maybe one could calculate this probability by analyzing past projects. 
After the analysis it might be an idea to rather offer dashboards integrated in existing BI 
systems instead of slides. Dashboards are usually better to present results of machine 
learning models and they could be continuously updated when the models change.  
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