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Abstract: This paper focuses on the gaps that occur inside plantations; these gaps, although not
having anything growing in them, still happen to be watered. This action ends up wasting tons
of liters of water every year, which translates into financial and environmental losses. To avoid
these losses, we suggest early detection. To this end, we analyzed the different available neural
networks available with multispectral images. This entailed training each regional and regression-
based network five times with five different datasets. Networks based on two possible solutions
were chosen: unmanned aerial vehicle (UAV) depletion or post-processing with external software.
The results show that the best network for UAV depletion is the Tiny-YOLO (You Only Look Once)
version 4-type network, and the best starting weights for Mask-RCNN were from the Tiny-YOLO
network version. Although no mean average precision (mAP) of over 70% was achieved, the final
trained networks managed to detect mostly gaps, including low-vegetation areas and very small
gaps, which had a tendency to be overlooked during the labeling stage.

Keywords: artificial intelligence; convolutional neural networks; image processing; You Only Look
Once; semantic segmentation; precision agriculture; multi-spectral vision; unmanned aerial vehicle

1. Introduction

The increasing threat of global warming significantly affects the agricultural industry.
This can be considered crucial for obtaining a decent quality of life for humans and deals
with significant challenges, although contributing little to the global gross domestic product
(GDP) [1,2]. One of the challenges to be fixed or diminished by the current research is
water waste in agriculture that arises when a place within a crop field fails to grow plants.
These spots are still watered by some irrigation systems, which results in water being
wasted, monetary losses, and more energy wasted in watering [3,4]. The current methods
of identifying these gaps include manual labor, which is expensive and inefficient due
to the limited number of personnel available, the size of the fields, and the amount of
time it takes. This motivated the search for methods to analyze vast swaths of land and
quickly identify those gaps. To that end, modern developments in the agricultural research
field will be the subject of research and could be employed as solutions for this matter.
Nowadays, conventional agriculture is transitioning to a more digital and automatic version
of itself, usually known as precision agriculture (PA), characterized by its usage of sensors,
robotics, networks, and other engineering schemes to achieve more significant productivity
and reduce energy and time waste. The technological upgrade in agriculture also led
to the usage of unmanned aerial vehicles (UAV) [5–7], convolutional neural networks
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(CNN), wireless sensor networks [8], and Internet of Things (IoT) [9] as solutions for
stage identification and supervision of crop maturation, inefficient irrigation systems, and
transitioning conventional agriculture to a more sustainable industry overall [10].

Considering the above discussion, the current work proposes a methodology based on
artificial intelligence (AI) and computer vision, where images obtained by a UAV are used to
detect gaps in crop fields. In addition, the current study determines which combination of
CNN and multi-spectral index could offer a better solution to be deployed in an UAV-based
framework. The developed methodology would then help farmers rapidly identify trouble
areas and solve the issue by replanting or avoiding irrigation of the area. Image maps are
generated and fed to a CNN—the state-of-the-art method for computer vision tasks such
as classification. This allows better detection and classification than traditional methods,
since those lack the adaptability to new image data, lighting, and size without reworking
the original algorithm [11]. On the one hand, artificial intelligence and CNN have been
successfully used in several scientific fields, such as fashion [12], localization [13–15], and
digital health [16]. On the other hand, UAV and artificial intelligence in conjunction have
also been successfully applied in PA for crop disease identification [17] or flower classi-
fication [18,19]. Nevertheless, and as far as the author’s knowledge goes, gap detection,
namely, for vineyard crops, has not been considered in the scientific literature.

The CNN networks that are the focus here can be categorized as regression-based
networks, which include all YOLO network versions [20], and regional-based networks,
from which we considered here the Mask-RCNN [21], as an example. The YOLO networks
work by splitting an image into a S × S grid, and for each cell, predicting confidence
scores and bounding boxes, where S is the two-dimensional grid size in pixels. Region-
based Mask-RCNN networks, which are adaptations of RCNN networks [22], can perform
semantic segmentation and work by feeding different regions of the input image into the
network. Although region-based networks are known to be more accurate, regression-
based networks are usually quicker and can work in real time, unlike the former. Since the
final network is supposed to be deployed in a drone, it would be advantageous, although
not necessary, to be able to work in real-time, since that decreases the amount of time taken
into detecting the plantation gap [20,23].

Besides considering which type of CNN network can be the best solution for detecting
gaps, the data used in training said networks are also compared. The input images used
included multi-spectral images and color image formats; these are listed below. Each one of
these image types was generated through the mounted camera on the drone. The generated
maps followed the aesthetic characteristics observed in Figure 1. These image maps
represented entire fields spanning kilometers in length where each pixel was equivalent to
3 cm in the ground, and as mentioned previously, by looking in the original image maps,
only the bigger gaps were easily identifiable by the researchers without zooming.

• NDWI is used for remote sensing of vegetation water from space. This type of
supervision is used in agriculture and forest monitoring for fire risk evaluation, and is
particularly suitable in the context of climate change. NDWI is responsive to changes
in the water content of leaves in vegetation canopies and is less sensitive than NDVI
to atmospheric changes [24]

• CIR uses the near-infrared (NIR) portion of the electromagnetic spectrum. This type of
imagery is very useful when detecting different plant species, since the hue variations
are more pronounced than in the visible light spectrum. CIR can also be used to detect
changes in soil moisture [25].

• RGB is the most common image data available, being that it recreates images in the
visible light spectrum. RGB is an additive color model where three colors—red, green,
and blue—are combined to create a bigger color spectrum. From RGB, one can create
GS images with image processing techniques, although, in this instance, several GS
images were already provided, so it was chosen not to increase their number by
converting the RGB images.
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• NDRE combines NIR and a band between visible red and NIR. This index is very
similar to NDVI but is more sensitive to different stages of crop maturation and is
more suitable than NDVI for later crop seasons, after the vegetation has accumulated
a bigger concentration of chlorophyll. This makes it so that NDRE is more fit for the
entire cultivation season [26].

• NDVI is the oldest remote sensing technique used for vegetation monitoring. By
observing different types of wavelengths (visible and non-visible light), one can
determine the density of green vegetation in a patch of land. The pigment chlorophyll
in plant leaves absorbs visible light (from 0.4 to 0.7 µm) when doing photosynthesis,
and the cell structure of the leaves reflects NIR. This index is better applied when
trying to figure out how much plants cover a certain area, and can be great at detecting
gaps in green crops [27].

The remainder of the paper is structured as follows. Section 2 summarizes previous
related work. Section 3 provides an in-depth description of the different networks, the
image dataset, the proposed method for the preprocessing stage, and the research method-
ology. Section 4 presents the obtained results, and Section 5 critically discusses those results.
Finally, Section 6 concludes the work and discusses future research topics.

(a) (b) (c)

(d) (e)

Figure 1. Different image types of the same map. This figure includes the multispectral indices used
(figures (a,d,e)) and the color image formats (figures (b,c)). (a) NDWI, (b) CIR, (c) RGB, (d) NDRE,
and (e) NDVI.

2. Related Works

Nowadays, the use of AI and UAVs in agriculture is well documented. UAVs are
proposed as solutions for fertilizer and pesticide sprayers and crop supervision [28–31].
CNNs have been used for plant species classification, maturation stage identification, and
disease detection in crops [17,18,32], and multi-spectral imaging has been used in conjunc-
tion with these tools as a way to improve classification and supervision tactics [33–39]. For
this paper, the results were not tested in a drone. The focus was on determining which
CNNs and with which image format this could be most easily achieved. Several networks
were trained with datasets of different image formats or types for that goal.

This section outlines the different technologies that are or could be used to solve the
problem presented in the introduction. When it comes to the field of computer vision, the
histogram of gradient descent (HOG) is an algorithm that is good at distinguishing certain
features in an image while ignoring the background image data; it is particularly good at
identifying people and textual data [40]. To improve on this algorithm, researchers have
been implementing machine learning techniques that can be used in a bigger array of data
types and situations, which include the YOLO and RCNN networks.

As mentioned previously, although a real-time application is not necessary and the
system can post-process the generated image from the UAV’s multispectral camera with
exterior software, it would be advantageous to be able to detect the gaps in real-time, since
it would significantly decrease the expense and time used in analyzing the data, but this
adds a challenge, since UAV platforms do not usually have enough computing power and
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memory. The UAV would have to be able to generate the maps; input the images of the
different multispectral types and formats into the network, which would need to be saved
in memory; and return a complete map that points to the various places in the plantation
where gaps were identified. Due to the sizes of the networks, it was decided to train YOLO
and Tiny-YOLO versions of the original YOLO, YOLOv2, YOLOv3, and YOLOv4 networks;
these are altered, more lightweight versions of the original YOLO networks. Custom
versions of YOLO have been used in UAV research for real-time applications and proven to
perform well as solutions [41–43]. Another network trained was Mask-RCNN, which, as
mentioned previously, is not able to work in real-time, and therefore, is more appropriate in
an external software, being that in this instance the UAV would not need to spend memory
and computational power deploying the network. Mask-RCNN is one of the most common
CNNs used in semantic segmentation, which allows identifying only the pixels that are part
of the object which translates into a more precise localization of the plantation gap inside
the generated map [20–23,44–47]. When it comes to the differences between all YOLO
networks, it mainly comes down to increases in speed, accuracy, and precision from one
version to the next. YOLOv3 was based around Darknet-53, a combination of Darknet-19,
the basis of the YOLO and YOLOv2 architectures, and deep residual neural networks; and
YOLOv4’s architecture is based around CSPDarknet-53.

Another relevant part of the solution is the use of a UAV instead of other supervision
methods already in use in agriculture, for example, satellite imaging and Geographical
Information Systems (GIS) [48–51]. Satellite data are easily accessible and already archived
on the Internet and can image unlimited areas, which is advantageous in agriculture,
although this is dependent on waiting for the satellite to pass near the right area. In
addition, acquisition can easily be postponed if the weather conditions are not ideal. When
it comes to GIS, the resolution is dependent on the size of the raster cell, which is inversely
proportional to the resolution; this makes it so that one must find a balance between
processing time and storage [52]. By using a UAV, visual information that has better
resolution can be obtained, allowing the system to detect smaller gaps, during cloudy and
non-cloudy days, at any time, without having to wait for the satellite to pass that region;
and since the UAV is equipped with a multi-spectral camera, the maps can be generated
instantly and later be processed.

This paper presents the results of training and testing Tiny-YOLO, YOLO, Tiny-
YOLOv2, Tiny-YOLOv3, Tiny-YOLOv4, and Mask-RCNN with six different datasets: Nor-
malized Difference Vegetation Index (NDVI), Normalized Difference Red-Edge (NDRE),
Normalized Difference Water Index (NDWI), RGB (Red-Green-Blue), Gray-Scale (GS), and
Color Infrared (CIR). When choosing the networks, it was important to take into account
the limited computational power of UAVs. Regardless, this method was prioritized over
other methods—for example, GIS and satellite imaging with cloud processing, because
UAV allows the system to be used at any time, independently of weather conditions, unlike
satellite imaging. The chosen networks all have the capability of being deployed in the
final system due to being light in comparison with their full network counterparts.

3. Materials and Methods

We started by preprocessing the images, since the generated maps had a resolution
of 3665 × 2539, which made it so that only the bigger gaps were easily identified. This
is not ideal, since smaller gaps needed to be detected as well, and YOLO networks have
difficulties with classifying smaller objects, as discussed in [20]. To improve detection,
every map was cropped into smaller regions of 406 × 406, which made the creation of
bounding boxes and polygons (in Mask-RCNN’s case) of the objects easier and helped the
networks identify smaller gaps as a result. Cropping each map into several smaller images
also increased the amount of data available for training and testing.

Firstly, only the regression-based networks were trained; this was decided so that
the resulting weights could be reused as starting weights when training Mask-RCNN.
Using pre-trained weights, also known as transfer learning [53,54], is a technique used
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when the knowledge gained from solving a certain problem is reused in a different but
related problem. Since the regression-based networks were previously trained to identify
rectangular regions encapsulating the gaps, these weights can be used to train Mask-RCNN,
where the objective is to identify only the pixels related to the objects which would be
inside these bounding boxes. The use of transfer learning with Mask-RCNN is common
and shown to result in reliable systems that can correctly identify objects [55,56]. Mask-
RCNN was fine-tuned to the dataset which only included training the region proposal
network (RPN), the mask head layers, and the classifier layers, since the starting weights
were already pre-trained. Fine-tuning is another technique of transfer learning where
the network is not trained from the ground up and instead only the classification layers
are re-trained with the new data; this is a technique applied to reduce the amount of
training time [57,58]. Later in the research process, more maps were available, and since
the results of the fine-tuning Mask-RCNN were not satisfactory, as will be discussed later,
the new maps were processed and added to the datasets, and all layers of Mask-RCNN
were retrained for a longer period. With this, all training procedures can be neatly divided
into three distinct stages, listed below, where the parameters and methodology of each
stage are described.

• Stage 1: Training all regression-based networks. For this, the networks in this reposi-
tory [59] were trained with the following configurations: height and width of 406 pixels
for input images, 32 batches, 4 subdivisions, 3 channels, momentum of 0.9, 0.0005
decay rate, 1.5 for saturation and exposure, a hue of 0.1, a learning rate of 0.001, and a
maximum number of batches of 4000. The maximum number of batches determines
how long the network will train for. The parameters of the network were not altered
from the defaults found in the repository at any stage of training.

• Stage 2: Training ‘head’ layers of Mask-RCNN for 30 epochs. These layers included
the region proposal network (RPN), the mask head layers, and the classifier layers.
We used the Mask-RCNN network in this repository [60]. This network is based on
feature pyramid network (FPN) and a ResNet101 as a backbone. The resulting weights
of Stage 1 were fed as starting weights for Mask-RCNN. The configurations were not
changed from the default ones in the repository configuration files.

• Stage 3: Continuation of Mask-RCNN training, but this time with ‘all’ layers being
trained for 50 epochs. The same repository of Stage 2 was used once again, with the
same configurations. The resulting weights of Stage 2 were used as starting weights
for this stage.

The camera used to photograph the different crop fields was a MicaSense RedEdge-
MX™. This camera has a resolution of 1280 × 960, a sensor size of 4.8 mm × 3.6 mm, a
focal length of 5.4 mm, and a field of view of 47.2 degrees horizontally and 35.4 degrees
vertically [61]. This camera was mounted onto the UAV and records five different multi-
spectral band channels [31,62,63].

Although all regression-based networks can be applied to analyze and detect objects,
in this situation, the objective was to deploy the best solution into a UAV, which does not
flaunt a huge amount of memory [31]. Therefore, according to what was possible to train
with the provided hardware, the tiny versions of the different YOLO networks, and YOLO
(see Appendix A), were trained once for every training dataset.

The hardware used for training the networks presented in Table 3 was a computer
with a processor Intel® Core™ i7-9750H CPU @ 2.60 GHz × 12 and a NVIDIA GeForce
GTX 1660 Ti/PCIe/SSE2 graphics card, and the languages and frameworks used were
Python, Tensorflow, Keras, and OpenCV.

In this section, there are two subsections: images and datasets, and code and reposito-
ries. The images and datasets section is where we explain the differences between all image
format types used in this research and the amounts of data in our datasets, and the code
and repositories section presents the explanations of all code developed and repositories
used to complete this paper’s research.
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3.1. The Images and Datasets

Before training and testing, a dataset was created for each image format mentioned
(see Figure 1). The generated maps were divided by file types, and one class object was
identified in every image—the vine gap. The manual identification was made by one
person. The software used to manually draw the bounding boxes is mentioned in the
next section.

Images were prepared before training the CNN; this included cropping each map into
same-sized pieces, that could or could not be overlapped with one another. Cropping the
map into smaller images resulted in a closer look into a certain space of the field. By using
zoomed images of fixed spaces, the neural networks can more easily detect the gaps in an
image. This allows YOLO [20], and its successors, to work better, since YOLO networks
give worse results when objects are farther away.

In Figure 2, the bounding boxes and labeled regions include parts of the top and
bottom vegetation, which trained the networks to search for gaps encapsulated by plants.
Although this is a better way to identify objects and regions, as it will be discussed, networks
struggled with patches of dirt that mimicked these characteristics. As mentioned before,
later in the research process, more generated maps were received, which were integrated
into the datasets and increased the amount of data available to retrain Mask-RCNN. In
Table 1, we describe the number of images we had, after cropping each map, for each image
type, and how much data we used in training and testing. We implemented a cropping
algorithm (see Algorithm 1) that in conjunction with Algorithm 2 automatically divided
each set into two subsets (training and testing) by giving a percentage of approximately
how many images we wanted for testing. As shown in Table 1, we used 10% first, and later,
when we received more images, we increased the testing data to approximately 20% due to
having more images. As seen in Tables 1 and 2, the percentage amounts were not fixed;
instead, they averaged out to the percentages discussed previously of 90–10% and 80–20%;
this is because, as it was studied, there were no advantages in achieving perfect ratios in
this case, and its effects would have been small, since it would have changed the datasets
by a couple of images.

Table 1. Number of images per multi-spectral index. First dataset used for training. Total: total
number of images; Train: total number of images used in training; Test: total number of images used
for testing. Approximately 10% of Total was used for testing.

Multi-Spectral Index Total Train Perc. (%) Train Test Perc. (%) Test

RGB 1696 1590 94% 106 6%
CIR 1575 1414 90% 161 10%
NDWI 1575 1418 90% 157 10%
NDRE 1352 1226 91% 126 9%
NDVI 327 281 86% 41 14%
GS 650 583 90% 67 10%

Table 2. Number of images per multi-spectral Index. Second dataset used for training. Total: total
number of images; Train: total number of images used in training; Test: total number of images used
for testing. Approximately 20% of Total was used for testing.

Multi-Spectral Index Total Train Perc. (%) Train Test Perc. (%) Test

RGB 2429 1906 78% 523 22%
CIR 2018 1586 79% 432 21%
NDWI 2018 1615 80% 403 20%
NDRE 1795 1397 78% 398 22%
NDVI 665 554 83% 111 17%
GS 650 505 78% 145 22%
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Figure 2. Manual identification of plantation gaps. As observed, we included parts of the vegetation
inside the ground truth boxes (dashed line) and polygons (continuous line and colored areas).

Algorithm 1 Crop images with overlap

Find every X and Y that defines the borders of the new images
for every yvalue in Y do

for every xvalue in X do
Split the image according to the coordinates
if Cropped image only contains alpha values then

Skip Image
end if
Save cropped image as a new image

end for
end for

Algorithm 2 Separate images into train batch and test batch

Create a parent folder with each image format separated into different folders
Percentage = fraction of images going into the test batch
for every folder in directory do

for every file in folder do
Choose a random number in an interval
if number < percentage then

Move image to test batch folder
else

Move image to train batch folder
end if

end for
end for

3.2. The Code and Repositories

Starting with the datasets, there were two steps: cropping each map into smaller,
more manageable sections of about 406 × 406 pixels, separating them into their respective
training and testing datasets. At no point was the resolution of the input images changed
when training the networks. When it came to the order of tasks, firstly Algorithm 1 was
used to crop, with an overlap of 25%, and then Algorithm 2 organized them into training
and test datasets.

Algorithm 1 was developed to crop each map into the same number of cropped
images; these images were then saved into their respective folders that identified their
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multi-spectral properties or image formats and saved under the same name when they
were of the same region in similar maps, as represented in Figure 3. By giving the images
in Figure 3 the same name, the bounding boxes only needed to be identified once, and
generalized to the other same-named images on other datasets, which considerably reduced
the preparation time.

(a) (b) (c)

Figure 3. Example of cropped images from the same map in different multi-spectral indices. All 3
images share the same name in their respective datasets. (a) CIR, (b) NDWI, (c) RGB.

Algorithm 2 was created to split each original dataset into two smaller collections of
images, one for training and another for testing. When it came to the first datasets (see
Table 1), a value of 0.1 was used for the percentage variable, and for the final datasets
(see Table 2) the percentage value was 0.2. This explains why the train and test batches
were not neatly divided into 90% and 10%, or 80% and 20%„ since the algorithm decided,
based on the random chance, if an image was going to the train set or test set, but as can be
observed in Tables 1 and 2, each set, on average, was approximately 10% or 20% test data,
as appropriate.

The true bounding boxes were defined using the repository YOLO-MARK from [64],
and for the polygon regions for Mask-RCNN training, VGG Image Annotator [65] was
used, for both training and testing datasets. These annotators require the presence of a
researcher to manually delimit each rectangular ground truth box and polygon vertex. This
method is very time expensive, but each vertex coordinate is saved in a file to later be fed
into the network during the training stage.

It should be noticed that not every gap was caught and marked for training. These
unmarked gaps that can be easily detected by human eyes were not chosen because it
was determined that since these ’gaps’ had some minimal amount of vegetation, this
could create uncertainty in the network; therefore, the gaps chosen were to be as empty of
vegetation as possible, with top and bottom edges very defined. This does not exclude the
human error that certainly arose during the manual delimitation of ground truth boxes.

Additionally, due to generating the maps at different times of day, the dataset is
filled with images that, although they are from the same multi-spectral index, they are
visibly dissimilar, which diversified each dataset. Further, some maps are diagonal or have
slight angles, and some seem to have a more zoomed in picture of the field. With these
slight variations, the chances of overfitting are smaller, and the resulting weights can be
generalized more easily to different fields and times of the day.

4. Results

To evaluate and assess the quality of the different methods, standard performance
metrics for object detection or instance segmentation were employed [66]. To that end,
the AP50 values for each pair of network and dataset were compared; those happen to be
the bigger numbers, and AP75 resulted in very small percentages; this is due to the way
AP50 and AP75 are calculated, being that AP50 counts as true a detection whose predicted
bounding box overlaps 50% of the truth bounding box, which is equivalent to having an
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intersection over union (IoU) of 0.5, whereas AP75 needs an overlap of 75% (IoU of 0.75),
which were the settings used for Tables 3 and 4. Therefore, if the ratio between the truth
and predicted bounding boxes were to be diminished to 10%, the overall average precision
would increase, which is demonstrated in Table 5.

4.1. Results of Training Regression Based Networks

The results shown in Table 3 were obtained by training the networks in [59] for a
maximum number of batches of 4000 and passing each test dataset in Table 1 through the
resulting networks to get the average precision (AP) values for IoU of 0.5 and 0.75. By
looking at Table 3 and comparing all AP50, one can infer that the best dataset to use for
training was the RGB dataset, and the best network was Tiny-YOLOv4, which yielded the
best results, both with an IoU of 0.50 and an IoU of 0.75.

Table 3. Regression based networks training. AP50: average precision with IoU of 0.5; AP75: average
precision with IoU of 0.75; Train: dataset used in training; Method: Network used for training.

Method Train AP50 AP75

YOLO RGB 41.61% 2.07%
Tiny-YOLO RGB 26.52% 0.30%
Tiny-YOLOv2 RGB 38.67% 6.65%
Tiny-YOLOv3 RGB 56.73% 11.82%
Tiny-YOLOv4 RGB 61.47% 19.62

YOLO CIR 31.72% 2.79%
Tiny-YOLO CIR 21.93% 0.49%
Tiny-YOLOv2 CIR 28.58% 1.16%
Tiny-YOLOv3 CIR 49.82% 4.92%
Tiny-YOLOv4 CIR 52.87% 12.39%

YOLO NDRE 11.10% 1.34%
Tiny-YOLO NDRE 4.37% 0.01%
Tiny-YOLOv2 NDRE 16.65% 0.76%
Tiny-YOLOv3 NDRE 46.20% 6.57%
Tiny-YOLOv4 NDRE 50.86% 11.96%

YOLO NDWI 4.42% 0.00%
Tiny-YOLO NDWI 0.67% 0.00%
Tiny-YOLOv2 NDWI 17.16% 0.57%
Tiny-YOLOv3 NDWI 42.97% 3.23%
Tiny-YOLOv4 NDWI 46.34% 4.09%

YOLO GS 20.09% 0.30%
Tiny-YOLO GS 11.99% 0.44%
Tiny-YOLOv2 GS 14.51% 1.89%
Tiny-YOLOv3 GS 29.61% 8.55%
Tiny-YOLOv4 GS 32.28% 10.04%

YOLO NDVI 21.63% 3.33%
Tiny-YOLO NDVI 18.61% 0.26%
Tiny-YOLOv2 NDVI 18.13% 0.11%
Tiny-YOLOv3 NDVI 27.79% 3.00%
Tiny-YOLOv4 NDVI 21.25% 6.11%

The results observed by passing the test images through each network, and different
weights, show that the confidence values usually are higher in Tiny-YOLOv4, which is
the network that gave the best results overall—consistently above 30%. he other networks
returned more inconsistent values (between 10% and 80%) with more false positives.
However, this is not how it evolved when looking at each individual dataset. Sometimes,
confidence values increased and decreased from network to network; for example, in
Figure 4, the confidence values seem to increase from Tiny-YOLOv3 to Tiny-YOLOv4 but
decrease slightly from Tiny-YOLOv2 to Tiny-YOLOv3. This of course is not consistent
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with all detections but an overall observation after looking at a random set of images from
the test dataset. The NDRE and NDWI datasets started the worst with none to very few
detections in the random set, from Tiny-YOLO and YOLO, which could be expected, since
those were not able to achieve an AP50 above 45%. Slight increases in detections were
observed with the latter networks, Tiny-YOLOv3 and Tiny-YOLOv4; and at this point, two
detections of the same gap became rare unlike with the previous networks. There were not
found at any point, in this random test set, situations where the networks categorized a
path as a gap, but other errors occurred: as seen in Figure 4, sometimes trees confused the
networks into believing there were gaps.

(a) (b) (c)

(d) (e)

Figure 4. Examples of regression-based networks’ results with predicted boxes from the respective
networks, and confidence values for each object identified. Dataset: RGB; (a): Tiny-YOLO; (b): YOLO;
(c): Tiny-YOLOv2; (d): Tiny-YOLOv3; (e): Tiny-YOLOv4.

4.2. Results of Training Mask-RCNN ‘head’ Layers

After training all regression-based networks individually, the region-based network
was trained, Mask-RCNN. Since there were already 30 weights from the previous round of
training from all the regression networks, for each dataset, those were the optimal starting
weights to use in the next two rounds.

The scripts used to convert the weights files into h5 files to use for training Mask-
RCNN were [67] for YOLO, Tiny-YOLO, and Tiny-YOLOv2 weights; Ref. [68] for Tiny-
YOLOv3 weights; and [69] for Tiny-YOLOv4 weights. Furthermore, using the hardware
previously mentioned, it was only possible to train the ‘heads’ of the Mask-RCNN network,
which included the RPN, classifier, and mask head layers.

The hardware used in training the results presented in Table 4 was again the com-
puter with an Intel® Core™ i7-9750H CPU @ 2.60 GHz × 12 processor and a NVIDIA
GeForce GTX 1660 Ti/PCIe/SSE2 graphics card, and Google Colab [70] was used for time
management purposes.

By looking at Table 4, one can conclude that the best dataset for this stage of training
was the GS dataset, and the best outcome came from training Mask-RCNN with weights
from Tiny-YOLOv3. In this initial training stage, the AP values were expected to be small,
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due to the smaller number of epochs, and since the only layers being trained were the ’head’
layers, most of the layers were not trained. In conclusion, only training the ’head’ layers
was not enough for obtaining good AP, similar to the values in Table 3. When it came to the
best starting weights for training, they did not follow the previous results in Table 3, since
Tiny-YOLOv4 did not perform as well and Tiny-YOLOv3 performed the best. This could
have been due to different conversions of the weight files, due to the different architectures,
which could heavily have influenced the first 30 epochs of training.

Table 4. Mask-RCNN ‘heads’ layers training for 30 epochs. Method: weights used + Mask-RCNN;
Train: dataset used in training; AP50: average precision with an IoU of 0.5; AP75: average precision
with an IoU 0.75.

Method Train AP50 AP75

YOLO + Mask-RCNN RGB 21.42% 1.52%
Tiny-YOLO + Mask-RCNN RGB 36.30% 4.03%
Tiny-YOLOv2 + Mask-RCNN RGB 33.72% 2.17%
Tiny-YOLOv3 + Mask-RCNN RGB 31.71% 3.78%
Tiny-YOLOv4 + Mask-RCNN RGB 7.12% 0.12%

YOLO + Mask-RCNN CIR 24.48% 1.66%
Tiny-YOLO + Mask-RCNN CIR 36.67% 3.34%
Tiny-YOLOv2 + Mask-RCNN CIR 23.96% 0.93%
Tiny-YOLOv3 + Mask-RCNN CIR 36.02% 4.50%
Tiny-YOLOv4 + Mask-RCNN CIR 19.30% 1.16%

YOLO + Mask-RCNN NDRE 4.55% 0.47%
Tiny-YOLO + Mask-RCNN NDRE 0.11% 0.0%
Tiny-YOLOv2 + Mask-RCNN NDRE 0.02% 0.0%
Tiny-YOLOv3 + Mask-RCNN NDRE 5.68% 1.94%
Tiny-YOLOv4 + Mask-RCNN NDRE 0.0% 0.0%

YOLO + Mask-RCNN NDWI 2.22% 0.0%
Tiny-YOLO + Mask-RCNN NDWI 1.68% 0.0%
Tiny-YOLOv2 + Mask-RCNN NDWI 11.69% 0.61%
Tiny-YOLOv3 + Mask-RCNN NDWI 9.14% 0.0%
Tiny-YOLOv4 + Mask-RCNN NDWI 1.20% 0.0%

YOLO + Mask-RCNN NDVI 45.65% 6.88%
Tiny-YOLO + Mask-RCNN NDVI 23.41% 1.61%
Tiny-YOLOv2 + Mask-RCNN NDVI 37.95% 6.76%
Tiny-YOLOv3 + Mask-RCNN NDVI 0.07% 0.0%
Tiny-YOLOv4 + Mask-RCNN NDVI 9.87% 0.0%

YOLO + Mask-RCNN GS 35.32% 6.46%
Tiny-YOLO + Mask-RCNN GS 23.32% 1.75%
Tiny-YOLOv2 + Mask-RCNN GS 18.91% 3.20%
Tiny-YOLOv3 + Mask-RCNN GS 46.48% 6.48%
Tiny-YOLOv4 + Mask-RCNN GS 15.38% 0.04%

At this point in training, some common issues arose that were expected to go away
or diminish by the time Mask-RCNN finished the second stage of training. By looking
at Figure 5, it can be seen that the exit of the network usually detects more and smaller
gaps than those marked; this is not particularly a bad thing, but is indicative of the fact
that most marked gaps are smaller in size. At this point in testing the network still did not
differentiate between paths and actual plantation gaps, this was particularly difficult to get
rid of since, as seen in Figure 6, these paths sometimes are very similar to gaps.
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(a) (b)

Figure 5. Examples of Mask-RCNN, after training ‘head’ layers for 30 epochs, detecting too many
objects. Dataset: CIR; Weights: Tiny-YOLO; (a): Original; (b): Detected.

(a) (b)

Figure 6. Examples of Mask-RCNN, after training ‘head’ layers for 30 epochs, miscategorizing the
path. Dataset: GS; Weights: Tiny-YOLO; (a): Original; (b): Detected.

Some datasets, such as NDRE, NDVI, and NDWI, also tended to either have too many
detected gaps or none at all, as seen in Figure 7. There could be two ways of looking at it:
the first and the one that probably has more influence on the results is the smaller amount
of training images; the other is that these images have generally less contrast, which can
either lead to nothing being detected or everything being detected as a gap.
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(a) (b) (c) (d)

Figure 7. Examples of Mask-RCNN, after training ‘head’ layers for 30 epochs. Dataset: NDRE;
Weights (a,b) YOLO; (c,d) Tiny-YOLOv2; (a,c): Original; (b,d): Detected. The Detected images (b,d)
show two different network outputs in the same dataset and network. The image in (b) failed to
detect the gap in (a), and the image in (d) predicted too many gaps in (c).

At this point, the network seems to also be mostly incapable of detecting the gaps that
are closer to 45º in orientation, as seen in Figure 8. This is due to the decreased amount of
images, with crops being displayed diagonally in the dataset and the training time being
only 30 epochs.

(a) (b)

Figure 8. Examples of Mask-RCNN, after training ‘head’ layers for 30 epochs, failing to detect
diagonal objects. Dataset: RGB; Weights: Tiny-YOLOv2; (a): Original; (b): Detected.

4.3. Results of Training Mask-RCNN ‘all’ Layers

At this point, as mentioned previously in Section 3.1, new images were added to some
of the datasets (see Tables 1 and 2), so the dataset images were once again shuffled using
Algorithm 2 into the train or test sets before training.

The hardware used in training the networks presented in Table 5 was a computer with
a processor Intel® Core™ i7-8700 CPU @ 3.20 GHz × 12 and a graphics card GeForce RTX
2070 SUPER/PCIe/SSE2. The computer was changed because the code could not run in
the previous one due to the GPU not being able to complete the training and crashing.

The subsequent fine-tuning results presented in Table 5 infer that the best dataset
in this stage was the RGB dataset, and the best starting weights for Mask-RCNN were
the weights from Tiny-YOLO. At this point in training, some of the issues discussed in
the previous stage of training should be expected to be diminished. There were no issues
related to the prediction of too many gaps in an image observed, as discussed previously
and presented in Figure 7, although, sometimes, as seen in Figure 9, there were cases where
no objects were detected.
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Another situation where the network does not work properly is when the network
still detects objects in paths, although, this time, the predicted regions are bigger, as seen
in Figure 10. The number of predictions is multiple times greater than the number of
ground truth boxes, this is not a big problem since, as discussed previously, not every gap
was marked, and the extra predictions made can be categorized as gaps with minimal
vegetation, although not being fully empty of vegetation. This affects the AP, since the
accuracy is calculated about truth bounding boxes, if there are extra prediction boxes than
those seen as erroneous by the accuracy calculation algorithm.

(a) (b)

Figure 9. Examples of Mask-RCNN, after training ‘all’ layers for 50 epochs, failing to detect objects.
Dataset: NDRE; Weights: YOLO; (a): original; (b): detected.

(a) (b)

Figure 10. Examples of Mask-RCNN, after training ‘all’ layers for 50 epochs, miscategorizing the
path. Dataset: CIR; Weights: Tiny YOLOv4; (a): original; (b): detected.
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Table 5. Mask-RCNN ‘all’ layers training for 50 epochs. Method: weights used + Mask-RCNN; Train:
dataset used in training; AP10: average precision with an IoU of 0.10; AP50: average precision with
an IoU of 0.5; AP75: average precision with an IoU 0.75.

Method Train AP10 AP50 AP75

YOLO + Mask-RCNN RGB 66.12% 56.55% 9.64%
Tiny-YOLO + Mask-RCNN RGB 67.98% 60.88% 12.81%
Tiny-YOLOv2 + Mask-RCNN RGB 66.42% 59.10% 15.33%
Tiny-YOLOv3 + Mask-RCNN RGB 63.25% 57.46% 11.50%
Tiny-YOLOv4 + Mask-RCNN RGB 64.07% 57.69% 9.18%

YOLO + Mask-RCNN CIR 65.37% 52.56% 12.38%
Tiny-YOLO + Mask-RCNN CIR 59.92% 53.69% 13.90%
Tiny-YOLOv2 + Mask-RCNN CIR 61.90% 52.74% 8.46%
Tiny-YOLOv3 + Mask-RCNN CIR 62.83% 52.14% 11.01%
Tiny-YOLOv4 + Mask-RCNN CIR 63.53% 52.88% 5.86%

YOLO + Mask-RCNN NDRE 43.76% 24.16% 2.07%
Tiny-YOLO + Mask-RCNN NDRE 42.67% 23.60% 2.02%
Tiny-YOLOv2 + Mask-RCNN NDRE 44.77% 25.22% 3.27%
Tiny-YOLOv3 + Mask-RCNN NDRE 35.89% 21.17% 0.16%
Tiny-YOLOv4 + Mask-RCNN NDRE 42.17% 24.19% 1.17%

YOLO + Mask-RCNN NDWI 56.24% 34.98% 2.98%
Tiny-YOLO + Mask-RCNN NDWI 58.21% 40.93% 7.57%
Tiny-YOLOv2 + Mask-RCNN NDWI 52.19% 40.43% 2.38%
Tiny-YOLOv3 + Mask-RCNN NDWI 59.69% 50.98% 8.30%
Tiny-YOLOv4 + Mask-RCNN NDWI 55.05% 43.10% 7.17%

YOLO + Mask-RCNN NDVI 51.06% 40.49% 5.43%
Tiny-YOLO + Mask-RCNN NDVI 55.12% 41.92% 5.39%
Tiny-YOLOv2 + Mask-RCNN NDVI 58.69% 47.08% 3.91%
Tiny-YOLOv3 + Mask-RCNN NDVI 57.50% 48.31% 3.26%
Tiny-YOLOv4 + Mask-RCNN NDVI 60.63% 49.64% 10.46%

YOLO + Mask-RCNN GS 56.43% 53.75% 15.08%
Tiny-YOLO + Mask-RCNN GS 60.30% 56.67% 12.40%
Tiny-YOLOv2 + Mask-RCNN GS 54.90% 46.00% 5.20%
Tiny-YOLOv3 + Mask-RCNN GS 56.94% 46.45% 7.72%
Tiny-YOLOv4 + Mask-RCNN GS 61.93% 57.94% 13.28%

5. Discussion

After training all networks with each dataset and analyzing the results from the
regression-based networks, it was concluded that the best network was Tiny-YOLOv4, as
a possible solution for depletion in a UAV. The weights of Tiny-YOLO were the best as
starting weights for Mask-RCNN, which also performed well in detecting the different
polygon regions that encapsulated the different gaps, after the second stage of training.
The different networks also were able to detect additional gaps beside the ones in ground
truth boxes, which were not found in the test images of a predicted box encapsulating
vegetation. More common were false positives where the networks identified roads, and
spaces between the crops and trees as gaps in the plantation. The best dataset was the
RGB dataset, although it is important to note that the datasets were not balanced. It is not
possible to conclusively say that this is the best dataset, since it is also the biggest of all
of them, sometimes with thousands more images than some of the others. This severely
affects the end results, since this dataset also has more training data, so the networks can
better approximate in those cases.

A comment must be made about the labeling of the different polygons, since the
labeling was entirely done by one person. This is not ideal, since it leads to fewer ground
truth boxes being identified due to time constraints and human error. These situations
are better avoided with more than one person being responsible for identifying ground
truth boxes.
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Analyzing Table 6 showed that the best overall result was the solution with Tiny-
YOLOv4 and an RGB dataset. Both these results coincided with our expectations, since [20]
mentioned that the Tiny-YOLO version did not match YOLO in accuracy, so YOLO being
better than Tiny-YOLO was expected; for the rest, since every subsequent YOLO version
managed to improve on its predecessor, it was expected that, even for Tiny versions
they would follow an order of most recent to oldest YOLO. When it came to training
Mask-RCNN, the best result was with starting weights from Tiny-YOLO, after training a
combined of 80 epochs (30 epochs for head layers and 50 for all layers). As discussed in
previous chapters and sections, the results most probably were influenced by the amount
of data inside each dataset, being that RGB was the biggest dataset. Due to the different
dataset sizes, it is not possible to ensure which dataset performs better overall. To enable it,
it is necessary to recreate the conditions using the same amount of training and testing data
to be able to directly compare which image format performs best.

Table 6. The best results in each AP from each round of training and testing (Tables 3–5).

Method Train AP50 AP75

Tiny-YOLOv4 RGB 61.47% 19.62%

YOLO + Mask-RCNN (just ‘head’ layers) NDVI 45.65% 6.88%

Tiny-YOLOv3 + Mask-RCNN (just ‘head’ layers) GS 46.48% 6.48%

Tiny-YOLO + Mask-RCNN (full) RGB 60.88% 12.81%

Tiny-YOLOv2 + Mask-RCNN (full) RGB 59.10% 15.33%

6. Conclusions

In this paper, multiple regression-based networks—YOLO, Tiny-YOLO, Tiny-YOLOv2,
Tiny-YOLOv3, and Tiny-YOLOv4—were trained with different datasets comprised of maps
made from different multi-spectral indexes, in order to determine which combination
resulted in the best network to be employed in a drone for detection of gaps in a vine planta-
tion. Besides the regression-based networks mentioned, Mask-RCNN was trained with the
weights resulting from the regression-based training sessions, with the respective datasets.

This study was an initial attempt at resolving the issue of plantation gap detection
using UAV imagery. One issue that still is unresolved is the false positives detected in
paths, which are very similar to gaps. The false positives can be diminished by training the
networks for a longer period but, since not every gap was labeled, this would teach the
networks to ignore smaller or low-vegetation gaps most of the time. Future improvements
include a better dataset with all data labeled correctly, which can be achieved using the
final weights in this study, and later removing any incorrect identification. Having this
dataset would mean that the networks could be trained for longer periods of time without
learning to ignore less obvious gaps.

With this research, the work presented can continue by generalizing these networks
to detect more than gaps. By using multi-spectral images, the system can also be trained
into detecting parts of the crops where the vegetation is drier and use that information to
control the irrigation system in order to avoid watering gaps and places where the plants
and soil still have acceptable levels of humidity. The supervision of humidity in a certain
field can be done with NDWI and NDVI images with the help of UAV imagery, as seen
in [71].

Further studies could be made where the different variables are diminished or erased,
or new studies focused on different types of agricultural issues could continue from here,
where the best multi-spectral indexes, image formats, and networks can be determined and
employed into a drone as solutions.
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Appendix A. Network Architectures

Table A1. Tiny YOLO Architecture.

Layer Filters Size Input Output

0 conv 16 3 × 3 416 × 416 × 3 416 × 416 × 16
1 max 2 × 2 416 × 416 × 16 208 × 208 × 16
2 conv 32 3 × 3 208 × 208 × 16 208 × 208 × 32
3 max 2 × 2 208 × 208 × 32 104 × 104 × 32
4 conv 64 3 × 3 104 × 104 × 32 104 × 104 × 64
5 max 2 × 2 104 × 104 × 64 52 × 52 × 64
6 conv 128 3 × 3 52 × 52 × 64 52 × 52 × 128
7 max 2 × 2 52 × 52 × 128 26 × 26 × 128
8 conv 256 3 × 3 26 × 26 × 128 26 × 26 × 256
9 max 2 × 2 26 × 26 × 256 13 × 13 × 256
10 conv 512 3 × 3 13 × 13 × 256 13 × 13 × 512
11 max 2 × 2 13 × 13 × 512 13 × 13 × 512
12 conv 1024 3 × 3 13 × 13 × 512 13 × 13 × 1024
13 conv 1024 3 × 3 13 × 13 × 1024 13 × 13 × 1024
14 conv 30 1 × 1 13 × 13 × 1024 13 × 13 × 30
15 detection

Table A2. YOLO Architecture.

Layer Filters Size Input Output

0 conv 32 3 × 3 416 × 416 × 3 416 × 416 × 32
1 max 2 × 2 416 × 416 × 32 208 × 208 × 32
2 conv 64 3 × 3 208 × 208 × 32 208 × 208 × 64
3 max 2 × 2 208 × 208 × 64 104 × 104 × 64
4 conv 128 3 × 3 104 × 104 × 64 104 × 104 × 128
5 conv 64 1 × 1 104 × 104 × 128 104 × 104 × 64
6 conv 128 3 × 3 104 × 104 × 64 104 × 104 × 128
7 max 2 × 2 104 × 104 × 128 52 × 52 × 128
8 conv 256 3 × 3 52 × 52 × 128 52 × 52 × 256
9 conv 128 1 × 1 52 × 52 × 256 52 × 52 × 128
10 conv 256 3 × 3 52 × 52 × 128 52 × 52 × 256
11 max 2 × 2 52 × 52 × 256 26 × 26 × 256
12 conv 512 3 × 3 26 × 26 × 256 26 × 26 × 512
13 conv 256 1 × 1 26 × 26 × 512 26 × 26 × 256
14 conv 512 3 × 3 26 × 26 × 256 26 × 26 × 512
15 conv 256 1 × 1 26 × 26 × 512 26 × 26 × 256
16 conv 512 3 × 3 26 × 26 × 256 26 × 26 × 512
17 max 2 × 2 26 × 26 × 512 13 × 13 × 512
18 conv 1024 3 × 3 13 × 13 × 512 13 × 13 × 1024
19 conv 512 1 × 1 13 × 13 × 1024 13 × 13 × 512
20 conv 1024 3 × 3 13 × 13 × 512 13 × 13 × 1024
21 conv 512 1 × 1 13 × 13 × 1024 13 × 13 × 512
22 conv 1024 3 × 3 13 × 13 × 512 13 × 13 × 1024
23 conv 1024 3 × 3 13 × 13 × 1024 13 × 13 × 1024
24 conv 1024 3 × 3 13 × 13 × 1024 13 × 13 × 1024
25 route 16 26 × 26 × 512
26 conv 64 1 × 1 26 × 26 × 512 26 × 26 × 64
27 reorg_old /2 26 × 26 × 64 13 × 13 × 256
28 route 27 24 13 × 13 × 1280
29 conv 1024 3 × 3 13 × 13 × 1280 13 × 13 × 1024
30 conv 30 1 × 1 13 × 13 × 1024 13 × 13 × 30
31 detection
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Table A3. Tiny YOLOv2 Architecture.

Layer Filters Size Input Output

0 conv 16 3 × 3 416 × 416 × 3 416 × 416 × 16
1 max 2 × 2 416 × 416 × 16 208 × 208 × 16
2 conv 32 3 × 3 208 × 208 × 16 208 × 208 × 32
3 max 2 × 2 208 × 208 × 32 104 × 104 × 32
4 conv 64 3 × 3 104 × 104 × 32 104 × 104 × 64
5 max 2 × 2 104 × 104 × 64 52 × 52 × 64
6 conv 128 3 × 3 52 × 52 × 64 52 × 52 × 128
7 max 2 × 2 52 × 52 × 128 26 × 26 × 128
8 conv 256 3 × 3 26 × 26 × 128 26 × 26 × 256
9 max 2 × 2 26 × 26 × 256 13 × 13 × 256
10 conv 512 3 × 3 13 × 13 × 256 13 × 13 × 512
11 max 2 × 2 13 × 13 × 512 13 × 13 × 512
12 conv 1024 3 × 3 13 × 13 × 512 13 × 13 × 1024
13 conv 512 3 × 3 13 × 13 × 1024 13 × 13 × 512
14 conv 30 1 × 1 13 × 13 × 512 13 × 13 × 30
15 detection

Table A4. Tiny YOLOv3 Architecture. Layer 16: [yolo] params: iou loss: mse, iounorm: 0.75, objnorm:
1.00, clsnorm: 1.00, deltanorm: 1.00, scalexy: 1.00.

Layer Filters Size Input Output

0 conv 16 3 × 3 608 × 608 × 3 608 × 608 × 16
1 max 2 × 2 608 × 608 × 16 304 × 304 × 16
2 conv 32 3 × 3 304 × 304 × 16 304 × 304 × 32
3 max 2 × 2 304 × 304 × 32 152 × 152 × 32
4 conv 64 3 × 3 152 × 152 × 32 152 × 152 × 64
5 max 2 × 2 152 × 152 × 64 76 × 76 × 64
6 conv 128 3 × 3 76 × 76 × 64 76 × 76 × 128
7 max 2 × 2 76 × 76 × 128 38 × 38 × 128
8 conv 256 3 × 3 38 × 38 × 128 38 × 38 × 256
9 max 2 × 2 38 × 38 × 256 19 × 19 × 256
10 conv 512 3 × 3 19 × 19 × 256 19 × 19 × 512
11 max 2 × 2 19 × 19 × 512 19 × 19 × 512
12 conv 1024 3 × 3 19 × 19 × 512 19 × 19 × 1024
13 conv 256 1 × 1 19 × 19 × 1024 19 × 19 × 256
14 conv 512 3 × 3 19 × 19 × 256 19 × 19 × 512
15 conv 18 1 × 1 19 × 19 × 512 19 × 19 × 18
16 yolo
17 route 13 19 × 19 × 256
18 conv 128 1 × 1 19 × 19 × 256 19 × 19 × 128
19 upsample 2× 19 × 19 × 128 38 × 38 × 128
20 route 19 8 3 × 3 38 × 38 × 384 38 × 38 × 384
21 conv 256 1 × 1 38 × 38 × 256 38 × 38 × 256
22 conv 18 38 × 38 × 18
23 yolo
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Table A5. Tiny YOLOv4 Architecture. Layer 30: [yolo] params: iou loss: ciou, iounorm: 0.07, objnorm:
1.00, clsnorm: 1.00, deltanorm: 1.00, scalexy: 1.05 nmskind: greedynms, beta = 0.600000. Layer 37: [yolo]
params: iou loss: ciou, iounorm: 0.07, objnorm: 1.00, clsnorm: 1.00, deltanorm: 1.00, scalexy: 1.05 nmskind:
greedynms, beta = 0.600000.

Layer Filters Size Input Output

0 conv 32 3 × 3 608 × 608 × 3 304 × 304 × 32
1 conv 64 3 × 3 304 × 304 × 32 152 × 152 × 64
2 conv 64 3 × 3 152 × 152 × 64 152 × 152 × 64
3 route 2 1/2 152 × 152 × 32
4 conv 32 3 × 3 152 × 152 × 32 152 × 152 × 32
5 conv 32 3 × 3 152 × 152 × 32 152 × 152 × 32
6 route 5 4 152 × 152 × 64
7 conv 64 1 × 1 152 × 152 × 64 152 × 152 × 64
8 route 2 7 152 × 152 × 128
9 max 2 × 2 152 × 152 × 128 76 × 76 × 128
10 conv 128 3 × 3 76 × 76 × 128 76 × 76 × 128
11 route 10 1/2 76 × 76 × 64
12 conv 64 3 × 3 76 × 76 × 64 76 × 76 × 64
13 conv 64 3 × 3 76 × 76 × 64 76 × 76 × 64
14 route 13 12 76 × 76 × 128
15 conv 128 1 × 1 76 × 76 × 128 76 × 76 × 128
16 route 10 15 76 × 76 × 256
17 max 2 × 2 76 × 76 × 256 38 × 38 × 256
18 conv 256 3 × 3 38 × 38 × 256 38 × 38 × 256
19 route 18 1/2 38 × 38 × 128
20 conv 128 3 × 3 38 × 38 × 128 38 × 38 × 128
21 conv 128 3 × 3 38 × 38 × 128 38 × 38 × 128
22 route 21 20 38 × 38 × 256
23 conv 256 1 × 1 38 × 38 × 256 38 × 38 × 256
24 route 18 23 38 × 38 × 512
25 max 2 × 2 38 × 38 × 512 19 × 19 × 512
26 conv 512 3 × 3 19 × 19 × 512 19 × 19 × 512
27 conv 256 1 × 1 19 × 19 × 512 19 × 19 × 256
28 conv 512 3 × 3 19 × 19 × 256 19 × 19 × 512
29 conv 18 1 × 1 19 × 19 × 512 19 × 19 × 18
30 yolo
31 route 27 19 × 19 × 256
32 conv 128 1 × 1 19 × 19 × 256 19 × 19 × 128
33 upsample 2× 19 × 19 × 128 38 × 38 × 128
34 route 33 23 38 × 38 × 384
35 conv 256 3 × 3 38 × 38 × 384 38 × 38 × 256
36 conv 18 1 × 1 38 × 38 × 256 38 × 38 × 18
37 yolo
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