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 1 

A computational literature review of football performance analysis through 1 

probabilistic topic modeling 2 

 3 

Abstract 4 

 5 

This research aims to illustrate the potential use of concepts, techniques, and mining process 6 

tools to improve the systematic review process. Therefore, we performed a review on two 7 

online databases (Scopus and ISI Web of Science) from 2012 to 2019. We identified 9,649 8 

studies that were analyzed by probabilistic topic modeling procedures in a machine learning 9 

approach. The Latent Dirichlet Allocation (LDA) method, chosen for modeling required the 10 

stages: 1) data cleansing, 2) data modeling into topics for coherence and perplexity analysis. 11 

All research was conducted according to the standards of the Preferred Reporting Items for 12 

Systematic Reviews and Meta-Analyses (PRISMA) in a fully computerized way. The 13 

computational literature review (CLR) is an integral part of a broader literature review 14 

process. The results presented met three criteria: (1) literature review for a research area, (2) 15 

analysis and classification of journals, and (3) analysis and classification of academic and 16 

individual research teams. A contribution of the article is to demonstrate how the 17 

publication’s network formed in this particular field of research, and the content of the 18 

abstracts can be automatically analyzed to provide a set of research topics for quick 19 

understanding and application in future projects. 20 

 21 

Keywords Football; Performance Analysis; Literature review; Computational literature 22 

review; Topic models; LDA 23 

 24 

Introduction 25 

 26 

Over time, methods for conducting systematic reviews have become more rigorous, 27 

further prolonging the completion of reviews (Pham et al. 2018), due to finite resources 28 

concerning time and effort (Jennex 2015). Among this, a researcher, a doctoral student, or 29 

both, to better understanding a research area, needs to quickly get an overview of the 30 

literature associated with which journals have the most significant impact and what are the 31 

most recent and frequent topics (Mortenson and Vidgen 2016). Thus, researchers contribute 32 

to knowledge generation based on searches and promote education. For this, the use of text 33 

analysis is beneficial, given the significant increase in the number of electronic research 34 

materials in this new era (Lee et al. 2014). 35 

Brings scientists  new challenges and opportunities due to the characteristics related 36 

to the volume, variety, speed of data creation (Chen, Zhong, and Yuan 2016). The systematic 37 

literature review (SLR) provides reliable means and established methods for carrying out a 38 

comprehensive and robust literature review (Felizardo et al. 2011). However, conducting this 39 

researches becomes quite costly due to the studies’ growth of 8 to 9% each year, as reported 40 

by Bornmann and Mutz (2015). Besides, to being more significant than they used to be, 41 

bibliometric datasets are becoming more complex (McLevey and McIlroy-Young 2017). 42 

This abundant data requires computational skills to access these vast bibliometric 43 

data. Several programming languages used to make access more accessible to the academic 44 
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database. The pybliometrics, Python package (Rose and Kitchin 2019), rscopus, R package 45 

(Muschelli 2018) ) to access the RESTful APIs that Scopus provides, and other projects can 46 

found to access different databases like Web of Science, PubMed, Google Academic and 47 

more. 48 

Within this context, after bibliometric data acquisition, Text Mining is a well-49 

established practice. It is commonly used to extract non-trivial patterns and knowledge from 50 

unstructured documents or textual documents written in natural language (Felizardo et al. 51 

2011). Among the various methods of text mining and grouping, we highlight probabilistic 52 

topic modeling (Blei et al., 2003). This method captures two essential aspects: (1) words can 53 

have multiple meanings, and (2) interpretations and documents may contain one or more 54 

topics (van Altena et al. 2016). 55 

In this way, natural language processing (NLP) is producing visible practical results 56 

due to the advancement of machine learning techniques. One of its main applications is the 57 

classification of documents, which received significant attention. In general, document 58 

classification problems investigated by (1) coding each word or document for a numerical 59 

vector, and (2) classifying documents (Shimada, Kotani, and Iyatomi 2016). 60 

In coding, the Latent Dirichlet Allocation (LDA) method is the most popular topic-61 

modeling algorithm. The LDA assigns a document probability distribution to the word of 62 

each topic (Blei et al. 2003). For the document classification, we highlight the logistic 63 

regression, the artificial neural networks, the Bayesian structures, and the support vector 64 

machine, which are widely used. In recent years, sentence vector representations and 65 

recurrent neural networks have shown promising results in several problems of document 66 

classification in English (Shimada et al. 2016). 67 

Therefore, this study aims to demonstrate new essential concepts, mainly for the 68 

Stricto Sensu programs of Physical Education universities, and to illustrate the potential use 69 

of concepts, techniques, and tools of process mining to improve the systematic review 70 

process known as computational literature review (CLR). The CLR can identify the main 71 

terms and interpretations found in the articles on soccer performance analysis conducted 72 

during the last seven years of scientific production. 73 

 74 

Method 75 

 76 

The purpose of a literature review is often to allow the researcher to map and evaluate 77 

the existing intellectual territory to specify a research question and develop additional 78 

knowledge (Tranfield, Denyer, and Smart, 2003). However, with the increase in the number 79 

of journals, the time and effort required to conduct a literature review are increasing, 80 

prompting researchers to choose where to allocate the resources to do empirical research 81 

instead of extensive literature reviews. Consequently, the quality outcome of literature 82 

reviews is declining (Jennex, 2015). One possibility to solve the problems of literature 83 

reviews is to conduct an SLR, which follows a set of transparent and reproducible steps (an 84 

algorithm). In this way, Jahangirian et al. (2011) propose the use of automation to assist in 85 

the stages of search and screening.  86 

 87 

Research Framework and Development of the Computational Literature Review 88 
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 89 

The CLR of the present study was conducted under the Preferred Reporting Items for 90 

Systematic Reviews and Meta-Analyses (PRISMA) guidelines (Liberati et al. 2009). It 91 

provides an overview of the literature and the most relevant topics that were published in the 92 

studies. The CLR Framework process (Figure 1) begins with the identification of the type of 93 

case (literature review, periodical analysis, research management) that will be investigated. 94 

For the CLR, the search terms are the same as those used in an SLR. 95 

The structure, shown in Table 1, summarizes the processes and steps of how to extract 96 

the latent topics from the data of the articles. The data source for the computational review 97 

of the articles were the online databases Scopus and ISI Web of Science, searched on 98 

December 1, 2019, for relevant articles published between January 1, 2012, and December 99 

1, 2019, using the keywords “Football,” “Soccer,” each associated with the terms 100 

“Performance” and “Analysis.” 101 

 102 

=== Insert Table 1 here === 103 

 104 

The present review limited the information sources to scientific journals to guarantee 105 

the articles’ quality. This delimitation is justified, because academics and professionals, to 106 

acquire and disseminate knowledge, generally consult scientific journals (Ngai, Xiu, and 107 

Chau 2009). 108 

In the selection of the article, an advanced search procedure used where Boolean 109 

expressions (“AND” and “OR”) allow combinations of keywords (Rowley and Slack 2004). 110 

Then, the articles pre-selected in the online journals were exported in two different formats: 111 

• Research Information Systems Incorporated (.ris) is a standardized format used by 112 

many digital libraries, such as IEEE Xplore, Scopus, ACM Portal, Scopemed, 113 

ScienceDirect, SpringerLink, Rayyan QCRI as well as leading reference/citation 114 

management applications, such as Zotero, Citavi, Mendeley, and EndNote, which 115 

can export and import citations in this format. 116 

• Web of Science Bibliographic Reference (.ciw), currently managed by Clarivate 117 

Analytics, used by digital library Web of Science and readable in the bibliographic 118 

reference management software of the Clarivate Analytics, which is called 119 

EndNote. 120 

 121 

Thus, the organization, identification, and exclusion of duplicated articles were 122 

performed in the Mendeley Desktop, a free and accessible software that can be used by 123 

researchers. Thus, after deleting duplicated articles, a text file was generated and exported to 124 

be used for data analysis. 125 

 126 

Impact Analysis 127 

 128 

When a research article refers to another article, the original article gets a quote. The 129 

number of quotes the article receives can evaluate the impact of an article. Hence, it can be 130 

created abstracts by an author (showing how many quotations an author received for the 131 

published articles), and by the place of publication (how many quotes a journal received) 132 

from counting gross citations to articles included in a CLR. However, citation counts are not 133 
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problem-free. The h-index is used to evaluate the impact of a researcher and is generally 134 

accepted as a useful measure of impact (Hirsch, 2015). 135 

 136 

Structure Analysis 137 

 138 

Social networks are sets of connected objects represented by a graphic. They have an 139 

excellent benefit for the dissemination of information through communication among its 140 

members. The network consists of nodes and edges, where each node is a network point, and 141 

an edge is a line connecting two nodes (Simsek and Kara, 2018; Wasserman and Faust, 1994). 142 

A social network reflects a social structure that can be represented by individuals or 143 

organizations and their relationships. Through this social structure, data, and information 144 

exchanged between individuals or organizations can be studied and analyzed at different 145 

levels of detail (Horta et al. 2018). 146 

Scientific Social Networks are specific types of social networks that represent the 147 

social interactions of researchers that occur in the scientific environment (Horta et al., 2018). 148 

They are very popular in the academic community as a way of understanding the structure of 149 

the research community and identifying the top researchers in that community. A component 150 

of the scientific authorship and co-authorship network is one in which all authors of this 151 

component are reachable (Mortenson and Vidgen, 2016).  152 

 153 

Content Analysis  154 

 155 

In any literature review work, the researcher involved has the concern of identifying 156 

the “topics” contained in the documents. In many cases, the evaluation of the work is carried 157 

out based only on the review of abstracts. In pragmatic terms, this evaluation becomes 158 

reasonable because of the amount of work. The abstract purpose: “facilitate quick and 159 

accurate identification of the topic of published papers” (Luhn, 1958). The CLR uses 160 

probabilistic topic modeling to automate this analysis. 161 

Probabilistic topic models are a collection of algorithmic approaches to machine 162 

learning adopted in the field of text mining. These models seek to find structural patterns 163 

within a collection of text documents to extract semantic information from a set of 164 

documents, called corpus. The topic templates produce groupings of words that represent the 165 

central themes present in a particular corpus. In this way, these techniques provide an 166 

automated way of identifying common subjects within the documents presented (Lee et al., 167 

2014; Blei, 2012; Griffiths and Steyvers, 2004). 168 

Given a corpus of documents, probabilistic topic models can find a set of recurring 169 

themes called topics. The topics are, in fact, probability distributions on the words of 170 

documents. The purpose of topic modeling is to automatically discover topics from a 171 

collection of documents (La Rosa et al., 2015). LDA is a probabilistic statistical model used 172 

to discover the underlying abstract topics in a series of documents or text data. (Blei et al. 173 

2003). If it assumed that a document is a sequence w of words, where 𝑑 =  (𝑤1, 𝑤2, . . . , 𝑤𝑛), 174 

the generative model for documents can be expressed through the following probability 175 

distribution: 176 

 177 
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𝑃(𝑤𝑖) =  ∑ 𝑃(𝑤𝑖|𝑧 = 𝑧𝑗)𝑃(𝑧 = 𝑧𝑗)

𝑇

𝑗=1

 (1) 

 178 

Where 𝑃(𝑤𝑖) is the probability of the word 𝑤𝑖 in a given document; 𝑃(𝑧 = 𝑧𝑗) is the 179 

probability of choosing a topic word 𝑧𝑗 for the current document; 𝑃(𝑤𝑖|𝑧 = 𝑧𝑗) is the 180 

probability of showing the word 𝑤𝑖 on a certain topic 𝑧𝑗 and 𝑇 is the number of topics.  181 

The LDA model is represented as a probabilistic graphical model in Figure 1. This 182 

model has been applied in different fields, such as the detection of topics in collections of 183 

articles press (Figuerola et al., 2017).  The LDA presents three levels for the representation, 184 

where the set of documents is called by the letter 𝐷, while 𝜃(𝑑) is the multinominal 185 

distribution on the topics of the document 𝐷. The set 𝑁(𝑑) denominates the set of words 𝑤 186 

for a specific document 𝐷, while 𝑧 is the topic to which the word 𝑤 is assigned. Finally, the 187 

set 𝑇 represents the number of topics, where 𝜑(𝑧) is the multinominal distribution on the 188 

words for the topic 𝑧. For the model called LDA, the latent variables 𝜃, 𝜑, and 𝑧 must be 189 

estimated together with the distributed Dirichlet hyperparameters 𝛼 and 𝛽 (Blei et al., 2003; 190 

Griffiths et al., 2005). The hyperparameters 𝛼 and 𝛽 should be interpreted as smoothing 191 

factors for assignments respectively from topic to document (𝜃) and from word to topic (𝜑). 192 

 193 

=== Insert Figure 1 here === 194 

 195 

Topic Modelling Implementation 196 

 197 

The free software Python 3.6 was used to implement the steps of pre-processing, 198 

topical modeling adjustment, model selection, and post-processing. 199 

Pre-processing of text in this study includes the tokenization of words, conversion of 200 

words to upper-case letters, removal of characters and punctuation numbers, and removal of 201 

words considered as words of semantic connection (stopwords). Additionally, extra 202 

stopwords were added, which were garbage words resulting from processing steps. 203 

The assembly of the model and natural language processing (NLP) consisted of 204 

estimating the latent variables 𝜃, 𝜑, and 𝑧, which was done using the Gesim 2.2.0 library 205 

(Rehurek and Sojka, 2010). 206 

 207 

Results 208 

 209 

The systematic search with time and publication type filters was performed using the 210 

electronic databases Scopus and ISI Web of Science, with last updated in December 2019. 211 

The search phrase was developed with the Boolean operators [OR] (between synonyms) and 212 

[AND] (between descriptors). Initially, 11,413 articles were identified. After removal of 213 

duplicates, 9,649 studies were used (Figure 2). 214 

 215 

=== Insert Figure 2 here === 216 

 217 
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The inclusion criteria for these articles were: (1) be related to the temporal issue, and 218 

thus, the criterion is that the study should be published in the last seven years (2012 to 2019) 219 

for analysis, and (2) inclusion of documents solely and exclusively by the type called an 220 

article by the two databases. Subsequently, all studies available in the database when 221 

researched were select for this study. Studies only excluded when presented as duplicates. 222 

 223 

Impact Analysis 224 

 225 

At first, the impact was assessed using the count of publications over the years of 226 

articles published in online databases. This is simply the number of articles that were 227 

published each year according to Figure 3, and by the journal, as presented in Figure 4. 228 

Table 2 is a pure species of the journals extracted from the databases using the search 229 

term(s) sorted by the number of published articles present on that database. This table shows 230 

the top 10 journals, although the counts of all journals are written on a spreadsheet so the 231 

researcher can conduct further inspections and analyses. 232 

Then, the author summarizes the articles to identify which researchers have the most 233 

significant impact. Table 3 shows the top 10 researchers (out of 9,649 articles) in the data 234 

set, according to the number of published works, total citations, and h-index. Although it is 235 

possible to sort data in author order and search for duplicate authors, the volume of data 236 

makes this awkward, and we accept that some “noise” is inevitable. The impact is typically 237 

low for author data and has little or no effect on the analysis of location and article citation 238 

or in topic modeling of abstracts. It can be seen, in Table 3, that the research in the field of 239 

performance analysis in soccer is growing, which shows the interest of several authors on the 240 

subject. 241 

=== Insert Figure 3 and 4 here === 242 

 243 

Figure 4 shows the authors’ preference for two databases (Journal of Strength and 244 

Conditioning Research and Journal of Sports Sciences) that present more than 470 articles 245 

published in this period of analysis and which may indicate a tendency of the themes related 246 

to this study area. 247 

In Table 2, The ten journals that obtained the most significant number of publications 248 

during the study period were selected. Therefore, it presented some other impact metrics 249 

collected on May 12, 2018, from the respective agencies (Incites Journal Citation Reports, 250 

Scimago Journal & Country Rank, and CAPES) in .cvs format and included in the database. 251 

 252 

=== Insert Table 2 here === 253 

 254 

The h-index was created in 2005 by Jorge E. Hirsch as an attempt to measure the 255 

impact of academic research. Hirsch (2015) presented an easily computable index, which 256 

provides an estimate of the importance, significance, and broad impact of a scientist’s 257 

contributions, comparing, in an unbiased manner, different individuals competing for the 258 

same resource when a critical evaluation criterion is a scientific achievement. 259 

In this way, Plos One is the journal that has the most significant impact in the 260 

community with an h-index factor of 268 in 2019, many citations, and consequently 261 

Eigenfactor Score much higher than the others. Plos One is a free-access scientific journal 262 
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available only online, published by the Public Library of Science, which mainly covers 263 

primary research from any discipline in the field of science and medicine. In this way, Plos 264 

One is a journal that needs to be more considered by the authors of this field of study. 265 

Three journals need special attention are Journal of Science and Medicine in Sport, 266 

International Journal of Sports Physiology and Performance, and Journal of Strength and 267 

Conditioning Research, which have the high impact factors JCR, SJR, and CAPES. 268 

Journal Citation Reports (JCR) is a popular way to evaluate indexed journals on the 269 

Web of Science and is a crucial tool to help researchers determine where to publish their 270 

work and which journals to use in their research. A little different from the JCR, the SCImago 271 

Journal Rank (SJR) indicator is very similar to the Eigenfactor score, the first worked on the 272 

Scopus database and the second on the Web of Science database (Jacsó, 2010). 273 

The h-index locating of “someone,” several databases can be used. Thus, for the 274 

composition of the data of table 3, we used the software Harzing’s Publish or Perish macOS 275 

GU Edition. This software was designed to empower academics and present research impact 276 

(Harzing, 2007). The software can be purchased free of charge from the 277 

website https://harzing.com/resources/publish-or-perish. The publications years established 278 

were 1990 to 2019 and used search to inspect by Scopus. The Scopus need a free registration 279 

required by API Key. 280 

 281 

=== Insert Table 3 here === 282 

 283 

Structure Analysis 284 

 285 

  In addition to the worksheets used to produce Table 3, the CLR generates a full 286 

network view and author views (Figure 5). Figure 5a is a network-wide view of authors and 287 

co-authors with 9,650 articles. Figure 5b is a view of the author Clemente, F.M, who presents 288 

700 or more published articles with their respective co-authors in database. Figures 5c and 289 

5d present in more detail the network of the Clemente, F.M. 290 

 291 

=== Insert Figure 5 here === 292 

 293 

  It can observed that the authors that research on performance analysis in soccer do 294 

not present a homogeneous community, but several segments or niches that are probably 295 

determined by their lines of research. It can determine that some authors only develop their 296 

work with the same coauthors (the same form of collaboration). However, Clemente, F.M., 297 

in his network, presents a higher range of publications in partnership, which includes 168 298 

different authors. 299 

  Hence, highlighted Clemente’s author, from the Polytech Institute of Viana do 300 

Castelo, have secure connections and sharing of works on performance analysis with Martins, 301 

F.M.L. (with 88 works together) and Mendes, R. (with 60 works published together). Both 302 

are Portuguese researchers of the School of Higher Education, of the Polytechnic Institute of 303 

Coimbra, Portugal, in the field of Physical Education and Mathematics, respectively, which 304 

demonstrates the interest on the application of mathematical models in the analysis of 305 

performance in soccer. 306 

  Six different nationalities are among the ten most published authors from 2012 to 307 

https://harzing.com/resources/publish-or-perish
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2019, shown in Table 3. Brazil appears among them with 3 researchers. Highlight Loturco, 308 

I. with 1,030 citations based on information collected by Harzing’s Publish or Perish software 309 

and 435 articles in this database. 310 

 311 

Content Analysis  312 

 313 

The next task was to build a topic template for abstracts. At first, we performed an 314 

extensive data cleansing, which requires relatively little work in this regard, in addition to 315 

the standard case, blank, parting, and so on. However, there are still some essential concerns. 316 

The predictive likelihood measures proposed to evaluate the quality of the generated 317 

topics. Nevertheless, its correlation is negative with human interpretation (Chang et al., 318 

2009). In this way, data less consistent with a personal point of view created. This correlation 319 

is especially essential when generated topics are used in document collections to understand 320 

trends and development within a specific research area (Syed and Spruit, 2017).  Röder et al. 321 

(2015) systematically and empirically explored the topic coherence measures and their 322 

correlation with the human topic classification data. Thus, their approach revealed a new 323 

measure of unexplored coherence denominate CV. 324 

Similarly,  Mimno et al. (2011) present a coherence new metric UMass where results 325 

can classify over the ROC curve area. UMass coherence is an asymmetric confirmation 326 

measure between major word pairs. Thus, a smoothed conditional probability and perplexity 327 

measurement is a predictive measure of the probabilistic model where a low perplexity 328 

indicates how good the probability distribution is in the sample (Brown et al., 1992). 329 

First, the number of topics (K) to be used was determined. After the analysis of CV 330 

coherence (0.508), UMass (−4.842) and perplexity (−10.566) some experimentation, and 331 

considering the size of the data set, we selected a value of 20 (Figure 5). 332 

 333 

=== Insert Figure 6 here === 334 

 335 

  Second, the researcher chooses to remove some words from the data set because they 336 

have limited discriminatory value. For example, terms like “performance” or “analysis” 337 

occur in almost all extracted abstracts. Additionally, again based on visually inspecting the 338 

outputs, we also removed “noise” words, such as “p-value,” “American,” “et,” “role,” 339 

“however,” among others. Although this does not necessarily limit the effectiveness of the 340 

model, it makes the results more challenging to interpret, as these terms appear in almost 341 

every topic as recommended by Mortenson and Vidgen (2016). 342 

  With these preliminary steps performed and defining some of the other required 343 

parameters, the model executed. The majority of the 20 topics extracted represent distinct 344 

research areas. As an example, it can be seen, in Table 4, the first five topics that show the 345 

three main most frequent terms for each topic, being the size of the word determined by the 346 

probability of the word and human interpretation of the distribution presented by the model. 347 

 348 

=== Insert Table 4 here === 349 

 350 

Therefore, as in exploratory factor analysis, topic-modeling software does not include 351 

label topics – this is something the user must do based on the content of the topics. When 352 
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working with a large number of documents, we can observe the size of the documents by 353 

topic. Thus, Figure 6 shows the number of documents against word distribution. Therefore, 354 

below (Figure 7) follows the information of 4 topics determined by the research and its 355 

relationship with the documents. 356 

 357 

=== Insert Figure 7 here === 358 

 359 

A fascinating visualization technique is provided by the pyLDAvis package, which 360 

is a Python library for viewing interactive topic templates based on the package written in R. 361 

This package provides an overview of all topics, shows the differences between topics, and 362 

allows the researcher to read the most highly associated terms for each topic individually. It 363 

is a powerful tool that allows the user to examine specific topics, keeping the entire topic 364 

scenario on display, and therefore useful to the user when interpreting and labeling topics 365 

(Sievert and Shirley, 2014).  366 

Figure 7 shows the pyLDAvis interface. Selecting a topic on the left side (in this case, 367 

the topic that seems to address subjects related to physical training types) highlights the most 368 

useful terms for interpreting the selected topic on the right side. On the other hand, selecting 369 

a term on the right side exposes the conditional distribution on the topics to the left of the 370 

selected term. 371 

It is possible to see the research topics related to several areas of performance 372 

analysis, such as injuries, strength, and distance, not showing any type of stratification by 373 

sex, which demonstrates that the issues through performance analysis in women’s football 374 

are still incipient. Thus, we highlight topic one related to athlete development and coach 375 

support, the topic related to the risk of injury present in all sports, and topic three related to 376 

the physical demands on training and games. Other topics can be viewed interactively, for 377 

view this use on an IPython notebook, but can also be saved in a standalone HTML file for 378 

easy sharing and distribution, as it can check at http://bit.ly/LDA_football. 379 

 380 

=== Insert Figure 8 here === 381 

 382 

 383 

  After running the topic template, there will be a set of probabilities for each of the 384 

articles against the chosen topic numbers. The later probabilities, inferred from the model, 385 

demonstrate the “topical distribution” of each document. A document has a probability of 0.5 386 

for a given topic, and this suggests that around 50% of the content of the document is related 387 

to that topic. 388 

 389 

Study limitations 390 

 391 

  The study limitations come from a more robust data cleansing model since when 392 

working with articles abstracts, the number of ‘noise’ words is quite high and also the 393 

insertion of other sports within the same search context as rugby, Australian football (AFL), 394 

handball and others. The missing data and errors in the data insertion in the Scopus and ISI 395 

Web of Science database also appear as a limitation. Another limitation was the use of only 396 

two sources of information (2 online databases). Although Scopus and ISI Web of Science 397 

http://bit.ly/LDA_football
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index a large number of scientific journals worldwide, it does not represent all publications 398 

about football performance analysis from 2012 to 2019. So, like not using a more optimized 399 

process, for example, using the API of these scientific research platforms. 400 

 401 

Conclusion 402 

 403 

  The CLR offers a fully functional and automated tool that allows the researcher to 404 

evaluate large volumes of data on the existing literature regarding impact, structure, and 405 

content. Consequently, the CLR offers an approach that may provide greater validity within 406 

the academic context on literature reviews. When performed in similar datasets, the CLR 407 

results are replicable, and their approach is transparent, providing a more objective way to 408 

determine the relevance and importance of the sources. 409 

  Another approach is related to the speed and productivity of research stemming from 410 

how academic research can encompass the opportunities of more sophisticated data analysis 411 

and the use of large volumes of data in a consistent manner. Although growing in 412 

organizations of all kinds, data analysis, conducted using artificial intelligence, has its 413 

application in academia, particularly in Physical Education research as an area that is still 414 

little explored. 415 

  Unusual in the Physical Education setting, programming languages can assist both 416 

systematic review and applicability within the sports context. From this context, the review 417 

study identified yet unexplored gaps when considering performance analysis within football. 418 

A tiny amount of studies has addressed soccer players, not present for the word woman or 419 

significant female probability. Also, we found no studies related to goalkeeper function. 420 

Several studies are addressing physical issues, mainly with the use of technologies such as 421 

global positioning system (GPS) for both professional and young athletes. 422 

  As Big Data applications continue to grow in influence in the community as well as 423 

the opportunities it offers to conduct new methods of analysis, these professionals’ skills may 424 

also be more valued. The use of knowledge in the fields of mathematics, machine learning, 425 

and artificial intelligence can develop the ability and confidence to use algorithms, through 426 

software such as Python, which includes the CLR to support literature reviews with more 427 

agility and efficiency. 428 
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