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This paper presents LSHAD, an anomaly detection (AD) method based on Locality Sensitive
Hashing (LSH), capable of dealing with large-scale datasets. The resulting algorithm is
highly parallelizable and its implementation in Apache Spark further increases its ability
to handle very large datasets. Moreover, the algorithm incorporates an automatic hyperpa-
rameter tuning mechanism so that users do not have to implement costly manual tuning.
Our LSHADmethod is novel as both hyperparameter automation and distributed properties
are not usual in AD techniques. Our results for experiments with LSHAD across a variety of
datasets point to state-of-the-art AD performance while handling much larger datasets
than state-of-the-art alternatives. In addition, evaluation results for the tradeoff between
AD performance and scalability show that our method offers significant advantages over
competing methods.

� 2022 Elsevier Inc. All rights reserved.
1. Introduction

Anomaly detection (AD) problems are present in numerous domains and research fields, including industrial machinery
failure [1,2], network intrusion [3,4], credit card fraud [5,6], medicine and public health [7,8], and image processing [9,10],
among others [11,12]. Anomalies are events that differ sufficiently from most of the data to indicate that they have been
generated from a different process. Their minority nature is problematic, as this hinders the use of supervised machine learn-
ing (ML) methods, given that it is difficult to find or build data with these labeled events. As a solution, unsupervised tech-
niques can be used that can be trained to model normal data on unlabeled data, thereby enabling patterns that deviate from
the normal to be detected.

The literature records a wide variety of AD methods that can be categorized according to approach [13]. Proximity-based
algorithms detect anomalies by measuring their proximity to normal data points, such that elements distant from all others
can be regarded as anomalies. This category includes distance-based methods, which rank elements according to their dis-
tance from neighbors, and density-based methods, which compare the density around a data point with that of local neigh-
bors. Our proposed method is a density-based method. With density-based methods, the working assumption is that points
located in low-density regions have a high probability of being anomalies: the density around a normal point is similar to the
density around its neighbors, but is considerably different from the density around an anomaly [14]. Our method (described
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in detail in Section 4) corresponds in this category since its main characteristic is to randomly split data into different density
groups and then analyze the density of each data point so as to infer an anomaly score. Several density-based anomaly detec-
tion methods have been described in the literature, including Local Outlier Factor (LOF) [15], and some of its variations
[16,17], Local Outlier Correlation Integral (LOCI) [18] and Local Outlier Probability (Loop) [19].

AD models are becoming increasingly popular, partially due to increasingly large datasets in a Big Data context, and unla-
beled data are increasingly common, mainly because sources vary greatly, e.g., connected devices such as cell phones, fleets
of vehicles, or industrial machinery; anomalies, for instance, could derive from a machine on the verge of malfunctioning, or
a vehicle that has experienced unusual environmental conditions. AD for large quantities of data is a difficult task, as it
requires considerable computational resources. One solution is the development and application of distributed AD methods.

When dealing with large datasets, a distributed paradigm allowing for parallel computation distributes data across dif-
ferent nodes, with each node operating on the data in parallel. The immutable nature of distributed operations, such as in the
Apache Spark framework, helps ensure consistencies in computations. To exemplify, assume that we have a task such as
summing all n elements of a given dataset, and the time for a single operation is t units. In the case of sequential execution
by a single processor, the summation time required will be n � t , but if execution is by 4 processors, time would be reduced
to ðn=4Þ � t plus merging overhead in time units. Scalability is becoming a must for this type of task, although at present only
a few algorithms are able to cope with large datasets [20,21].

Another field that has emerged in recent years is Automated ML (AutoML) [22]. Almost every ML method has hyperpa-
rameters, and thus a key task is optimization of these hyperparameters so as to maximize algorithm performance. AutoML
automatically sets these hyperparameters to optimize performance, thereby reducing human effort and obtaining a more
rapid and simple solution.

We describe a novel density-based method for AD, called LSHAD, based on the Locality Sensitive Hashing (LSH) technique.
LSHAD was developed to address the above-described problems regarding the difficulty of processing very large datasets
composed of data generated daily, and the lack of unsupervised methods for AD problems capable of automatically adjusting
hyperparameters. Therefore, the main contributions of our work are the following:

� Adaptation of the LSH technique to AD in large datasets.
� Autotuning of hyperparameters. ML success heavily relies on humans to select appropriate hyperparameters, a very com-
plex and time-consuming task that becomes even more critical when it has to be carried out by ML non-experts rather
than experts, which happens quite often. There is therefore a great need for AutoML methods [22].
� A distributed algorithm, since development is in the Apache Spark framework using the MapReduce approach for dis-
tributed environments

Our method is rapid and effective when the objective is to process large quantities of data in search of anomalies. It achieves
a similar (in some cases better) performance in AD compared to other methods. It also has the advantages over alternative
methods that it is rapidly configured, as there is no need to tune hyperparameters, and can handle large datasets.

The rest of this paper is organized as follows: Section 2 describes the LSH technique developed by Indyk and Motwani [23]
and applied to our algorithm; Section 3 reviews state-of-art methods used for AD; Section 4 explains LSH detailed function-
alities and describes 4 different types of estimators. Section 5 describes our LSHAD algorithm, explains the automatic hyper-
parameter tuning process, and describes an experiment to identify the best estimator. Section 6 evaluates our method and
compares it to other algorithms in terms of AD and execution time. Finally, Section 7 summarizes our main conclusions and
describes ideas for future work.

2. Background

The basic concept underlying LSH, introduced by Indyk and Motwani [23], is to identify approximate nearest neighbors
through the use of hash functions. The underlying principle that two points in the feature space that are close to each other
are very likely to have the same hash function. LSH is formally defined by Indyk and Motwani [23] as follows:

Definition 1. Given a space Rdim, and distance thresholds r1; r2, a familyH ¼ h : Rdim ! U
n o

is called ðr1; r2; P1; P2Þ-sensitive
if for any two points p; q 2 Rdimit satisfies:
� if p� qk k 6 r1then PH½hðqÞ ¼ hðpÞ�P P1,
� if p� qk kP r2 then PH½hðqÞ ¼ hðpÞ� 6 P2.

The first condition above states that nearby objects within distance r1 will collide in the same bucket with a high prob-
ability, whereas the second condition states that distant objects will be hashed to the same bucket with a small probability.
In order for a family H to be useful it has to satisfy P1 > P2 and r1 < r2.

Generated from H is a h hash function by the concatenation of various L random projections (a user-specified parameter
explained in Section 4), h ¼< proj1; proj2; . . . ; projL >. As shown in Definition 1, the method is probabilistic, so the problem of
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false neighbor detection needs to be dealt with. A common practice to make the hashes more specific by increasing L. How-
ever, if hashes are very specific, many points may end up in different buckets from their neighbors. Therefore, T hashes are
generated for each point. The impact of L and T on algorithm performance is studied in Section 5. LSH speeds up the search
for neighbors in requiring much less computational effort than the brute-force approach of measuring every possible pair-
wise distance. LSH and variants have already been successfully applied in practical scenarios such as computer vision [24],
recommender systems [25], and linguistics [26].

In implementing the LSH technique in our AD algorithm, the goal is to rapidly retrieve neighbor counts to be used as a
ranking score for AD. We assume that points with few neighbors are very likely to be anomalous. An advantage of using this
technique is that it rapidly processes data in high-dimensional spaces, which, when combined with distributed implemen-
tation in Apache Spark, makes our LSHAD algorithm highly scalable.

3. Related Work

Below we describe existing work related to AD and outlier detection algorithms, with very similar definitions [27]. Firstly,
we describe frequently used and recent general methods, before then focusing on density-based methods, and lastly some
LSH variants.

Liu et al. [28] developed their Isolation Forest (IForest) algorithm that works with binary trees. Each tree is created by
partitioning instances recursively and randomly selecting a split value for a specific attribute. Tree path length is used as
an anomaly score, with data points with shorter path lengths considered anomalies.

One-Class Support Vector Machine (SVM) [29], a variant of the classical SVM algorithm, is another method that can be
applied to AD problems. It relies on finding the smallest hypersphere containing all training examples after mapping by a
kernel function. Different approaches to fitting a SVM model are training with data from different classes, training with data
from unknown classes, and training with data from a single class. In the One-Class SVM method, all the data in the training
set are represented by only one class. In AD problems the method is usually used to train data belonging to the non-
anomalous class, as these data are commonly available. The algorithm separates all data points from the origin and maxi-
mizes the distance from the hypersphere to the origin, resulting in a binary function that captures regions in the input space
where the data density probability is high [29].

Martínez-Rego et al. [30] proposed a modification of the One-class classification with passive-aggressive Kernel algorithm
(PA-I) [54] combining it with a Bernoulli CUSUM chart to deal with stream change problems. With this adaptation the
method is capable of accurately fitting the support of normal data in an online fashion. Thus, it can dynamically adapt to
changes in data distribution.

Deep learning is still a hot topic, with numerous applications and approaches described in the literature in fields such as
computer vision [31], speech recognition [32], natural language processing [33,34], etc [35,36]. Deep-learning methods are
also widely used in AD problems [37], especially the autoencoder architecture [38]. This method is trained in order to make
output features the same or very similar to input features [39]. Autoencoders are composed of two parts: the encoding layer
(s) compress(es) the input into a latent-space representation, and the decoding layer(s) reconstruct(s) the output from this
representation. The anomaly ranking score is computed from the reconstruction error metric, which measures the difference
between input and output data.

Eiras-Franco et al. [20] recently proposed the Anomaly Detector for Mixed Numerical and Categorical Inputs (ADMNC)
algorithm, which, as the name indicates, targets data with both categorical and numerical variables. The model is trained
through a maximum-likelihood objective function optimized with stochastic gradient descent. It is capable of dealing with
large quantities of data, since implemented in Apache Spark, the algorithm lends itself well to parallel computation.

Concerning density-based methods, Breunig et al. [15] proposed the LOF algorithm, which searches for anomalous data
points by measuring the local deviation of a given point from its neighbors. The same concept inspired other developments,
such as LOCI [18], which aims at fast outlier detection using the local correlation integral. This improved method can identify
not only outliers but also groups of outliers, providing an automatic cutoff to determine whether or not a point is an outlier.
Its main drawback is its quadratic complexity, which makes it computationally expensive, and thus prohibitive for very large
datasets.

LSH methods have recently been successfully applied to AD problems. Wang et al. [40] proposed an LSH framework for
ranking points according to the likelihood that they are anomalous. The data is first split in clusters and then a ranking of
points is computed by building LSH tables. Each point is next evaluated according to its rank to isolate a certain number
of anomalies. This ranking mechanism is based on the number of points hashed to the same bucket on the assumption that
points in buckets with few elements are likely to be anomalies. The authors reported that they could isolate the top anoma-
lies very quickly, usually by scanning less than 3% of the dataset, and in their empirical study their method outperformed
other AD methods, although the comparison was with just 2 other methods.

Pillutla et al. [41] presented an approach in which LSH is used to prune non-outlier data points according to their redun-
dancy in a hash table. The algorithm then processes the data using the pruned points, which makes this approach compu-
tationally less costly. The authors developed a distributed system for their algorithm and evaluated their method in terms of
AD and communication time, but did not compare their method with other algorithms.
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Zhang et al. [42] proposed a density-biased sampling approach using LSH to count neighbors and obtain a scalable density
estimate. They also proposed a parameter tuning rule, specific to AD for LSH. They formally investigated density-biased sam-
pling for AD, suggesting that, given the different importance of data points according to density, this approach to sampling
would have a higher impact on AD performance compared to uniform sampling, and conducting an empirical study to com-
pare the approaches.

The works by Wang et al.[40], Pillutla et al.[41], and Zhang et al.[42] described in this section use LSH techniques for AD
problems. We identified the following differences with our method:

� Although the results reported by Wang et al.[40] showed that their method is more scalable than others included in their
study, they did not mention whether their method is capable of performing distributed computing (as was the case for
Pillutla et al.[41]). Implementation of our method in Apache Spark enables distributed data processing across various pro-
cessor cores, and thereby enabling larger datasets to be handled than handled by competitors.
� Our method adjusts hyperparameters automatically, relieving the user of this time-consuming task and contributing to
the AutoML field.
� Our experimental study (described in detail below) is much broader, as we compare our method across a wide range of
datasets and with different AD methods.

Table 1 summarizes the different methods, considering hyperparameter autotuning and distributed computing
capabilities.

4. Proposed Method

Before we describe the use of the LSH technique for AD, we explain the automatic hyperparameter tuning mechanism
implemented in our method and the impact of each hyperparameter on the process of generating random projections
and creating groups of neighbors. We also describe several density estimators that measure the number of neighbors for each
data point.

The main idea behind our method is to obtain an estimate of the density of the different input space regions rapidly and
inexpensively thanks to distributed computation using the MapReduce approach implemented in Apache Spark [43]. Our
proposed method leverages the LSH technique by applying hash functions to group data points in buckets with their neigh-
bors. The number of neighbors in each bucket is then used to compute several evaluation metrics that score and rank ele-
ments according to level of anomaly. This process is described in Algorithm1. First, a suitable set of hyperparameters is
obtained using the tuning procedure described in Section 5 (Line 1). Then a hasher, consisting of L � T hyperplanes, is created
to obtain the hashes for each element in the training dataset D. The number of elements corresponding to each hash is
counted and used to compute an estimator (Line 3). Finally, the estimator values are used to establish a threshold below
which a point is considered an anomaly. The threshold is selected so that the number of elements that fall below it corre-
sponds with the anomaly ratio for the training data, which is provided by the user.

Algorithm1: Pseudocode for LSHAD. Training phase.

Input: D Set of training points,
anomalyRatio Fraction of the dataset expected to be anomalous
Output: hasher  set of hyperplanes to obtain hashes,
estPerHash dictionary associating each hash with its estimator value,
threshold estimator value used to deem an element to be anomalous
1: L; T;w tuneHyperparametersðDÞ;
2: hasher  new HASHER(L; T;w);
3: estPerHash hasher:hashAndEstimatePerHashðDÞ;
4: threshold computeThresholdðestPerHash; anomalyRatioÞ;

The model, consisting of an estimator value for each hash, a set of projection hyperplanes, and a threshold value, is fitted
to the training data, and assessing whether a test point p is an anomaly follows the process described in Algorithm2. First,
the hashes for p are computed (Line 1), then the estimator values corresponding to the assigned hashes are accumulated. If
the resulting value fails to reach the threshold established by the learned model, then p is an anomaly.

Once the model is trained, predictions can be made using the Algorithm2. Checking a test point requires generating all its
hash values with the hasher. An estimator is calculated using the precomputed counts in the model, which represent the
properties of the training data distribution.
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Table 1
Characteristics of different anomaly detection algorithms

Methods Auto-Hyperparameter Distributed

One Class SVM Yes1 No
LOF Yes1 No
LOCI No No

Pillutla et al. [41] method No No
Wang et al. [40] No No
Zhang et al. [42] No No

PA-I No No
Autoencoder No Yes

IForest No No
ADMNC No Yes
LSHAD Yes Yes

1 It has several hyperparameters, with only one tuned automatically

Algorithm2: Pseudocode for LSHAD. Detection phase.

J. Meira, C. Eiras-Franco, Verónica Bolón-Canedo et al. Information Sciences 607 (2022) 1245–1264
4.1. Hashing

Although the LSH techniques that we use can draw on many LSH hash families, since our implementation is based on the
Euclidean distance, we selected the corresponding classical hash function, formally computed as follows:
projðxja; bÞ ¼ x � aþ b
w

� �
ð1Þ
The projection projðxja; bÞ : Rd ! Zmaps a d dimensional vector x, representing each data point, onto the set of integers,
where a is a random vector drawn from a Gaussian distribution, and where b is a real number uniformly chosen from the
interval ½0 : w�. This scalar projection is then quantized into a set of hash buckets, grouping all elements that are close
together in the original space in the same bucket. The user-specified hyperparameter w in Eq. 1 represents the resolution
of the quantization. Fig. 1 shows one such hash function, consisting of a random projection in 2 dimensions with a specific
w value.

A hash function, represented by such L random projections, defines the hash value (Eq. 2):
HðxÞ ¼< proj1ðxja1; b1Þ; . . . ; projLðxjaL;bLÞ > ð2Þ

Where projiðxjai; biÞ;1 6 i 6 L(from Eq. 2) is computed by Eq. 1. After all the hash functions are generated, observations with
the same hash values are grouped together.

Using the same notation as used in Definition 1 in Section 2, in order for a family H to be useful it has to satisfy the con-
dition that the probability of P1 is much higher than that of P2. Hash functions HðxÞ will, in some cases, not fulfill this con-
dition, especially as they are generated at random. To ensure that P1 > P2 while taking into account the probabilistic
1249



Fig. 1. Random projection in 2 dimensions. Axis x; y 2 Qand the blue dots are composed by random values from Q.
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properties of HðxÞ; T hash tables are created, each one indicating the hash of each data point. As a result, each point x will
receive a set of hashes H1ðxÞ;H2ðxÞ . . .HTðxÞf g. When grouping elements with the same hash, the method creates groups
of elements that have a high probability of being close together. However, increasing the values of parameters L and T also
increases the computational complexity of the algorithm, since more hashes need to be generated. It is therefore necessary to
identify suitable values for these parameters that trade off accurate AD against as little computational effort as possible.

Fig. 2 shows an example of a hash table HðxÞ, with data points on the left and the hash table on the right. The rows rep-
resents different hash values and the righthand column shows the collisions, which occur when data points share the same
hash value.

4.2. Anomaly level estimation

Once a suitable hasher has been found, the next step is to estimate the density of the regions of the input space repre-
sented by each hash. Points hashed to low estimator buckets will be deemed anomalous. We explored 4 different density
estimators, as follows. Let D be the input dataset and let bh ¼ x 2 D;HðxÞ ¼ hf g be the set of points with hash h in one of
the tables t. We define the neighbors of point x as the set of elements in the dataset that share a hash with x across all T

tables: neighðxÞ ¼ ST
t¼1bHt ðxÞ:

� Estimator A represents the number of points in the bucket:
EAðhÞ ¼ jbhj ð3Þ

� Estimator B is the average number of neighbors of the points contained in the bucket:
EBðhÞ ¼
X

x2bh
neighðxÞ
jbhj ð4Þ
Fig. 2. Hash table example.
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� Estimator C represents the ratio between EAðxÞ and EBðxÞ:
1 http
2 http
ECðhÞ ¼ EAðxÞ
EBðxÞ ð5Þ
� Estimator D represents the sum of the inverse of the number of neighbors of all points in the bucket:
EDðhÞ ¼
X
x2bh

1
neighðxÞ ð6Þ
In Section 5 we analyze the 4 estimators to determine which one gives the best anomaly ranking score.
4.3. LSHAD framework

LSHAD is implemented in the Apache Spark framework, designed for fast performance using RAM for caching and MapRe-
duce for processing data. Parallel computation is enabled by the use of resilient distributed datasets (RDDs), an immutable
partitioned collection of records with partitions that can be operated in parallel. Even though RDDs are immutable, they can
be transformed into other RDDs using functions such as mapping, filtering, joining, groupBy, etc. The immutability ensures
consistent computations since any changes in RDDs are permanent; the fact that data can be safely shared across various
processes and threads enhances the computation process by caching RDD. Fig. 3 shows how LSHAD makes use of RDDs to
compute tasks in parallel.

First, LSHAD splits data into train and test sets, and each set is transformed into an RDD in which data is partitioned
according to a user-defined number of nodes/partitions that allowing task to run in parallel. In the training phase, LSHAD
adjusts its hyperparameters in 2 iterative steps performed in parallel in the multiple partitions, namely, creating hashes,
and retrieving specific measurements to search for the w size values that build optimal hash tables. Section 5 describes this
process in detail.

In the testing phase, LSHAD calculates new hashes for each test point in each partition. It then accumulates the estimator
values corresponding to the hashes assigned to all evaluated points. Finally, all estimator values are collected and compared
to a threshold value to determine whether an observation is normal or anomalous.
5. Hyperparameter Tuning and Experimentation

AutoML, has been a hot research topic in recent years [22], as applying traditional ML methods is time-consuming,
resource-intensive, and challenging. Manual hyperparameter tuning is challenging, as besides being very computationally
expensive, hyperparameter tuning has a great influence on the final algorithm results.

Given the possible difficulties faced by a non-expert user in tuning hyperparameters when only unlabeled data is avail-
able, for LSHAD, we implemented automatic hyperparameter tuning, studying the behavior of each user-specified parameter,
that is, the resolution of quantization buckets w, the number of random projections L, and the number of tables T.

5.1. Datasets

To analyze the hyperparameters and evaluate various AD methods, we selected several datasets widely used in the liter-
ature for classification tasks, but adapted for AD tasks. The datasets, presented in Table 2, were downloaded from the UCI
Machine Learning [44], Zenodo1 and Stratosphere Research Laboratory2 Repository.

Regarding the UCI Machine Learning Repository datasets, we used a version of Abalone, which contains data on abalone
shell characteristics that predict its age (number of rings of a cut shell). The idea is to observe whether an algorithm can iden-
tify differences in specific age ranges. Thus, for Ab. 1–8, Ab. 9–11, and Ab.11–29, classes considered anomalous are 1–8, 9–11,
and 11–29, respectively, while all other classes are considered non-anomalous

Also used was a sample of 20% of the CoverType dataset, composed of cartographic variables that classify different types
of forest cover. In this dataset, class 2 instances (Lodgepole Pine) were considered normal, while class 4 instances (Cotton-
wood/Willow) were considered anomalous.

Other datasets selected from the same repository were German Credit, Arrhythmia, Pima Diabetes, Breast Cancer, Heart,
three versions of the KDDCup99 dataset, and finally, IDS 2012, an update of the KDDcup99 that solves some of its problems.
For the German Credit dataset, representing people receiving bank loans classified as good or bad credit risks according to
specific attributes, we considered bad credit risk as the anomalous class. For the Heart dataset, we considered patients with
disease to be an anomalous class. Regarding KDDCup99, a well-known intrusion detection dataset, we used the following
versions: KDD99 (a sample of the full KDDCup99 with all cyberattacks), KDD99-SMTP (reduced KDDCup99 filtering only
s://zenodo.org/
s://www.stratosphereips.org/
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Fig. 3. LSHAD diagram.
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smtp connections), and KDD99-HTTP (reduced KDDCup99 filtering only http connections). For the KDDCup versions and the
IDS 2012 datasets, we considered any sort of intrusion as anomalous.

From the Zenodo repository we took a synthetic dataset of two-dimensional combinations of attributes of clusters of dif-
ferent shapes (see Fig. 4).

From the Stratosphere Research Laboratory repository we took a newly released dataset called Aposemat IoT-23, contain-
ing malicious and benign network traffic for real IoT devices, for which we consider attacks as anomalous.

To analyze hyperparameter behavior and test the estimators we used 8 real datasets, namely, Ab.1–8, Arrhythmia, Ger-
man Credit, CoverType, all KDDCup99 versions, and IDS 2012, and to evaluate and compare the ADmethods we used all data-
sets, as described in Section 6.
5.2. Hyperparameter analysis

To analyze the behavior of each hyperparameter and its impact on the performance of our method, we conducted an
experimental study to identify regular patterns or correlations between the performance of the LSHAD algorithm and hyper-
parameter values in order to build an automatic tuning mechanism.

For all the experiments we used fivefold cross-validation, computing the average for each metric used. For this particular
study, the datasets were modified in order to retain 1 % of anomalies. This was done to both provide an accurate anomaly
rate to the algorithm, and to ensure that normality is learned by keeping the number of anomalies low. This would not be
possible in real-life as the user would have verify that the training dataset represented normality and would need to provide
an estimate of the anomaly rate for the training dataset.

We first fixed a constant value for the parameter w, and tested the performance of the algorithm using the metric area
under the curve (AUC) for one of the estimators for different values of L and T.

Analysing the results, it was observed that by increasing the number of hash tables (T), LSHAD performance remained
very similar irrespective of the number of random projections, L, to be generated. We tested values from 1 to 128 for L
for each different T value; for visualization purposes, Fig. 5 shows a plot of LSHAD AUC performance measured for 2 random
projections, L ¼ 2, and for different hash table values T (from 5 to 1,000). As can be observed, LSHAD performance improves
1252



Table 2
Datasets used to analyze hyperparameter tuning and anomaly detection evaluation.

Synthetic datasets Samples Features

2 banana clusters (2BC) 1,000 2
2 circular clusters (2CC) 1,000 2
2 point clouds with variance (2PV) 1,000 2
3 anisotropic clusters (3AC) 1,000 2
3 point clouds (3PC) 1,000 2
Real datasets: small - -
Abalone 1–8 (Ab. 1–8) 4,177 11
Abalone 9–11 (Ab. 9–11) 4,177 11
Abalone 11–29 (Ab. 11–29) 4,177 11
Arrhythmia (Arrhyth) 420 278
German Credit (GC) 1,000 20
Heart 270 14
Pima Diabetes (Pima) 768 9
Breast Cancer (Breast) 683 10
Real datasets: medium - -
CoverType (CT) 56,911 12
KDDCup99 (KDD99) 44,000 41
KDDCup99 (http) (KDD99h) 64,293 40
KDDCup99 (smtp) (KDD99s) 97,23 40
IDS 2012 42,301 27
IOT-23 sample (ID dataset: 1) 44550 18
Real datasets: large - -
IOT-23 (ID: 1) 1,008,749 18
IOT-23 (ID: 3) 156,101 18
IOT-23 (ID: 7) 11,454,723 18
IOT-23 (ID: 9) 6,378,294 18
IOT-23 (ID: 17) 54,659,864 18
IOT-23 (ID: 33) 54,454,592 18
IOT-23 (ID: 35) 10,447,796 18
IOT-23 (ID: 36) 13,645,107 18
IOT-23 (ID: 39) 73,568,982 18
IOT-23 (ID: 43) 67,321,810 18
IOT-23 (ID: 48) 3,394,347 18
IOT-23 (ID: 49) 5,410,562 18
IOT-23 (ID: 52) 19,781,379 18
IOT-23 (ID: 60) 3,581,029 18

Fig. 4. Synthetic dataset of shapes representing 2 circular clusters (2CC), 2 banana clusters (2BC), 3 point clouds (3PC), 2 point clouds with variance (2PV),
and 3 anisotropic clusters (3AC).
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Fig. 5. LSHAD performance (AUC) varying the hyperparameter T, the number of hash tables.
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as the number of hash table increases, until stagnating at a particular AUC value. This behavior was expected, as mentioned
in Section 2, as repeating this random process several times will increase the likelihood that 2 similar data points will collide
in the same bucket. As can be seen in Fig. 5, for most datasets the LSHAD performance approached optimum at T ¼ 50; for
higher values, performance was maintained or slightly improved, while in some cases, the repetition resulting from a high
number of hash tables deteriorated performance.

Fig. 6 depicts the model AUC versus different values of L (for a fixed T = 50), showing that different L values have a small
impact on LSHAD performance for the CoverType dataset3 and all the KDD99 dataset versions. Performance deteriorated greatly
for Abalone 1–8with more than 8 random projections and for Arrhythmia, with more than 32 random projections, and improved
greatly for IDS 2012 with more than 16 random projections. No conclusions could be drawn regarding the effect of L in the Ger-
man Credit dataset; therefore, we fixed the parameter L ¼ 4, as an acceptable value to trade off performance against computa-
tional cost. This is because shorter hashes require less memory in saving the model and so can be processed faster.

In the next experimental step, for the same test approach, we fixed the values of both the T and L parameters. We set
T ¼ 50, because, as observed from Fig. 5, performance improvement is not significant beyond that value, and we set L ¼ 4
as the optimal tradeoff value described above.

Using these fixed values, we analyzed the effect of w, the length of the quantization buckets, with Fig. 7 showing that w
has a great impact on AD accuracy, although its optimal value depends on the characteristics of the dataset. Consequently,
when T ¼ 50 and L ¼ 4, performance can be optimized by simply tweakingw. This simplifies the hyperparameter tuning pro-
cess, which is merely a matter of finding a suitable w value for the given dataset.

For an unlabeled dataset, however, the effect of w on AD detection accuracy cannot be directly observed, since no labels
are available to measure performance. To obtain more information, we thus extracted other indirect unsupervised metrics to
observe if they were correlated with algorithm performance:

� Bucket count (BC): number of buckets generated.
� Average bucket size (ABS): Let jDj be the cardinality of the input data and let b be each bucket size from B buckets gen-
erated. Hence:
3 Per
ABS ¼

X
b2Bb

BC

jDj ð7Þ
� Average bucket distance (ABD): Average Euclidean distance of the first element in the bucket to its neighbors.

To assess the suitability of these metrics, we explored several w values for the datasets and plotted each metric versus the
AUC. While no pattern was observed for the BC and ABD metrics, the ABS was found to contain useful information. For most
of the tested datasets, LSHAD performance was much improved when ABS was in the range ½0:05;0:1�, as can be observed in
Fig. 8. ABS can therefore be used to obtain a suitable value for w, since a w value that lands ABS in the ½0:05;0:1� range will be
likely to achieve good AD accuracy. Moreover, since the effect ofw on ABS is known (a largerw increases ABS, while a smaller
w decreases ABS), the search for a suitable w can be performed efficiently.
formance is similar to that for KDD99-SMTP but this is not visible in Fig. 6 since the corresponding line is behind the KDD99-SMTP line.
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5.3. LSHAD with hyperparameter autotuning

Algorithm3 depicts our LSHAD model, which takes into account the ABS metric above. It begins by estimating a suitable
value of w using a binary search.

A search interval must first be set, for which the lower threshold is always set to 1 (line 2). The upper threshold is found
by doubling thew value, and using it for hashing until small enough buckets result (line 3). That range is then explored using
a binary search (loop on line 7) to find a value forw that produces buckets with an average number of elements between 0.05
and 0.1 times the size of D. Once found, L; T and the retrieved w are reported as the tuned hyperparameters.
Algorithm3: Pseudocode for LSHAD:. Hyperparameter training.
5.4. Estimator experiments

Regarding the proposed estimators in Section 4, namely, EAðhÞ; EBðhÞ; ECðhÞ; EDðhÞ, we compared their AUC performance for
each given dataset to determine which produced the best ranking score for classification. Fig. 9 depicts a graph showing the
AUC score for each estimator, showing that they all produced similar results with small variations in the AUC for different
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Fig. 6. LSHAD performance changing the hyperparameter L, the number of random projections.

Fig. 7. LSHAD performance changing the hyperparameter w, the quantization bucket length.

Fig. 8. LSHAD performance for different w values, with the ABS metric on the horizontal axis.
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Fig. 9. AUC scores for the different estimators.

Fig. 10. Nemenyi statistical test for the estimator AUC scores.
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datasets. In fact, the statistical Nemenyi post hoc test [45] with a ¼ 0:05 could not significantly differentiate the estimator
scores (see Fig. 10). We chose our algorithm to use the C estimator by default as it was the estimator with the lowest critical
difference value.

6. Performance Evaluation

Below we evaluate the LSHAD algorithm compared to other methods in terms of processing time and AD performance.

6.1. Methods and datasets

To measure and compare the performance of our method against other methods, a variety of state-of-the-art algorithms
(many referred to in Section 3) were selected. As LSHAD is a density-based method, we first selected the well-known LOF and
LOCI methods, and used Euclidean (E), Jaccard (J) and Hamming (H) distances, for which we employed a Matlab implemen-
tation4. From the same category we also selected the approach by Zhang et al.5. [41], as it also uses LSH for scalable density
estimation; in this case we tested their JAVA implementation6 of 4 algorithms using their piecewise density-biased sampling
(PDBS), namely:

� 1 Sample PDBS (1 Samp PDBS)- drawing one sample for all points to compute the k-NN distance
� Iterative PDBS) (Ite PDBS)- drawing one sample for each point to compute the k-NN distance
4 https://github.com/jeroenjanssens/lof-loci-occ
5 From the LSH methods presented in Section 3, this is the only algorithm available to test
6 https://bit.ly/2ugZQ0x
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Table 3
Selected algorithm AUC results for 5 synthetic datasets.

2BC 2CC 2PV 3AC 3PC

LOF (E) 82.78 78.40 78.40 90.20 96.90
LOF (H) 83.03 78.60 79.58 90.20 96.80
LOF (J) 83.10 78.62 79.73 90.10 96.80
LOCI (E) 80.46 76.20 75.61 88.12 94.80
LOCI (H) 80.63 78.20 76.57 88.64 95.20
LOCI (J) 80.11 75.40 76.65 87.81 96.87
SVM-L 50.13 52.00 53.40 56.80 62.80
SVM-R 72.36 56.54 81.30 83.00 91.80
DOC-SVM (RBF) 55.40 51.80 59.80 66.20 60.80
PA-I 55.77 58.00 56.60 64.20 70.80
ADMNC 53.80 59.29 70.26 85.32 82.70
Autoencoder 59.80 56.70 68.54 70.32 69.79
1 Samp(PDBS) 69.71 54.38 81.47 82.70 95.08
Ite (PDBS) 68.90 55.00 80.09 83.13 95.68
Ite + Ens(PDBS) 76.18 57.68 81.22 86.51 97.06
IForest(PDBS) 61.47 56.47 66.93 78.51 72.50
LSHAD 76.34 61.07 82.29 89.30 97.34
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� Iterative + Ensemble PDBS) (Ite + Ens PDBS)- drawing multiple samples for each point to make ensembles for the k-NN
distance
� Isolation Forest PDBS) (IForest PDBS)- using the IForest detection method.

Other methods related to unsupervised AD were also selected for our evaluation: the Autoencoder implementation in Python
using the Elephas7 framework, an extension of Keras that allows distributed deep-learning models to be run at scale with
Spark; the One-Class SVM with radial basis (SVM-R) and linear (SVM-L) kernel functions, for which we used the Matlab LibSVM
interface8; a distributed version of SVM that can handle large datasets (DOC-SVM) [46]; an online one-class classifier with a
passive-aggressive kernel (PA-I) [30], also built-in Matlab; and finally, ADMNC implemented in Scala-Apache Spark9.

All the methods were tested with several datasets with different compositions in order to observe algorithm behavior in a
variety of scenarios. We first used a simple synthetic dataset10 suite with just 3 dimensions and 1000 sample representing
different shapes as described in Table 2. We also used the real datasets described in Section 5.

In our experiments we performed fivefold cross-validation, filtering around 1% of the class anomaly samples for each
dataset with the aim of simulating a real AD scenario, as done in Section 5 to test the different hyperparameters. Note that,
to overcome computational difficulties for some methods, we only used 2 folds rather than 5 folds in testing the medium
datasets. In addition, as we use the AUC metric for evaluation, we ignore the threshold variable described in Section 5.3
and use the anomaly score provided by the estimator as the LSHAD output. Used for the experiments was a MacBook-Pro
laptop with 8 GB of RAM memory and a 2.9 GHz Intel Dual-Core i5 processor.

6.2. AD performance comparison

For visualization purposes we split the tables according to datasets structure. Table 3 shows AUC results for the synthetic
datasets, Table 4 shows algorithm performance results for small datasets with fewer than 5000 samples (Abalone, Arrhyth-
mia, German Credit, Heart, Pima Diabetes, Breast Cancer) and finally, Table 5 shows algorithm performance results for med-
ium datasets, with more than 5000 samples (CoverType, KDDCup99 datasets, IDS 2012).

6.2.1. Synthetic datasets
We first made a comparison of the algorithms for a simple classification task, applying 5 datasets of different shapes with

2 dimensions each, represented in Fig. 4. Table 3 shows that our LSHAD method obtains state-of-the-art results in AD for the
different data shapes, except for the 2 circular clusters. While LSHAD obtains the best performance for the 2 point clouds
with variance, overall the best performance is achieved by the much more exhaustive LOF and LOCI methods.

6.2.2. Real datasets
For the small datasets, from Table 4 it can be seen that AUC scores are very variable. Although LSHAD did not obtain the

best score in any dataset, its results are average state-of-the-art, and in some cases close to the best. For the medium data-
sets, Table 5 reports a similar outcome. Note that LOF and LOCI were excluded from the comparison, as their quadratic com-
7 http://maxpumperla.com/elephas/
8 https://www.csie.ntu.edu.tw/ cjlin/libsvm/
9 https://github.com/eirasf/ADMNC

10 https://zenodo.org/record/1171077#.XkE-HBP7TOR
11 http://github.com/eirasf/ADMNC/
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Table 4
Selected algorithm AUC results for small real datasets.

Ab. 1–8 Ab. 9–11 Ab. 11–29 Arrhyth GC Heart Breast Pima

LOF (E) 69.36 60.29 59.27 66.70 58.47 61.22 60.21 68.38
LOF (H) 69.36 60.29 59.27 69.83 56.46 69.58 59.18 68.18
LOF (J) 69.36 60.29 59.27 70.10 56.81 65.28 60.17 68.23
LOCI (E) 85.24 67.56 71.55 67.35 59.17 86.42 99.51 73.48
LOCI (H) 85.26 68.56 71.55 71.41 57.09 72.25 99.37 69.87
LOCI (J) 85.15 68.74 71.59 71.44 56.63 85.39 99.40 72.75
SVM-L 79.44 61.40 76.70 67.94 56.97 85.16 99.50 59.77
SVM-R 81.21 67.56 74.48 74.79 64.52 81.14 97.76 67.10
DOC-SVM 55.61 57.48 55.02 65.30 54.19 53.83 74.97 67.12
PA-I 84.98 65.11 71.13 69.32 62.16 71.02 69.33 55.90
ADMNC 84.53 61.20 79.30 61.40 62.76 72.31 91.34 59.20
Autoencoder 82.23 58.34 67.76 79.54 64.00 83.20 97.90 67.10
1 Samp(PDBS) 70.85 52.72 68.82 73.06 53.70 68.00 98.60 70.16
Ite(PDBS) 70.07 50.75 68.78 71.93 54.10 59.67 98.62 68.90
Ite + Ens(PDBS) 73.80 50.97 73.31 72.60 54.50 62.67 98.30 72.10
IForest(PDBS) 84.61 55.60 70.66 72.10 55.60 53.83 91.63 53.98
LSHAD 77.24 53.82 67.13 72.22 58.23 79.95 98.58 71.13

Table 5
Selected algorithm AUC results for medium real datasets.

CT KDD99 KDD99h KDD99s IDS IOT-231

Autoencoder 98.95 99.13 99.99 99.69 80.44 88.05
1 Samp(PDBS) 96.59 93.29 59.90 99.68 53.64 93.83
Ite(PDBS) 95.39 84.96 59.90 99.69 54.45 93.67
Ite + Ens(PDBS) 98.88 90.93 59.40 99.69 55.29 93.60
IForest (PDBS) 99.50 96.67 94.81 99.73 92.99 93.70
PA-I 99.49 98.90 99.50 95.92 96.50 73.55
SVM-R 99.53 95.35 99.91 99.32 61.61 73.96
SVM-L 95.01 69.37 99.95 99.51 80.66 77.01
ADMNC 57.94 94.05 91.62 88.26 56.75 93.29
LSHAD 99.66 97.74 99.44 99.85 87.32 93.92

1 This is a sample of the IoT-23 Subset with ID 1

Fig. 11. Nemenyi statistical test to evaluate AUC scores for AD methods.
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plexity made them computationally excessively costly in managing large datasets, nor was it possible to test DOC-SVM, as its
Matlab implementation failed in trying to split large datasets.

6.2.3. Statistical test evaluation
We ran a statistical Nemenyi post hoc test [45] with a ¼ 0:05 to check for any significant statistical difference between

methods. In Fig. 11, which shows the algorithms sorted by score, it can be observed that the Nemenyi test divided the algo-
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Fig. 12. Execution time of each algorithm increasing the size samples of the Synthetic dataset. Axis are represented using logarithmic scale.
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rithms in 3 groups, represented by horizontal thick lines. LSHAD was placed in the group of algorithms with the best per-
formance, for which there is no statistical difference.
6.3. Scalability testing

To test method scalability, we used a synthetic dataset from the generator developed by Eiras-Franco et al. [20] 11. Varying
size, we started with 100 samples and increased the sample 5 times for each iteration. Since the methods are implemented on
different platforms, we measured relative algorithm execution time as the ratio between the processing time for the first dataset
with 100 samples and the processing time for each other specific dataset size. This allowed us to approximate the empirical
time complexity of each method. Selected for this test were the LOF and LOCI methods with Hamming distance, SVM-L,
SVM-R, Autoencoder, DOC-SVM, PA-I, ADMNC, and IForest(PDBS) (as the fastest of the 4 PDBS methods). Fig. 12 depicts execu-
tion time results of each algorithm, showing that all the algorithms process the data very rapidly for small datasets (100 and 500
samples), except LOCI and LOF (given their quadratic complexity). DOC-SVM was unable to process datasets with more than
2500 samples due to its current implementation, and needed more time to process the small datasets compared to the other
Table 6
AUC results for LSHAD, ADMNC, and Autoencoder for IoT-23 datasets.

ID DATASET LSHAD ADMNC Autoencoder

1 89.60 �0.87 91.95 � 1.87 62.58 � 0.0038
3 99.53 � 0.12 95.45 � 0.61 96.80 � 0.0011
7 99.94 � 0.02 99.68 � 0.43 99.71 � 0.00023
9 99.97 � 2.42 64.99 � 15.72 99.89 �8:96e� 9
17 71.76 � 21.05 97.22 � 1.06 99.99 �6:79e� 5
33 76.42 � 5.08 83.31 � 18.26 51.81 � 0.017
35 98.48 � 1.38 99.84 � 0.06 95.21 � 0.017
36 99.77 � 0.29 99.36 � 1.21 99.99 �8:99e� 8
39 97.42 � 0.21 76.98 � 2.80 99.99 � 4.54e-5
43 91.29 � 3.23 99.99 � 0.0005 59.72 �0.038
48 99.78 � 0.19 99.55 � 0.78 99.58 �9:02e� 6
49 99.52 � 0.15 99.37 � 0.30 99.27 �132e� 5
52 94.19 � 3.55 99.61 � 0.57 99.99 �1:71e� 7
60 99.65 � 0.17 99.80 � 0.15 99.99 �7:18e� 6

Avg. AUC 94.09 93.36 92.82
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Fig. 13. Pareto front of a multi-objective optimization problem based on mean AD performance for all datasets (higher is better) versus time complexity
(smaller is better).
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algorithms; PA-I execution time started to increase significantly for datasets with more than 2500 samples, exceeding linear
complexity; SVM-L exhibits quadratic complexity; IForest(PDBS), although showing acceptable execution times for small data-
sets, could not handle datasets of more than 62500 samples; and SVM-R performed adequately up to 12500 samples, then slo-
wed down considerably, exceeding quadratic complexity.

For the larger datasets, ADMNC, Autoencoder, and LSHAD achieved the best execution times, while LSHAD showed the
lowest complexity when handling the largest amount of data (1562500 samples).

An experiment was also carried out with the IoT-23 dataset since it has some large subsets in the order of 7 GB, rounding
70,000,000 records [47]. Only the LHSAD, ADMNC, and Autoencoder algorithms were used, given the evidence that they
could deal with large datasets, given their distributed approach. The algorithms were applied to each IoT-23 dataset subset
and fivefold cross-validation was performed. The resources of the Centre of Supercomputing of Galicia (CESGA) [44] were
used, consisting of 22 machines with 35 GB of RAM and 22 cores each.

Table 6 shows that the overall average AUC for LSHAD was slightly better than for ADMNC and Autoencoder. However,
the 3 algorithms outperformed each other in specific scenarios. Results were similar, at around 99% AUC, for subsets 3, 7, 35,
36, 48, 49, 52, and 60, while differences occurred with the remaining subsets: for subsets 1, 33, and 43: LSHAD and ADMNC
outperformed Autoencoder, for subset 9 and 39, LSHAD and Autoencoder outperformed ADMNC; and for subset 17, ADMNC
and Autoencoder outperformed LSHAD. LSHAD therefore produced similar or better results than ADMNC or Autoencoder for
all subsets except subset 17.

While LSHAD achieved the best average AUC, slightly better (1%) than its competitors, overall the three methods did an
excellent AD job for this dataset. Autoencoder had the lowest average AUC, but only performed poorly with 3 datasets (1,
33, 43); its higher standard deviation on those datasets indicates difficulty in adjusting the parameters. While the reasons
are difficult to ascertain, due to the lack of transparency and interpretation of this method (it operates like a black box), we
candeducepossible cause. First, dataset 33 is unbalanced, as only 2.54% representsbenigndata. This quantity of normal activity
may not be sufficiently representative, causing the Autoencoder to generate noisewhen reconstructing its input.Moreover, for
dataset 33 (Kenjiro attack type capture), data distribution may be noisy, as performance of both LHSAD and ADMNCwith this
datasetwas alsopoorer relative to their results for theotherdatasets. Second,whiledatasets 1 and43havebalancedclasses, the
problemmay lie in a loss of important information in the compression phase, as autoencoders are lossy [48] in the degradation
that occurs in compression. The density-based methods using the hashing (LSHAD) and Gaussian mixture model (ADMNC)
techniques functionbetter for the specificdistributions in thesedatasets. Comparing LSHADwithADMNC,ADMNCslightly out-
performed LSHAD in several datasets. Nonetheless, the weakest performance of LHSAD was an impressive AUC of 71%.

Note that the optimal values defined for LHSAD hyperparameters tested on medium datasets (Section 5) also hold for
large datasets, as indicated by the high performance results. This would suggest that LSHAD is suitable for processing
large-dimension datasets, with acceptable accuracy rates, as it is among the best performing algorithms and also is among
the most scalable methods.
6.4. Scalability versus AD performance

We used the Pareto optimization method [49] to evaluate the tradeoff between scalability and AD for the algorithms. In
multi-objective optimization, the Pareto front is defined as the border between the region of feasible points (not strictly
dominated by any other) for which all constraints are satisfied and the region of unfeasible points (dominated by others).
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Fig. 13 plots all the algorithms used in our study, maximizing the average AUC (X axis) and minimizing processing speed
(Y axis). To compute t time complexity we used the number of samples of the largest dataset n that each algorithm was cap-

able of handling and the processing time t required, that is, logðtÞlogðnÞ. Fig. 13 shows that LSHAD, LOCI, and SVM-R are on the Pareto

front, although note that LOCI and SVM-R were unable to process the largest datasets.
In summary, in our experiments for accuracy and scalability, LSHAD is demonstrated to be among the best state-of-the-

art methods, and has the additional advantage of hyperparameter autotuning.
7. Conclusions and Future Work

LSHAD is a novel algorithm based on the LSH technique, developed in order to obtain an AD model that could handle
large-scale datasets. We leverage LSH, which enables groups of similar data points to be detected, to estimate the density
of the input space regions, which is used, in turn, to estimate the probability of a data point being an anomaly. Our algorithm,
implemented in the Apache Spark framework, is tailored for distributed environments and so is capable of processing large
datasets due to its scalability properties. An important advantage of our method is its AutoML feature, which implements
automatic hyperparameter tuning, and thereby reduces computational resource needs and the time required for manual
hyperparameter tuning.

The LSHAD algorithm was compared for AD and scalability performances with state-of-art methods in a variety of data-
sets. Our empirical study demonstrates that LSHAD is comparable to the best available methods in achieving satisfactory AD
results for both synthetic and real datasets, and performs better than other methods in terms of scalability, especially with
very large datasets. In summary, our contributions are as follows:

1. We propose a novel AD method based on LSH that obtains accuracy results on a par with state-of-the art methods and
scalability results that outperform those of any of its competitors.

2. The model manages distributed scenarios, as it was developed using the Apache Spark framework and so can distribute
data processing across multiple clusters.

3. The model automates the time-consuming and error-prone hyperparameter tuning process, which not only improves
efficiency, but also makes the algorithm available to non-expert users in the ML field, currently not a feature of most
AD models.

As future work we plan to continue researching LSHAD capabilities with the intention of implementing an online version of
this algorithm for dealing with data streams. Our parallelized implementation in the Apache Spark framework is available12

for further improvement or for use in the AD field.
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