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Abstract We propose, Trustworthy Explainability Acceptance metric to evaluate ex-
plainable AI systems using expert-in-the-loop. Our metric calculates acceptance by
quantifying the distance between the explanations generated by the AI system and
the reasoning provided by the experts based on their expertise and experience. Our
metric also evaluates the trust of the experts to include different groups of experts
using our trust mechanism. Our metric can be easily adapted to any Interpretable
AI system and be used in the standardization process of trustworthy AI systems.
We illustrate the proposed metric using the high-stake medical AI application of
Predicting Ductal Carcinoma in Situ (DCIS) Recurrence. Our metric successfully
captures the explainability of AI systems in DCIS recurrence by experts.
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1 Introduction

The past decade has witnessed the massive deployment of algorithmic decision-
making and artificial intelligence systems. These powerful, intelligent systems are
used in many applications like business, healthcare, education, government, judi-
cial, and many more. These systems have completely transformed our lives. With
vast data and computation power availability, these systems have become very effi-
cient but equally complex. Despite the many advantages, these systems have become
opaque and can cause harm to the users and society. These systems have become
black boxes, which are challenging to interpret, driving unfair and wrong decisions.
Well-known examples of the harm caused by them are: self-driving car killed a
pedestrian [37], recidivism algorithm used in our judicial system found to be biased
against black people [3], recruitment algorithm used by a significant tech company
found to be biased against women [9]. These examples show how important it is to
make these systems safe, reliable, and trustworthy.

To prevent the harm caused by them, various government and scientific agen-
cies have proposed guidelines and frameworks to make these systems trustworthy.
European Union (EU) has presented ethical guidelines and frameworks to govern
the development and working of AI systems [12] and also passed a law called
GDPR(General Data Protection Regulation) [6] which gives users the “right of ex-
plainability” about the decisions made by AI systems. Standardization organization
ISO also presented different approaches to establishing trust in AI systems [18]. Var-
ious solutions have been proposed to implement different requirements of trustwor-
thy AI like fairness, accountability, explainability, privacy, and controllability[18].
All these requirements play an important role in making AI systems safe, reliable,
and trustworthy. [20] [22] presented survey of all these requirements and their pro-
posed methods. However, nowadays, great attention is given to make AI systems
explainable and interpretable. Many methods have been proposed to make sure that
people using the system and impacted by it should have a clear understanding of
the system, its uses, and its limitations [16]. [1] [11] [17] presented an in-depth
surveys reviewing different explainability methods. Despite the availability of many
explainability approaches, there is a lack of evaluation metrics to quantitatively com-
pare and judge them. Different researchers have presented different ways to evaluate
them without any concrete metrics.

As the use of AI systems in high stake applications has increased, there is a
growing need for standardization to govern the development and implementation
of these systems [18]. The standardization process requires metrics [23]that will
quantitatively compare and judge different explainability approaches and create a
common language for the developers and the users of the system. Authors in [33]
proposed a trustworthy AI metric for acceptance requirement. There is a need for
such metrics for the explainability requirement of trustworthy AI. For this reason,
in this paper, we have proposed a concrete, Trustworthy Explainability Acceptance
metric and its measurement methodology. Our metric uses human-in-the-loop and
is capable of quantifying the interpretable AI system’s explanations by the experts.
We have illustrated our metric using a high stake medical application involving pre-
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dicting the recurrence of Ductal Carcinoma In Situ (DCIS). Our contributions can
be summarized as follows:

• We propose in Section 3 our Trustworthy Explainability Acceptance metric for
evaluating the Explainability of AI-based systems by field experts.

• The measurement procedure for the proposed metric is described in Section 3 and
is based on the concept of a distance acceptance approach that is adaptable to a
wide range of systems. In addition to the acceptance value, our metric provides
the confidence of the acceptance.

• Our metric utilizes the trust of the experts in the given context, managed by our
trust system, summarized in Section 2.

• Our metric can be measured in many points of the system to reach an assessment
of the whole system, as discussed in Section 4.

• Finally, in Section 4, we illustrate the application of our trustworthy acceptance
metric and its measurement methodology using an interpretable AI system for
DCIS Recurrence Prediction.

2 Background and Related Work

This section gives information about the need for the metrics to measure the trust-
worthy explainability acceptance and the trust mechanism on which the metric is
based on.

2.1 Need for AI Explainability Metrics

Much research is done in designing the guidelines and the framework to make AI
systems trustworthy. However, significantly less work is dedicated to creating mea-
surement mechanisms to measure the trustworthiness of the AI system. This mea-
surement mechanism is needed to quantify the system’s trustworthiness, which will
lead to more acceptance of the systems. Standardization organizations such as ISO
[18] also raised the need for metrics’ to measure the trustworthiness of the AI sys-
tems. Their standardization document has mentioned various challenges related to
the implementation and use of AI systems. The primary concern they have raised is
the over-reliance and under-reliance on the AI system. Over-reliance can happen if
the user becomes too reliant on the automation without considering its limitations.
It can lead to adverse outcomes. And under-reliance can occur if the user keeps on
overriding/disagreeing with the correct AI system decisions. To avoid these issues,
a quantitative measurement analysis is needed to effectively compute the trustwor-
thiness of the system based on its past predictions and its explanation for that.

Different trustworthy requirements need different methods of evaluation. In this
paper, we have focused on the explainability requirement of trustworthy AI systems.
Over the past years, many explainability methods have been proposed to make AI
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systems transparent and understandable. However, there is still an implementation
gap from research to practice. The main reason for such an implementation gap is
the lack of methods to compare and evaluate these systems[4]. Very little research
has been done in designing these evaluation methods. Different researchers have
presented various measures, tools, and principles to develop these evaluation sys-
tems. Some researchers have presented measures that are important for explainabil-
ity evaluation [18], some have presented fact sheet to evaluate explainability meth-
ods based on their functionality, usability, and safety [29], some have presented fi-
delity method of comparing the accuracy of an interpretable model with a black box
for evaluation [14], some have proposed an evaluation approach based on comparing
local explanations with ground truth [15]. Some researchers also suggested quanti-
tative evaluation methods like faithfulness metric [2] and monotonicity [25] which
evaluate the system by measuring how the change in feature importance weights
affect the classifier probability. All these proposed methods do not capture the hu-
man aspect of explainability. It is essential to have human involvement to increase
the confidence in AI systems [8]. There is a need for more quantitative evaluation
metrics that can compare different explainability methods and quantify the human
acceptance of those methods to increase the use and trust in them. Furthermore, such
metrics can be used for the standardization of explainable AI solutions and later for
their certification by the appropriate agencies.

2.2 Trust Mechanism

The proposed metric is based on our trust framework [28], which is composed of
two parameters: impression and confidence. The impression is defined as the level
of trust one entity has towards another entity. It is the comprehensive summary of
all the measurements between two entities (P and Q) taken over time, as shown in
Eq. 1. The more the impression, the more will be the trustworthiness of the system.
mP:Q is the impression, and rP:Q

i is the i-th measurement from P to Q, where N is
the total number of measurements.

mP:Q =
∑

N
i=1 rP:Q

i
N

(1)

Confidence measures the certainty of the impression and is defined as how sure
one entity is about its impression of another entity. It is inversely proportional to the
standard error of the mean. It is calculated using the formula given in Eq. 2. cP:Q is
the confidence that P has about his impression of Q.

cP:Q = 1−2

√
∑

N
i=1(mP:Q − rP:Q

i )2

N(N −1)
(2)

Trust is a tuple of impression and confidence. Trust can also be calculated if the
two entities are not directly related to each other using trust propagation methods,
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namely transitivity and aggregation. Trust transitivity is needed when two entities
are not communicating directly but through a third entity between them. Trust ag-
gregation is used to calculate summarized trust when two or more different links are
present between entities. Authors in [28] proposed various methods for calculating
transitivity and aggregation. In this application, we have used averaging aggregation
method which is presented in Eq. 3, and its error formula is shown in Eq. 4.

mPQ
T1

⊕mPQ
T2

=
mPQ

T1
+mPQ

T2

2
(3)

ePQ
T1

⊕ ePQ
T2

=

√
1
22 ((e

PQ
T1

)2 +(ePQ
T2

)2) (4)

Our trust framework is validated and applied in various applications such as stock
market prediction using twitter[27], fake users detection [19], crime prediction [21],
and decision making systems in food-energy-water sectors[30, 31, 32, 34, 35, 36] .

3 AI Trustworthy Explainability Acceptance Metric

This section introduces our Trustworthy Explainability Acceptance metric and its
measurement methodology. We assume an explainable AI system that provides rea-
soning for its decisions, and there is a group of experts that will evaluate the system
based on their judgment. Each expert can agree or disagree with the explanation
provided by the system.

The explainability acceptance is based on the closeness of the explanations. More
the distance between the explanations, the lesser will be the acceptance. The ex-
plainability distance between the two explanations is calculated using the Euclidean
distance formula. Each explanation is considered as a vector for distance calculation
where different attributes of the explanation become a dimension. The explainability
distance can be anything between 0 and 1, 1 being the maximum distance. For ex-
ample, the explainability distance between two n-dimensional explanations X and
Y represented as dY

X , is shown in Eq. 5 where Xi and Yi are the values if i is the
dimension for each explanation.

dY
X =

√
∑

n
i=1 (Xi −Yi)2

n
(5)

Explainability acceptance is calculated using the formula given in Eq.6. Explain-
ability acceptance by the expert e for the system will be based on his/her explanation
X and the explanation Y provided by the system. Explainability acceptance also lies
between [0,1], 1 being the highest acceptance. The distance is bidirectional. That is,
if the explanation provided by the system is not close enough to the explanation of
the expert, the expert will have less explainability acceptance for the system.
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Ae = 1−dY
X (6)

A certain number of experts will evaluate and rate the system with their explain-
ability acceptances based on their reasoning to reduce the subjectivity. Each ac-
ceptance is considered a trust assessment, and we aggregate them using Eq. 3. We
calculate the Trustworthy Explainability Acceptance metric by aggregating different
experts’ explainability acceptances weighted by their trust values, as shown in Eq.
7, where Te is the trust of expert e and E is the total number of experts. The trust
value is calculated using the impression and confidence described in Section 2.2.

TwA =
∑e AeTe

E
(7)

The confidence of the measured Trustworthy Explainability Acceptance is calcu-
lated based on Eq. 2 and 4, as shown in Eq. 8 and Eq.9.

SETwA =

√
∑e (TwA −Ae)2

n
(8)

cTwA = 1−2(SETwA) (9)

Therefore, our metric to measure the trustworthy explainability is the tuple
(TwA,cTwA). When the system needs to be evaluated based on different sample
measurements we can use the aggregation method of our trust framework. The ag-
gregated explainability acceptance means and the standard error for n samples are
calculated based on the aggregation trust propagation method as shown in Eq. 10
and Eq. 11.

SystemTwA =
∑n TwA

n
(10)

SESystemTwA
=

√
1
n2 ∑

n
(SETwA)

2 (11)

4 Evaluating AI system for DCIS Recurrence Prediction

To illustrate the proposed Trustworthy Explainability Acceptance metric, we have
evaluated an AI system for DCIS recurrence prediction. This section provides an
overview of the DCIS Recurrence prediction problem, data, experimental setup, and
results after assessing the prediction systems using the proposed metric.
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4.1 Background

Ductal carcinoma in situ (DCIS) is a non-obligate precursor lesion that is managed
aggressively. Different DCIS trials have documented that the addition of radiation
[7][10] and endocrine therapy [5] will result in reductions of recurrence rates. DCIS
if left untreated, has a chance to progress to invasive carcinoma in only 20-40 %
cases [13][24][26]. This has led to significant concerns regarding the over-treatment
of patients. There is a need for an objective tool that helps identify women who are
unlikely to recur and perform evidence-based de-escalation of additional therapies
to avoid aggressive treatments. The development of such a tool requires a deep in-
terpretable machine learning system for computer-aided recurrence prediction for
DCIS, and the implementation and use of such a system require doctors’ acceptance
and trust.

4.2 Data

Original diagnostic slides from the patients diagnosed with DCIS in 2009 - 2012
within Indiana University Hospital System and at the Eskenazi City hospital were
reviewed, and clinical data were obtained. Any case that was upgraded to invasive
carcinoma was excluded. This review identified around 20 cases each of recurrent
and non-recurrent DCIS with at least 8-year follow-up data. After excluding the
missing cases (including referral/ second opinion cases) and the cases with a scant
amount of DCIS, 30 cases (15 recurring and 15 non-recurring) were available for
our studies.

The machine learning system uses these patient cases with eight years of follow-
up data to determine DCIS recurrence. For simplicity, the image analysis part was
performed manually by an internationally recognized breast pathologist. A thorough
review of the histological slides was carried out, and the areas of DCIS were identi-
fied. The pathologist has categorized each slide based on 25 attributes. The values of
the 25 attributes for all 30 cases served as the input for the machine learning model.
A supervised machine learning model support vector machine (SVM) is used for
classification. Using this model, we were able to get 83% accuracy on a leave-one-
out cross-validation basis. The model has found 13 features useful for predicting
DCIS recurrences and their corresponding optimized weights. Table 1. provides the
list of these morphological features and their corresponding descriptors. As our ap-
proach is not to quantify a given system but to develop a proof of the concept of the
metric, we have simulated another algorithm profile and four pathologist profiles by
changing the weight of one of the morphological feature descriptors to keep it sim-
ple. This is done to simulate how different pathologists can have different opinions
based on their experience level related to DCIS prediction. One AI system may find
some features more important than others for prediction.
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Table 1 Relevant Histo-morphological Criteria for Predicting DCIS Recurrence

Morphological Features Descriptors

Architecture Solid yes, no
Architecture Other cribriform, micropaa, papillary, other
Lumina regular, irregular
Nuclear Shape round, oval, irregular
Nuclear Size small, intermediate, large
Nuclear Pleomorphism mild, moderate, prominent
Nuclear Membrane smooth, irregular
Nuclear Spacing even, uneven
Nucleoli present, absent
Nucleolar Shape round, oval, pleom, n/a
Mitosis abnormal, normal
Necrosis absent, focal, comedo
Immune Cells with Circumferential Dis-
tribution

yes,no

4.3 Experiments and Results

In our study, we assumed that the AI system is better in predicting the recurrence
of DCIS than pathologists, and there is a need to evaluate the system to create trust
and acceptance of the system among pathologists before deploying it in the hospital
setting. An appropriate organization responsible for testing and certifying AI sys-
tems has employed high trust expert pathologists to evaluate the system using their
expertise. We used our explainability acceptance metric to measure the system’s ac-
ceptance by comparing the explanations provided by the algorithm to the cognitive
reasoning of expert pathologists.

To demonstrate our proposed metric, we assumed two interpretable AI systems
(System 1 and System 2) that need to be evaluated. Four simulated expert patholo-
gists with high trust are deployed to do the evaluation. The interpretable AI systems
generate morphological feature descriptors and corresponding weights along with
their predictions. The pathologists evaluate the output provided by the system based
on their expertise and provide their weights for the morphological feature descrip-
tors.

An evaluation of a system starts by comparing the system explanation/weights
of the feature descriptors with the weights of the pathologists, which is given based
on their expertise and experience. For each pathologist, a non-zero distance is mea-
sured between the pathologist’s explanation and the explanation provided by the
system using Eq. 5. After having the individual distances, the acceptance rate for
each pathologist is calculated by Eq. 6. Then we averaged all the individual ac-
ceptances weighted by their trust and calculated the confidence of the acceptance
using Eqs. 7, 8, and 9. The trust-weighted average acceptance and its confidence
constitutes our Trustworthy Explainability Acceptance metric. We have performed
the same tasks for System 2.
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Fig. 1 Explainability distance between explanations provided by the system and the reasoning
provided by pathologists based on their expertise.

Fig. 2 Measured explainability acceptances of each pathologist D for System 1 and System 2.

Fig. 1 shows the explainability distance of all the pathologists for System 1 and
System 2., calculated using Eq. 5. Fig. 2 shows the explainability acceptance of
the systems calculated based on the difference in the opinions, calculated using
Eq. 6. Fig.3 shows Trustworthy Explainability Acceptance metric, TwA, calculated
using Eq.7, and the corresponding confidence values are calculated using Eq. 9. The
variation in the acceptance shows how one system with similar accuracy as the other
one can be more accepted based on the feature importance and explanation provided
by it. The certifying agencies could use this type of evaluation metrics to standardize
and certify AI systems based on the evaluation provided by top experts regarding
the AI systems’ explainability. For example, in our experiment, System 1 is more
acceptable than System 2 regarding explainability. Therefore, our metric provides
a framework to measure the acceptance of AI systems by experts based on system
explainability.
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Fig. 3 Trustworthy Explainability Acceptance of System 1 (confidence: 0.99) and System 2 (con-
fidence: 0.98)

5 Conclusions

We presented Trustworthy Explainability Acceptance metric for evaluating explain-
able AI systems using expert-in-the-loop. This evaluation method provides a quan-
titative way to compare and judge different interpretable AI systems and provides
a common language to all the various stakeholders involved in the designing, de-
velopment, testing, standardization, and implementation phase of AI systems. Our
metric measures the distances between the explanation provided by the system and
the reasoning provided by the experts. Based on these distances and the trust of
the experts, we calculated the Trustworthy Explainability Acceptance and its confi-
dence. Our metric trust mechanism will help differentiate between different experts
based on their expertise and reputation. Our Trustworthy Explainability Acceptance
metric can be applied to any interpretable AI system that can use the concept of
distance measurements.
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