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Abstract— Utilizing chemiresistive gas sensors for volatile 

organic compound (VOC) detection has been a growing area of 

investigation in the last decade. VOCs have been extensively 

studied as potential biomarkers for biomedical applications as 

they are byproducts of metabolic pathways which are 

dysregulated by disease. Therefore, sensor arrays have been 

fabricated in previous studies to detect VOC biomarkers. In the 

process of testing these sensors, it is highly advantageous to 

quantify the concentration of the VOC biomarkers with high 

accuracy to diagnose the disease with high sensitivity and 

specificity. To investigate, analyze, and understand the relation 

between the concentrations of the VOC to the sensor resistance 

response, Gaussian Process (GP) models were implemented to 

predict the behavior of the data with respect to the resistance when 

the sensor is exposed to a range of concentrations of VOCs. 

Additionally, the relation between the concentration and 

resistance of the sensor was studied to predict the concentration of 

the VOC when a resistance is obtained. Monte Carlo Simulation 

Sampling from the GP model was utilized to generate data to 

further understand the trend. The results demonstrated that the 

relation between the concentration and resistance is linear. The 

model was tested with sampling data and its accuracy was 

evaluated. 
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I. INTRODUCTION

Volatile organic compounds (VOCs) are airborne 
molecules emitted from manmade and organic structures. 
The study of VOCs first gained prominence when it was 
shown specific VOCs emitted by manmade structures 
demonstrated significant health risks, leading to the need to 
monitor VOC levels in buildings [1]. More recently, VOCs 
levels have been found to be able to quantitatively and non-
invasively predict results in a wide variety of fields from food 
spoilage to soil status to even be able to be used as 
biomarkers for human health [2]. The growing value of 
detecting VOCs in many fields has led to a need for 
accurate gas sensors to monitor VOC concentrations [3]. 
One such type are chemiresistive gas sensor arrays. These 
devices have demonstrated numerous advantages such as 
high 

sensitivity, cross-selectivity, cost effectiveness, low 
degradation, and facile integration into complex systems [4]. For 
the field of medical diagnostic, VOCs are endogenous 
metabolites that are noninvasively expressed in alveolar air and 
different biofluids. Researchers have demonstrated that there is 
a relation between VOCs and diseases such as breast cancer [5], 
[6], prostate cancer [7], lung cancer [8], diabetes [9], and other 
diseases. VOCs that are exhaled from patients can contain 
biologically useful information for disease diagnostics [10]. 
Chemiresistive gas sensors can detect VOCs through a 
measurable change in resistance when the VOCs are exposed to 
the sensor. These sensors are a powerful technology that have 
the potential for many different biomedical diagnostic 
applications. Chemiresistive gas sensors are usually integrated 
into a sensor array to enhance their selectivity and sensitivity to 
different VOCs. The sensors in the array are coated with a 
combination of different conductive materials and polymers to 
create a nanocomposite that can sense the VOCs in human 
breath [11]. The fabrication and application of these sensors face 
many challenges, such as tolerance for humidity, life span of the 
nanocomposite, degradation of the electrodes, and ensuring 
appropriate limits of detection for the sensors [12]. 

Currently available devices such as the electronic nose or “e-
nose” can detect VOCs, but have not demonstrated a high 
selectivity towards targeted VOC, therefore, they rely in 
machine learning and pattern recognition algorithms to 
differentiate VOCs. [13]. However, these sensors can 
differentially adsorb a wide range of VOCs. There is a need to 
develop sensors that can detect targeted VOCs with higher 
sensitivity and selectivity. To accomplish this, the resistance 
response of sensors must be collected at a range of 
concentrations. The purpose of this study is to understand the 
relationship between the concentration of the VOC with the 
measured resistance of the sensor. Data from sensor testing was 
collected by using a single VOC at three different concentrations 
(5ppm, 10ppm and 15ppm).  

Linear regression models are constructed for one 
independent variable x, where there is one dependent variable y 
[14]. This model could potentially work with the data proposed 
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for sensor design and development. However, a constraint that 
it would face is that if the data do not fit in the regression model, 
then it would be considered to be an error. The aim for this study 
was to uncouple the data between the concentrations and 
understand the overall relations between concentration of the 
VOC and resistance of the sensor. In order to do this, two 
different methods were utilized: Gaussian Process (GP) 
regression and Monte Carlo Simulation (MCS) sampling from 
the GP application. GP regression is a supervised learning 
method that can efficiently solve regression and probabilistic 
classification problems. This method has a high accuracy 
response for simple and complex models. It also manages the 
kernels variable in the calculation that can be predefined, or it 
can be custom built depending on the data [15]. GP regression 
has been used in a wide range of applications including the 
design of composite material parts under dynamic loading [16], 
blast mitigation [17], crashworthiness design [18], design of 
lithium-ion batteries [19], multi-objective optimization [20], and 
multi-fidelity design optimization [21].  

MCS sampling is also a probabilistic method for randomly 
sampling a probability distribution. This helps to generate data 
that could help optimize the model which increases its accuracy 
and effectiveness when the density is estimated [22]. MCS 
sampling from GP will be utilized to generate data points and 
understand how the model would behave when there is more 
data to adjust and update to make it more accurate. When the 
VOCs are exposed to the sensor, the data acquisition system 
records the change of resistance values continuously. However, 
when the data are being processed, each point is considered to 
be discrete to investigate critical sensor response. Therefore, 
MCS is a convenient and efficient methodology to generate a 
model for the missing data when processing.  

II. EXPERIMENTAL PROCEDURE

A. Chemiresistive Gas Sensor Fabrication and Testing

Sensors were fabricated in gold patterned over a silicon
(Si)/silicon dioxide (SiO2) substrate using a method similar to 
that described previously [4], with modifications that are not 
relevant for the modeling analysis presented here. The 
interdigitated electrodes (IDEs) are fabricated using 
photolithography. Polyetherimide (PEI) based nanoconductive 
material was drop casted and spin coated over the IDEs of the 
sensor and dried in a vacuum for 48hrs. The sensors will be used 
in diverse environments, therefore they need to be capable to 
detect VOCs of interest without interference of environmental 
gases [23]. The 14 sensors were tested in a simulated 
environment that mimics the ambient environment where the 
sensor would be utilized in the real world. Figure 1 represents 
an illustration of the sensor testing system which includes gases 
(air, water vapor and VOCs), flowmeters to regulate the flow of 
all gases exposed to the sensor, a gas mixer, a testing chamber 
where the sensors are located and a Keithley 2701 Digital 
Multimeter/Data Acquisition/ Data Logging system. The 
sensors are exposed to different concentrations of VOCs (5, 10 
and 15 parts per million (ppm)) in order to investigate the 
relationship between the concentration of the VOC and the 
change in resistance measured by the sensor. Change in 
resistance divided by baseline resistance (ΔR/R0) were used to 
generate the 14 data readings used for the analysis. 

Figure 1 Schematic of experimental gas sensor testing setup [4]. 

B. Gaussian Process Regression

GP regression is a supervised learning method that employs
GPs as probabilistic predictive models [15], [24], [25].  A GP is 
a collection of indexed random variables in which any finite set 
of them has a joint Gaussian distribution. A GP ���� is specified
by two features: a mean function ����  and a covariance
function ���, �′�. A GP is denoted as

���� ~ ��
����, ���, ����. (1) 

The mean and covariance functions need careful selection in 
order to capture any prior knowledge about the system to be 
modelled. In this work, two GP models were trained with 
different mean functions: a constant mean function and a linear 
mean function. The GP model with a constant mean function is 
a common practice in the machine learning community. This 
assumption is acceptable when there is no knowledge about the 
behavior of the data. In the second GP model, which uses a linear 
mean function, the aim is to exploit the prior knowledge about 
the behavior of the VOC concentration and the measured change 
in resistance. Linearity is expected as a result of a linear behavior 
in the operable range of the sensor.  

GPs are good models to use because the code can handle 
relatively noisy observations.  The following additive model was 
employed 

� � ���� � �, (2) 

where ���� is a GP that captures the behavior of the data and
� ~ ��0, ��� is the noise in the data with variance ��.

Given a set of �  training samples � � ���, … , ���  with
observations � �y�, … , y��, the joint prior distribution of
and the predicted values "∗ at test points �∗ is

$ 
"∗% ~� &', ()��, �� � �*�+ )��, �∗�

)��∗, �� )��∗, �∗�,-, (3) 

where the matrices )��, �� , )��∗, �� , and )��∗, �∗�   are

generated by the evaluation of the covariance function ���, ���.

The expression above corresponds to the prior distribution 
of a GP with a zero mean function. The predictive equations for 
this regression model are 
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"∗|�,  , �∗~��"/∗, cov�"∗��,
(4) 

where "∗̅ is the predictive mean 

"/∗ � )��∗, ��4)��, �� � ��2+6−1 (5) 

and cov(f) is the covariance. 

cov�"∗� �
)��∗, �∗�−)��∗, ��9)��, �� �

�*�+:;�)��, �∗�.
(6) 

In the case of GP models with non-zero mean functions, they 
can be modelled as 

<��� � ���� � =���> ?, (7) 

where =���  is a set of basis functions and ?  is a weighting
vector with a prior ?~��@, A�. The resulting GP is

<���~��B=���>@, ���, ��� �
=���>A=����C. (8) 

The matrices  D  and D∗  collect the values of =���  for the
training and test data. The predictive equations for the model 
then are  

EF∗ � "/∗ � GTIF
(9) 

and 

cov�E∗� � cov�"∗� �
G>
D)J;�D>�;�G, (10) 

where )J � )��, �� � �*�+ , )∗ � )��, �∗� , G � D∗ −
D)J;�)∗, and I̅ � 
A;� � D)J;�D>�;��D)J;� � A;�@� .

In the expressions above, E/ ∗ is the predictive mean and cov�E∗�
is the joint covariance of the GP model. In the special case of 
GP with a linear regression function, the linear regression 
function is incorporated into the matrix =���>.

The covariance function for the model presented is 

�
KL, KM� � σO� exp B− �
�ST 
KL − KM��C �

σ*� ULM, (2) 

where the first term is the squared-exponential covariance 
function, which assumes a smooth behavior of the data, and the 

second term captures to the noise in the data. ULM  is the

Kronecker delta function. The parameters @, A, σO� , σ*� , and V

are known as the hyperparameters of the GP model. A common 
approach to estimate the values of the hyperparameters is the 
maximum likelihood estimation [26]. For this study, we use the 
Statistics and Machine Learning Toolbox of MATLAB (which 
incorporates maximum likelihood estimation) to train the GP 
regression models. The inputs for the GP models are the 
concentrations of the VOC and the outputs correspond to the 
normalized change in the sensor’s resistance.  

C. Monte Carlo Sampling from Gaussian Process Regression

The GP regression model described in the previous section
allows predictions of the normalized change in resistance for a 
given VOC concentration. Next, MCS and GP regression is used 
to solve the inverse problem, i.e., to predict the most probable 
concentration range of VOC given a measurement of the change 
in the resistance of the sensor. MCS is a numerical method to 
solve problems that have a probabilistic implementation. It relies 
on repeated random sampling and statistical analysis to estimate 
the probabilistic descriptors of the targets of study [22, 27]. 
These descriptors are derived by drawing samples of the inputs 
that follow a normal distribution and propagating their effect 
through the system. This part of the study employed normalized 
resistance values of R0 = 1.5, R0 = 2.8, and R0 = 4.2, which 
corresponded to the prediction of the GP model at 5 ppm, 10 
ppm and 15 ppm, respectively. These resistances values were 
selected to determine if samples from the GP model follow the 
distribution of the experimental results. After sampling, 
histograms of the concentration were generated using a window 
that encloses the samples for each tested resistance [28]. The 
window had a size of 2 h and it was located at ± h from R0. The 
value of h is 0.01. From the histogram, relevant statistical 
information was obtained such as most probable value, range, 
and 95% CI. 

The solution of the inverse problem followed a three-step 
process: (1) Use the GP regression model to determine normal 
distribution, i.e., the predicted mean and variance, of the change 
in resistance for different VOC concentrations. (2) Draw 
samples from each normal distribution. (3) Estimate the mean 
concentration, given a defined resistance change and determine 
a 95% confidence interval by capturing the samples that fall 
within a prescribed threshold.    

III. RESULTS AND DISCUSSION

A. Gaussian Process Regression Model

The experimental data used to create the Gaussian model
include for the Training Samples a set of 3 concentrations (X = 
5, 10, and 15 ppm) and 14 data points y per concentration. Range 
of y varies from 0% to roughly 5% ΔR/R0. The GP regression 
model has two components: the first component contains the 
regression function (mean function), and the second component 
has the correlation function. The mean function provides 
information about the general behavior of the data. The 
correlation function, on the other hand, explains the local 
behavior of the data. In the figures below, the green line 
represents the model, and the red line is the 95% confidence 
interval (CI) (±2�). 
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Figure 2 Gaussian process prediction for the standard model. 

Figure 3 Gaussian process prediction for the linear model with the mean and 
standard deviation from the experimental data. 

The standard GP regression model is represented in Figure 
2. This model starts with an initial assumption which is a
constant value. However, as it gets closer to the data, the model
is optimized to increase prediction accuracy. Data were obtained
for three different concentrations: 5ppm, 10ppm and 15ppm. As
the model reaches the area of the data, it starts making more
meaningful predictions. In the range from 5ppm to 15ppm, the
slope of the model is directly proportional to the change of
resistance of the sensor. However, when it reaches 20 ppm the
model does not have any more data that helps update the initial
assumption. Therefore, the model goes back to the initial
assumption, which was a constant resistance. From previous
knowledge of the data behavior, the standard GP regression
model was updated to enhance the model. GP has an advantage
that any prior knowledge of the model can be used to create the
most accurate model possible for the type of data given.

In Figure 3 the model was updated with the prior knowledge 
obtained from the standard GP prediction that it was considered 
to be a linear regression model. As it can be seen, the model is 
able to estimate the behavior of the data in a range of 
concentrations where experimental data are missing. This 
demonstrates that when the model is known to be linear, it gets 
more accurate with respect to the data points that are unknown. 
Figure 3 shows a linear relationship between the concentration 

of the VOC and the resistance. As the concentration of the VOC 
increases, the change in resistance increases as well. The 
uncertainty of this model is illustrated by creating a 95% CI. 
This means that there is a 95% confidence that the samples for 
those concentrations will fall within that region. There are many 
ways to enhance the prediction accuracy of the linear model. 
However, the addition of incremental data points would help the 
most with the performance of the model. The more data points 
that the model has to work with, the higher the accuracy. The 
mean value for each of the concentration’s sets (using GP 
regression) are used to analyze and understand the relation of the 
concentration of the VOC with respect to a given resistance of 
the sensor. For 5 ppm the R0=1.5, 10 ppm the R0=2.8, and 
15ppm the R0=4.2.   

The GP regression model function becomes more accurate 
in predicting behavior in the data as more samples are added to 
the function. As it can be seen in these results, there is 
insufficient data for describing the complete behavior, 
especially regarding high VOC concentrations. For example, the 
model predicts that the data model would remain linear, even for 
higher concentrations. This is a potential concern, because at 
some point the sensor could be exposed to a highly concentrated 
VOC and this could cause sensor saturation, requiring 
modification of the model. Therefore, it is important to 
determine at what concentration the sensor reaches a plateau.  

B. Monte Carlo Simulation Sampling from Regression Model

MCS sampling was used to generate data for VOC
concentrations ranging from 0 ppm to 50 ppm with a window 
size h of 0.01. Each of the sets of data had a known mean and 
standard deviation which were used to sample and produce 3000 
data points for each concentration. The normal distribution has 
a support that contains all real numbers (ℝ). Therefore, some 
samples might present negatives concentrations and negative 
resistances. A future work includes the use of a different 
stochastic process (regression model) with finite support 
(positive values). However, the mode of the mass of the GP is 
positive. Figure 4 shows the linear relationship between the 
measured change in resistance and concentration for the 
normally distributed Monte Carlo simulated data. This aspect of 
the study addresses the second question: if the resistance is 
given, what is the most probable concentration of the VOC. 
Therefore, in this case R0 is considered to be a constant.  

For the purpose of simplification of this study, only three 
constant R0 were analyzed (values found in the Gaussian Process 
Regression model for the three experimental concentrations). 
The most probable VOC concentration was calculated based on 
a given change in resistance. In this case, the change in 
resistance is considered to be constant and the normal 
distributions of all the concentrations are considered to be cut-
off. The constant then has an upper and lower concentration 
range that captures the number of data points that it has for that 
specific change in resistance. Using this information, a 
histogram was produced to observe the number of repetitions 
that each of the concentrations have for the given resistance. The 
average concentration was calculated along with the 95% CI for 
constant resistance values of R0 = 1.5, R0 = 2.8 and R0 = 4.2, 
respectively. In this way, a concentration range can be 
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adequately predicted based on a measured change in resistance 
via the chemiresistive gas sensor.  

Figure 4 Monte Carlo Sampling with three constant resistances. 

 Figure 4 shows the constant R0 for the mean concentration 
of 5 ppm, 10 ppm and 15 ppm. Visually, the range of the most 
possible concentration can be hard to determine because the 
data show a range from 0 ppm to 25 ppm as possible 
concentrations for all constant R0. This is not ideal because this 
makes the model less accurate due that the range of possible 
concentrations is too wide. The window was created and then 
the most probable concentration can be validated in this case 
because it is already known from previous results.  

A way to reduce the range of possible concentrations could 
be by adding some limitations of what is the minimum number 
of repetitions that can be in the window in order to be 
considered to be part of the optimal concentration. Therefore, 
the 95% confidence interval would be helpful to find a more 
concise range that it is still statistically significant but is not as 
wide as the one that can be visually seen from the Figure 5. 
Limiting the window size with the 95% CI is also useful 
because it can reduce overlap between two discrete resistance 
values. This could be a challenge for the process if the 95% CI 
range is so wide that there are multiple concentrations that can 
relate to a given resistance.  

In order to evaluate the accuracy and precision of the MCS 
Sampling with the GP regression model, the number of 
repetitions within the window size h = 0.01 of the constant 
resistance were counted. Figure 5 shows the distribution of the 
concentrations with respect to each of the resistance values 
studied. From this graph, it can be concluded that the median 
concentration for the given resistance R0=1.5 in a system 
capable of registering concentrations from 0 to 50 ppm is 6.5 
ppm (95% CI [0 ppm – 14 ppm]). From prior knowledge it is 
known that the actual concentration is 5 ppm. As previously 
mentioned, the distribution has a support ℝ which in order to 
find the most probable concentration for the given resistance 
the distribution takes in consideration negative concentrations. 
For a given resistance of R0=2.8, the median concentration is 
12.5 ppm (95% CI [6 ppm – 19.5 ppm]), when the actual 
concentration is 10 ppm. Lastly, for the highest resistance 

which it was R0 = 4.2, the median concentration is 18.5 ppm 
(95% CI [11.5 ppm – 26 ppm]). The actual concentration is 
considered to be 15 ppm. The median concentration values are 
closer to the experimental results, but the 95% CI range is very 
consistent across the three resistance values sampled. 
Moreover, the MCS values are significantly different (p-value 
< 0.001, Student’s T-test) between studied resistance values. 
Sensors that show higher reproducibility in the experimental 
data will have much tighter confidence intervals, and therefore 
will generate more meaningful results. 

Figure 5 Histograms of the most probable concentration for three constant 
resistances (note discussion in text for why 5 ppm includes negative values). 
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IV. CONCLUSION

The purpose was to investigate the relationship between the 
measured change in resistance of a chemiresistive nanosensor 
and the concentration of a VOC exposed to the sensor surface. 
Two different methodologies were utilized to understand this 
relationship. From the standard GP regression model, the results 
showed that the data is linear in the range of the data that it was 
provided. However, when there is no data for a particular 
concentration, the model returns to its initial assumption. From 
the linear GP regression model, prior knowledge was applied to 
the model by previously demonstrating linearity with a positive 
correlation. This approach had much higher accuracy and had 
the ability to extrapolate data. One of the challenges with model 
was that utilizes a stationary covariance to model the 
experimental noise. The stationary covariance assumed that the 
amplitude of the noise is constant through the whole input 
domain. Therefore, future work includes the use of more 
sophisticated GP models with covariance functions capable of 
capturing non-stationarities in the experimental noise, i.e., noise 
with varying amplitude. The MCS sampling generated a new set 
of data that correlates with the experimental data analyzed by 
linear GP regression. The simulation also showed the capability 
to predict the concentrations of VOCs exposed to the sensor 
based on an constant change in resistance. This caused the 
overestimation of concentration because the simulated range 
contained data that was greater than the experimental range. 
These models can be applied for any sensor data considered to 
be linear. The MATLAB source can be updated with the 
corresponding data. The model can also be modified to study the 
sensor response at higher and lower ranges of concentrations 
with smaller or higher step sizes.  
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