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I
n the design of most electronic circuits and 
systems, designers use computer-aided design 
(CAD) tools to guide the design flow. They 
exploit the ability of CAD tools to perform al-
gebraic operations to compute/

predict circuit and system perfor-
mance. This is possible because, 
in most electronic circuits 
and systems, linear opera-
tion can be assumed. The 
behavior of microwave 
components, circuits, 
and systems can, for 
example, be described 
in terms of “behavior-
al” parameters, such as  
Z-parameters, Y-pa-
rameters, and S-parame-
ters. Transformation from
one parameter to another is
achieved by simple linear alge-
braic operations [1]. The performance
of more complex circuits can be computed 
via linear matrix operations using the rel-
evant parameters, i.e., Y-parameters for parallel con-
nections and Z-parameters for series connections. 
More significantly, performance predictions can also 
be obtained via linear algebra transformations, i.e., 

the maximum gain, minimum noise figure, potential 
instability, etc., along with design insight, i.e., gain 
circles, noise circles, optimum input/output match re-
quirements, and so on [1], [2].

However, in electronic systems such 
as power amplifiers and oscillators, 

algebraic design aids, unfortu-
nately, are not available. This 

is because these applications 
require operation of the 

transistor in its nonlin-
ear domain. In these cir-
cuits, the performance 
predictions and circuit 
design insight are either 
provided numerically, by 

CAD simulations using 
nonlinear models, or exper-

imentally, by measured load-
pull contours.

the numerical approach to 
nonlinear Design
Consider the numerical approach. In this 

case, the designer of nonlinear circuits usually relies 
on supplied nonlinear analytical-compact transistor 
models [3]–[5], which, when properly used within the 
simulator, should allow for designs to meet the system 
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specifications. In this approach, the designers’ past 
experiences and intuition are often critical. For example, 
the initial use of sound design rules, knowledge about 
the active device, and mastery of the simulator tools are 
the keys to success. As the system specifications become 
more demanding, the required circuit architecture will 
become more complex. This places higher demands 
on the functionality and accuracy requirements of the 
nonlinear analytical-compact transistor models and 
increases the need for algebraic computations to guide 
the design flow.

A good example of this is the continuing devel-
opment of communications systems. Each new gen-
eration increases the demands on the high-frequency 
transceivers. To cope, within the available bandwidth 
allocations, with the exponential increase in the num-
ber of users and transmitted information, engineers 
have devised complex modulation schemes. These 
modulation schemes, when coupled with the require-
ments of “greener” systems, push the design of the 
nonlinear circuits for the microwave front end to the 
limit, especially the power amplifier. The designer is 
then required to target state-of-the-art specifications 
in terms of bandwidth, power, linearity, and energy-
conversion efficiency.

the experimental approach to 
nonlinear Design
It is quite a challenge to ensure that the nonlinear 
analytical-compact transistor models can meet the 
functionality and accuracy requirements that such a 
complex system design demands. The model extrac-
tion/design cycles are more demanding in terms of 
measurement requirements and can become more 
time consuming. However, the designer can easily 
be dealing with a new transistor technology, where 
a nonlinear model is not available, or an established 
technology, where the available nonlinear models 
have been developed for different applications and are 
not accurate enough for the emerging circuit concepts.

An alternative design approach, often the one of 
choice for power amplifier designers, is to use experi-
mental information directly for design. The measure-
ment and use of load-pull contours is a classic example 
[6]. In this case, measurements are performed to exper-
imentally document the nonlinear behavior/perfor-
mance of the transistor when it is driven into different 
load impedances. The power performance is displayed 
in the form of load-pull contours. These, along with 
gain contours or efficiency contours, can be used to 
identify the required circuit design specifications and 
likely system performance. Linear CAD-based cir-
cuit synthesis can then be used to facilitate the circuit 
design. In this case, design success is strongly coupled 
to the quality and complexity of the experimental tools 
used or available: vector versus scalar measurements 
and complexity, i.e., CW or pulsed, fundamental only, 

or fundamental and harmonics, and so on. Again, the 
designers’ past experience and intuition when specify-
ing these measurements is essential since there are no 
algebraic tools to guide the process.

characterization tools
Clearly, both design approaches have been assisted by 
the continued development of nonlinear characteriza-
tion systems [7]. The extraction and functional complex-
ity of nonlinear compact models have been improved 
via the use of large-signal microwave measurement 
systems. These systems are capable of measuring and 
engineering the device under test (DUT) large-signal 
radio-frequency (RF) voltage and current waveforms 
[8], [9]. Besides, they also provide the designer with 
much more application-specific experimental data for 
use in nonlinear circuit synthesis [10], particularly when 
targeting, e.g., high-efficiency modes of operation, such 
as Class B or Class F [11]–[14].

the analytical approach to nonlinear Design
To complement this rapid development of nonlinear 
measurement tools, the development of an algebraic 
approach for computing/predicting circuit and sys-
tem performance to intelligently guide the design flow 
would be very helpful. With regard to this requirement, 
it is important to note that these advanced measurement 
systems have stimulated the development of a new class 
of behavioral models defined in the frequency domain. 
Because this new approach is based on a natural exten-
sion of the linear parameters formulations into the non-
linear domain, it opens up the possibility of developing 
a complementary set of algebraic design tools.

Frequency-Domain-Based Behavioral Models
The origin of these behavioral model formulations 
can be found in the fundamental work of Verspeckt 
[15] and of Verbeyst and Bossche [16] as well as in
its transformation into the polyharmonic distortion
(PHD) model [17], [18]. This has triggered a number
of frequency-domain measurement-based behav-
ioral model formulations and parameter definitions:
the X-parameters [19] [20], S-functions [21], and the
Cardiff model [22], [23]. For a more in-depth discus-
sion on the topic of frequency-domain-based behav-
ioral models, the reader is referred to IEEE Microwave
Magazine review articles [10], [18], and [24]. Most of
these proposals diverge on the approach taken to
model the complexity required to describe the device
nonlinear behavior over a large parameter space, i.e.,

in a similar way to S-parameters, 
X-parameters can be transformed
into the equivalent Z-parameters
and Y-parameters.
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fundamental load-pull behavior over the full Smith 
chart. These models have been successfully used in 
device nonlinear characterization and in design and 
modeling of different microwave nonlinear circuits 
[25]–[29]. Their advantages and drawbacks have been 
extensively highlighted [8], [24], and tools for their 
extraction and use in simulators have been developed 
[30], [31]. 

Now consider the application of these models to 
describe the key nonlinear design characteristic, i.e., 
fundamental load-pull. In the linear-design domain, the 
electronic two-port system is mathematically described 
using the following generic linear expression:

( , ) . ( , ) .U F V V W F V V WDC DC DC DC
p p p1 1 2 1 2 1 2 2$= +  (1)

Up  quantifies the generic linear response of the 
system at port p  to the generic stimulus W1 ~^ h at 
the input port and the generic stimulus ( )W2 ~  at the 
output (load) port. These quantities, Up  and ,Wp  are 
usually described as “complex phasors” and could be 
traveling voltage, current, or power waves. The system 
is then modeled by the “behavior” complex parameters 
Fpn  (“black box” approach), defined at a given static 
operating point. For example, if Up  is the scattered  
“b” traveling-voltage wave at port p  (1 or 2), and W1  
and W2  are the incident “a” traveling-voltage waves at 
port 1 and 2, respectively, then the parameters Fpn  are 
the “S-parameters” of the system. From such param-
eters, algebraically defined design aids, such as gain 
circles and stability circles, can be computed. In addi-
tion, performance figures of merit, such as the maxi-
mum available power gain, and design targets, such as 
optimum input and output match for maximum trans-
ducer power gain, can be determined.

Can the frequency-domain-based nonlinear mod-
eling perform the same function? The authors of 
these behavioral model formulations identified that a 
nonlinear system (time invariant), over a limited but 
design relevant stimulus W2  perturbation space about 
a reference value Wref

2  can, in fact, be accurately math-
ematically described, in the large-signal steady state. 
Consider using the following generic expression: 

 ( ) ( ) ( ) .LSOP LSOP LSOPU F W F W G W,p p p p1 1 1 2 2 2 2$ $ $= + + )

(2)

Equation (2) represents an extension of (1) that enables 
improved modeling of a system response into the non-
linear domain. U ,p 1  represents the nonlinear response 
of the system at port p at the fundamental frequency. 

, ,F Fp p1 2  and Gp2  are complex parameters defined for 
a given large-signal operating point (LSOP). The sig-
nificance of W2

)  is explained in [18]. The LSOP may be 
described in terms of the static operating point, the mag-
nitude of the input stimuli ,W1  and the reference value 
of output stimulus .Wref

2  A key feature in this formula-
tion is that the behavioral parameter values are inde-
pendent on .W2  Since the stimulus reference Wref

2  can 
be related to a fixed fundamental reference impedance, 
the behavioral model parameters can be considered to 
be mathematically load-independent. This formula-
tion becomes sufficiently simplified to allow analytical 
design calculations. Hence, it enables the development 
of a similar set of algebraically defined design aids, as 
in the case of S-parameters, but also valid in the large-
signal regime. The only caution in this approach is to 
consider the range of validity of (2) when considering the 
load-independence of the behavioral model parameters. 
Studies of this range and how to improve the accuracy 
of these parameters for a given design application have 
been done experimentally in [32]. However, an impor-
tant conclusion is that this region is very difficult to pre-
dict and model. To improve the model accuracy, we may 
use a higher-order behavioral model in the generation/
extraction at the desired target LSOP for our application 
[17], [23]. A search procedure during measurements can 
also be used to find the appropriated LSOP [32]. The 
optimum/appropriate large-signal load impedance, 
in this case, is defined as .Zref  A summary of this last 
approach can be found in “Search Algorithm for Accu-
rate Behavioral Model Parameter Extraction.”

parameter transformation
Consider the formulation of (2) in the traveling-voltage-
wave domain using, for example, the X-parameter ter-
minology of Agilent and assuming phase stimulus A11

as zero. (An introduction to X-parameters can be found 
in [20].) Alternatively, this could also be done in terms 
of S-functions or coefficients of the Cardiff model:

.B A
X A X A X A,p

F
S T

1
11

11 21 21$ $ $= + + )c m (3)

In a similar way to S-parameters, these traveling-
wave behavioral model parameters, i.e., X-parameters, 
can be transformed into the equivalent Z-parameters, 
(4), and Y-parameters, (5), considering the algebraic 
transformations given in “Parameter Transformations.”

V I
Z I Z I Z I,p

F
S T

1
11

11 21 21$ $ $= + + )c m (4)

.I V
Y V Y V Y V,p

F
S T

1
11

11 21 21$ $ $= + + )c m (5)

Note that the terms ZF  and YF  actually refer to voltage 
or current sources, respectively, and not impedances 
or admittances as do the rest of the parameters.

At port 2, considering only the fundamental terms, 
(4) can be written as

the designer can easily be dealing 
with a new transistor technology, 
where a nonlinear model is not 
available.
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The generic behavioral model formulation given 
in (3) is capable of being used to provide closed-
form expressions to aid in linear and nonlinear 
circuit designs. However, because of the limited 
number of terms involved in its formulation, it is 
only accurate in the vicinity of the LSOP about which 
they are measured. In this case, this formulation 
simplicity results in limiting their accuracy in large-
signal operation to an area around the fixed load 
impedance, reference impedance ,Zref  set during 
behavioral model parameter measurement. The 
higher the power level is, the more compromised 

the model accuracy. Figure S1 shows the accuracy, 
in terms of (S1), of a 50-X X-parameter model 
with respect to measurements of a heterojunction 
bipolar transistor (HBT) at two power levels (small 
signal and 1-dB compression point). As can be 
seen for small input power levels linear operation, 
the area of good prediction is the complete Smith 
chart, but, at higher power levels, the area of good 
prediction is reduced. Its shape is far from regular 
and gets distorted and compressed. Hence, when 
using these behavioral model parameters to predict 
circuit performance, the selection of the reference 
impedance Zref  is important to ensure accurate 
design predictions. This can be achieved using a 
combined measurement-model extraction procedure, 
based on an analytic-blind-search interactive process 
[32] and summarized in Figure S2. The measurement
system used in this process for behavioral model
parameter measurement was a nonlinear vector
network analyzer (NVNA) with a passive tuner at the
output port (load) used to adjust/set the reference
impedance :Zref

 Error(%)
(watts)

(watts) (watts)
%.

P
P P

100
out
meas

out
PHD

out
meas

$=
-

(S1)

Search Algorithm for Accurate Behavioral Model Parameter Extraction

Figure S1. The HBT PHD 50-X  model (solid) and 
load-pull measured (dotted) output power contours. 
The step size between every two power contours is 
0.2 dB. The load-pull grid for the measurements is 
plotted with gray marks. The input drive is set to (a) 
-20-dBm and (b) 1-dB compression points. The error
contour level percentages, computed through (S1), 
are indicated in the color bar.
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.V Z Z I Z I,
F S T

2 1 21 22 21 22 21$$= + + ) (6)

Thus, the corresponding Z-parameters, as functions of 
the X-parameters, are those shown in Table 1. 

Similarly, at port 2, (5) can be written as

.I Y Y V Y V,
F S T

2 1 21 22 21 22 21$ $= + + ) (7)

Thus, the corresponding Y-parameters, as functions of 
the X-parameters, are those shown in Table 1. 

In circuit analysis, Z-parameters can be used to ana-
lyze series connections of two-port networks, while Y-
parameters can be used to analyze parallel connec-
tions of two-port networks. Clearly, from a combina-
tion of these two operations, any circuit topology can be 
analyzed using the transformed nonlinear behavioral 
model parameters.

Next, we will consider the use of these behavioral 
nonlinear parameters in the analytical analysis of a 
simple nonlinear circuit. The example selected in this 
article is the analysis of the impact of a series feedback, 
which has relevance in both power amplifier and oscil-
lator design.

analytical analysis of Series Feedback
In the design of broadband amplifiers and oscillators, 
it is quite common to add series feedback to the active 
device. Typically, it is not practical to fabricate the 
required RF test structures, to enable direct experi-
mental measurement of the nonlinear behavior of the 
active device with series feedback. However, if this 
device nonlinear behavior is measured and described 
by the behavioral model parameters given by (3), 
these device behavioral model parameters can be 
analytically transformed. This is an analytical com-
putation operation that is very fast to perform; hence, 
the result is instantaneously available, displayed in 
real time. Through (6), the behavioral model param-
eters for the device including a series feedback con-
nection of a known Z-parameters network (Figure 1) 
can be computed [33]. 

Applying (6) [or (S10) in “Parameter Transforma-
tions”], the nonlinear series configuration can be com-
puted by the summation of each voltage vector [V ]. For 
the particular case in which one of the networks is pas-
sive, which is very common in microwave subsystems, 

The first step in this process is to determine the 
initial reference impedance to be used to when 
extracting the first DUT behavioral model parameters, 
i.e., X-parameters. If we assume that there is no
previous knowledge of the active device nonlinear
behavior, then the starting impedance ( ( ))Z i 1ref =

might be set to .50-X
If the impedance location ( )Zopt  to achieve the 

design goal (i.e., maximize output power) computed 

from these initial behavioral model parameters is 
close to ,50 X  the current reference impedance 
( ( )),Z i 1ref =  we can be confident in the predicted 
design outcome and continue with the design 
process. If not, measurements need to be refocused 
around a new reference impedance ( ( )) .Z i 2ref =  This 
new location can be identified by using X-parameter 
analytical computations based on the present 
behavioral model parameters. For, say, a design target 
of maximum output power, analytical constant power 
contour calculation would be used. 

To ensure numerical stability (convergence) in 
practice, it is more appropriate to use a weighted 
average of (Zopt  and ( )Z iref ) to define the new 
impedance location:

 ( ) weight ( ) ( weight) ( ) .Z i Z i Z i1 1ref opt ref$ $+ = + -

(S2)

Once the new impedance location is determined 
and set using the passive tuner, a new set of 
behavioral model parameters, i.e., X-parameters, 
can be measured. This process will be repeated until 
convergence between the design impedance space 
required ( Zopt) and the measurement impedance 
space required ( ),Z i 1ref +  computed using the present 
set of behavioral model parameters measured at 

( ),Z iref  is achieved. Figure S3 shows the outcome of 
this procedure on the studied example for the 1-dB 
compression point. At convergence, power-performance 
predictions using the behavioral model parameters are 
capable of providing an accurate design aid.

5

4.8

4.6

4.8

4.4

4.2

4

3.8

3.6

X-Parameters
Measurements
Power Error

3.4

3.2

3

1.
0

2.
0

12.26 12.06

12.26
12.86

5.
0

11
.6

6

11.
86

11.
86

11.

Zopt

Zref

Figure S3. The HBT PHD model extracted at 
Z Z 37 7jref opt X= = +  (solid) and the load-pull 
measured (dotted) output power contours. The step 
size between every two power contours is 0.2 dB. 
The error contour levels are indicated in the color 
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the incorporation of a series configuration (Figure 1) can 
be analytically described by 

[Id]

[Id] [ ] [ ],

V X X

X X Z I Z I

F a ST a

ST a F a
c

b1
$ $ $

= + +

- + +
-

^
^ ^

h
h h

6 6 6
6 6 6

@ @ @
@ @ @ (20)

where [Zb ] is the Z-parameters of the passive network 
(provided this network can be characterized in terms 
of those parameters), Zc  is the characteristic imped-
ance (a real number), [ I ] is a column vector formed by 
I ,p 1  current terms and their conjugates, [V ] is a column 
vector composed of V ,p 1  voltage terms and their conju-
gates, and [ Id] is the identity matrix.

This computed current–voltage relationship can 
now be transformed back into traveling-voltage-wave 
domain through (S12) and (S13) in “Parameter Trans-
formations,” thus obtaining

 [Id] [Id] Id
[Id] [Id] Id

[Id] [Id]
[Id] [Id]

.

B

X X Z Z Z
X X Z Z Z
A X X X X
X X X X

2
1

2

ST a ST a
c

b
c

ST a ST a
c

b
c

F a ST a ST a F a

F a F a ST a ST a

1

1 1

1

1

#

$ $ $ $

$ $ $ $

$ $

$ $

=

+ - + -

+ - + +

- - + -

+ + + -

-

- -

-

-

J

L

K
K
K
K
K

^ ^^
^ ^^

^ ^^
^ ^

N

P

O
O
O
O
O

h h h
h h h

h h h
h h

6
6 6 6 6
6 6 6 6
6 6 6 6 6
6 6 6 6

@
@ @ @ @
@ @ @ @

@ @ @ @ @
@ @ @ @

(21)

Hence, in summary, the behavioral model param-
eters, X-parameters, of the device with a known series 
connection can be computed from the measured 
device behavioral model parameters, X-parameters, 
using the following:

 [Id] [Id] Id
[Id] [Id] Id

[Id] [Id]
[Id] [Id]

X

X X Z Z Z
X X Z Z Z
X X X X

X X X X

2
1F

ST a ST a
c

b
c

ST a ST a
c

b
c

F a ST a ST a F a

F a F a ST a ST a

1

1 1

1

1

#

$ $ $ $

$ $ $ $

$ $

$ $

=

+ - + -

+ - + +

- - + -

+ + + -

-

- -

-

-

J

L

K
K
K
K
K

^ ^^
^ ^^

^ ^^
^ ^

N

P

O
O
O
O
O

h h h
h h h

h h h
h h

6
6 6 6 6
6 6 6 6
6 6 6 6
6 6 6 6

@
@ @ @ @
@ @ @ @
@ @ @ @
@ @ @ @

(22)

[Id] [Id]

Id [Id] [Id]

Id ,

X X X Z Z

Z X X

Z Z Z

ST ST a ST a
c

b

c
ST a ST a

c
b

c

1

1

1

$ $

$ $ $

$ $

= + - +

- + -

+ +

-

-

-

^ ^^
^ ^^
h h

h h h
h

6 6 6 6
6 6 6
6 6

@ @ @ @
@ @ @
@ @ (23)

where [Id] is the identity matrix. Note that there is a 
special case when the port impedances are equal to the 
negative of ,Zc  in which case the / ( )V I Z  to / ( )A B X  
parameter conversions cannot be performed [34].

The new combined behavioral model parameters,  
X-parameters, still have a design-relevant load imped-
ance area where they remain valid for modeling purposes. 
Note that, when the feedback is added to the active device, 
a translation of this load space is produced. At the device 
plane, this is still the optimum location since the output 
impedance seen by the transistor remains unchanged. 
Figures 2 and 3 show an example of validation of these 
expressions at 5 GHz. In this case, an RF-test structure 
consisting of a silicon–germanium (SiGe) HBT with series 
capacitive feedback is shown in Figure 3(a); it is constructed 
and its nonlinear behavior is directly characterized using 
an NVNA. Figures 2 and 3(b) compare the test structure 
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Figure 1. The series connection of two-port networks. 
(Figure adapted from [33].)
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measured performance to that predicted from the device 
measurements without a feedback component, at different 
output power levels and output impedances.

These results are proof that we can use this behavioral 
formulation to predict not only cascaded network con-
nections but also series network connections analytically. 
While we have not provided experimental proof, we hope 
the reader will accept that we can use the Y-parameters 
in a similar way to predict parallel network connections.

analytical Determination of load-pull 
contours and Optimum impedance
Other design aids that may be useful to designers of non-
linear circuits are analytic expressions to provide early 
predictions of the large-signal power contours and the 

optimum impedance for maximum output power. Usu-
ally, load-pull contours are only obtained after perform-
ing measurements or simulations with a compact model 
or a load-dependent behavioral model [35], [23] over a 
large set of load impedances. In all these cases, this can 
be time-consuming. Analytic calculations of these curves 
from a reduced set of behavioral model parameters, de-
termined after a limited number of measurements or 
simulations at a selected or initial Zref  can speed up the 
load-pull measurement [36] or design procedures [37]. 

To enable this functionality, closed-form expressions 
for the power contours and the optimum impedance 
as function of the device behavioral model parameters 
have been derived [32]. Figure 4 shows a general sche-
matic diagram of a transistor with input and output 

If we consider the simplified behavioral model 
parameter formulation in (2), considering only the 
fundamental and second harmonics terms, the 
system response at port 2 in matrix format can be 
described as follows:
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(S3)

In the complex phasors ,B A, qnp m  and complex 
parameters , ,X X ,pm pm qn

F S  and ,Xpm,qn
T  p 2^ h and ,q 1 2^ h 

are the port indexes, ,m 1 2^ h and ,n 1 2^ h are the 
harmonic indexes. A matrix description of (S3) would be

(DC, ) (DC, )

(DC, ) (DC, ) .

B A X A

X A A A

F

ST

11 11

11 11$

=

+

6 6
6 6

@ @
@ @

(S4)

We can transform (S4), to obtain the Z-parameters 
matrix, considering the relationship between voltage 
or current, and incident and scattered traveling waves. 
In matrix format, this relationship can be expressed as

[ ] [ ]V A B= +6 @ (S5)

[ ]
[ ] [ ]

.I Z
A B

c
=

-^ h
(S6)

Using (S4) in (S5), and rearranging terms, we obtain

[ ] .V X X Id AF ST= + +^ h6 6 6 6@ @ @ @ (S7)

Then,

[ ] .A X Id V XST F1
$= + -

-^ ^h h6 6 6 6@ @ @ @ (S8)

Similarly, using (S4) in (S6) and rearranging terms 
we obtain

[ ] Id [ ] .A X X Z IST F
c

1
$= - +

-^ ^h h6 6 6@ @ @  (S9)

Therefore, making both expressions equal for the 
A-waves, (S8) and (S9), we obtain the relationship
between the voltage and current vectors

[Id] [Id]

[ ] ,
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X Z I

ST STF

F
c

1
$

$ $

= + + -

+

-^ ^
^

h h
h
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6

@ @ @ @
@ (S10)

where Zc  is the characteristic impedance, a real 
number; [ ]I  is a column vector of I ,p m  current terms 
and their conjugates; and, finally, V6 @ is a column 
vector of V ,p m  voltage terms and their conjugates. 
Note that the inverse matrix exists if its determinant is 
not zero; for physically valid X-parameter values, the 
inverse matrix must exist. 

Equation (S10) can be used to obtain Z-parameters 
as functions of the X-parameters. Similarly, we can 
obtain the matrix expression of the terminal currents 
as functions of the terminal voltages and the X-
parameters:

[ ] / / ( [Id]

[Id] .

I Z X Z X

X X V

1 1c
F

c
ST

ST F1

$ $

$ $

=- + -

+ - +
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From this expression, we would identify the Y-param-
eters as functions of the X-parameters. This formula-
tion may also be used to compute series and parallel 
network connections. 

In the case of transforming Z-parameters back 
to X-parameters, it is helpful to make use of the 
following relationships:

[ ]
[ ]

A
V Z I

2
c

=
+^ h6 @

(S12)

[ ]
[ ]

.B
V Z I

2
c

=
-^ h6 @

(S13)

Parameter Transformations
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matching networks. In this figure, the different param-
eters we will use in the development of the algebraic 
expressions are defined.

We can express the RF power Pout  delivered at the 
transistor output at the fundamental frequency in terms 
of traveling-voltage waves at that transistor port as 

.P Z B A2
1

out
C

2
2

2
2= -^ h (24)

Using (3), to describe B2  in terms of A2  waves through 
the transistor behavioral model parameters; load-inde-
pendent X-parameters, we obtain the closed-form (25) 
that is able to predict the output fundamental power

.P Z X X A X A A2
1

out
C

F S T
21 22 2 22 2

2
2

2= + + -)^ h  (25)

The simplified formulation used in (25) assumes 
that all the harmonic terminations are .50-X  As a con-
sequence, the Aqn  waves (following the index nota-

tion in [32]) can be neglected for .n 12  The Aqn  waves 
only have a fundamental frequency component; the  
harmonic indexes in (25) are equal to .m n 1= =  This is 
why we do not explicitly write these indexes in (25) to 
simplify notation. This “one harmonic” approximation 
is valid, for example, in oscillator design, provided the 
resonator quality factor is large, since the harmonic com-
ponents will be drastically attenuated. Otherwise, the 
accuracy in the prediction will decrease, but we will still 
have better predictions than when using S-parameters. 
The above assumption will be considered for the rest of 
the expressions. 

Z2
Z1

Zopt

Zopt = I2

-V2
a

Zload = I2

-V2

V2
b

V2
a

V2

I2

I2

10.0

7.5

5.0

2.5

0.0

-2.5

-5.0

-0.8 -0.6 -0.2 0.0 0.2 0.4 0.6 0.8-0.4

-7.5

-10.0

I 2 
(m

A
)

V2(V)
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Figure 2. Large-signal (1-dB compression point) and small-signal (-25-dBm) output RF loadlines at .Zopt  The behavioral model 
was extracted at ,Zopt  which was determined using the search algorithm described previously. The transistor load impedances 
investigated to check impedance range validity, in Figure 3, are shown on the Smith chart: ,68 . . ,Z j Z j19 2 17 4 81 2X X= + = +  
and ..Z j34 9 6opt X= +  (Figure adapted from [33].)

these advanced measurement 
systems have stimulated the 
development of a new class of 
behavioral models defined in the 
frequency domain.
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Equation (25) can be expanded and rearranged into 
an equation that has the form of a general conic section, 
specifically an ellipse, representing a contour of con-
stant power on ,A2  on the condition that

X Z P2 0out .
F

C21
2

!- (26)

The contour of constant power can then be repre-
sented by (27), which is the polar form of an ellipse, 
such as the one represented in Figure 5. The full deri-
vation of (27) can be found in [32] and [37]

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ,
cos cos sin sin

cos sin sin cos
C C r r

j r r
E A B
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z z i z i

z i z i

= + +

+ -

^
^

h
h (27)

where z is the phase on the A2  plane, which is in the range 
between zero and ;2r i  is the ellipse’s main axis angle; CE  
is the center; and rA  and rB  are the ellipse radii (Figure 5).

The ellipse parameters are functions of the behav-
ioral model parameters, X-parameters, and can be 
obtained through the following: 
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F X Z P2 out
F

C21
2

= - (39)

K F A C B2 .
2 2a b ab= - - - (40)

From the expression of the constant power on the 
A2  contour (27), the equation for the reflection coef-
ficients at the transistor output terminals compatible  
with A2  can be easily obtained through (41). The 
results can be seen in Figure 6:

Imag (A2)

C (U)

Real (A2)

CE
Ref

U
i

Figure 5. The definition of the contour of constant power 
on the A2  plane.

15

10

5

-0

-5

-
1.0

-
0.

8
-
0.

2
0.

0
0.

2
0.

4
0.

6 1.00.
8

-
0.

4

-10

-15

I 2
 (m

A
)

V2 (V)

Z2

Z1

Measurements
Algebraic
Computation

-
0.

6

(a)

(b)

Figure 3. (a) The manufactured series configuration in hybrid 
microwave integrated circuit (HMIC) technology.  
(b) The measured and modeled large-signal RF output
behavior at the Z1  and Z2  load impedances (Figure 2). Note
that, in this case, the behavioral model is extrapolating from
the measured performance at .Zopt  (Figure adapted from [33].)
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Figure 4. A schematic shows the definition of the impedances 
and reflection coefficients used in the analysis.
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The maximum output power is located at the cen-
ter of the ellipse. Therefore, the load impedance for the 
maximum power design as a function of input power 
amplitude is given by

.
X X j X j

j
Max
power

L F S T
21 22 22a b a b

a b
C =

+ - - + - +

- -

^ ^h h  (42)

Moreover, the maximum transistor output power 
can also be computed as a function of the X-param-
eters and, thus, in terms of the input power ampli-
tude from 

.P Z
X A C B

2
2

Max
C

F
21

2 2 2a b ab
=

- - -
(43)

If the obtained maximum output power closed-form 
expression is plotted, it can be observed that this func-
tion presents a maximum (Figure 6) that may be used 
as the optimum operation point for maximum oscilla-
tor power in the oscillator design. This optimum point 
corresponds to a terminating impedance that can be 
calculated through (42). Figure 6 shows the validation of 
these equations with Advanced Design System simula-
tions using the X-parameters model of a SiGe HBT. 

analytical Determination of input and  
Output reflection coefficients and  
negative resistance Boundaries
As another example of analytic aids to nonlinear cir-
cuit design, we may consider algebraic expressions for 
the input and output reflection coefficients of a tran-
sistor, hence the calculation of the negative resistance 
boundaries curves between the energy-delivering and 
energy-absorbing regions on the Smith chart. Note that 
these parameters are drive-power level dependent [38]. 
This graphical design guide information is very useful 
in directing the design of power amplifiers and oscil-
lators. The negative resistance boundaries 1INC =  or 

1OUTC =  have similarities to the linear stability cir-
cles, if only from a design point of view. Even though, 
at small-signal levels, they overlap the stability circles, 
they are not sufficient to fully predict transistor in-band 
and out-of-band stability in the large-signal regime. 

We can obtain the algebraic expressions of these 
design parameters by manipulating traveling-wave 
relationships, as in the case of the power contours and 
under the same simplifying assumptions [38]. 

In the case of the input reflection coefficient, we 
can write

,
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From (45), the A2  traveling-voltage wave can be 
expressed as a function of the input wave A1 :
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By replacing (46) in (44), we obtain
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 (47)

A
na

ly
tic

al
 C

on
to

ur
s

H
B

 P
ow

er
 C

on
to

ur
s

Figure 6. The 5-GHz HBT load-pull power contours 
computed by harmonic balance (HB) simulation (plus 
marks) and analytically, by the algebraic expressions (solid). 
The step size between power contours is 0.1 dB. The input 
drive is set to 1-dB compression point.
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50 X

8 dBm

-30 dBm Measurements
Analytic Computation
S-Parameters

Figure 7. The HBT measured and modeled (with X-
parameters and S-parameters) 5-GHz input reflection 
coefficient versus input power for two different transistor load 
impedances: 50 X  and .34 9.6Z jopt X= +  Note that the 
behavioral model used was extracted at 34 9.6 ,Z jopt X= +  
and the harmonic impedances were set to .50 X  (Figure 
adapted from [38].)
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Figure 7 shows the experimental validation of 
(47) versus power for an HBT device at two different
load impedances. Also shown is the prediction from
small signal S-parameters, which is clearly drive-level
invariant and, hence, erroneous. Even though the
X-parameters were measured at a load impedance at

. ,Z j34 9 6opt X= +  they are able to provide good pre-
dictions with power for a 50-X  load impedance.

In a similar way, we can obtain the output reflec-
tion coefficient as a function of the behavioral model 
parameters (48)

,X X X
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22C D
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The negative resistance boundary loci between the 
negative (energy delivered) and positive (energy absorb-
ing) real output/input impedance regions on the corre-

sponding source/load impedance reference plane can 
be obtained by solving (47) and (48) for 1INC =  and 

,1OUTC =  respectively. The solution ,1INC =  loci, 
located on the load LC  plane, lies, in this case, not on a 
simple circle as in small signal, but on a quartic plane 
curve that can be expressed by the implicit form in (50). 
Note that as the input drive is reduced and as the XT  
terms tend to zero, this expression simplifies to a simple 
circle, identical to that predicted by the S-parameters 
and commonly referred to as the “output stability circle.”

The solution ,1OUTC =  loci, located on the source SC  
plane also lies on a quartic plane curve and its expres-
sion is similar to (50) with slightly different terms.
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where parameters , , , ,a b c d  and e  can be expressed as a 
function of the behavioral parameters, as detailed in [38].

Figure 8 shows the validation of (50) at 5 GHz by 
comparing analytical computations with simulations 
from a time-domain, table-based model performed 
on the circuit shown in Figure 2, the HBT with series 
feedback. The computation of these curves numerically 

ZRef

1 dBm

-30 dBm

-10 dBm

-5 dBm

0 dBm

HB Simulation of TD Model
Analytic Computation

Figure 8. The large-signal 1INC =  curves of the series 
connection (Figure 2). The area to the left of the loci 
corresponds to the negative real-impedance region. The 
transformed Zref  for the HBT with the series connection is 
also shown on the plot. (Figure adapted from [38].)
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Figure 9. A schematic of the two-port oscillator, with the 
definition of the impedances and reflection coefficients 
used in this section. Note that some of the definitions are 
different from those used in previous sections.
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Figure 10. A flowchart of the negative-resistance method 
for RF oscillator design.
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with HB simulations 
took approx i mately 
12 min, while the analyt-
ical approach allows for 
instantaneous computa-
tion, providing real-time 
design feedback. 

The application of 
these complex but useful 
analytical expressions 
will be considered in the 
next section. 

case Study: Free-
running Oscillator 
Design
Free-running oscillators 
play an important role 
in the frequency-con-
version stages in com-
mu nicat ion systems 
[39]. These circuits self-
generate a signal whose 
fundamental frequency 
strongly depends on 
the values of the circuit 
elements. Therefore, 
the circuit must be ac-
curately designed to 
obtain the desired os-
cillation frequency and 
acceptable performance 
in terms of RF output 
power and dc to RF con-
version efficiency. 

Since oscillator design is usually a numerical complex 
task, aided by nonlinear simulators and nonlinear empir-
ical models (both compact and behavioral [25]), the pre-
viously discussed analytical expressions can guide the 
design flow by providing instantaneous real-time com-
putations of the network nonlinear basic performance.

Our starting point in this case study is the negative-
resistance method for RF oscillator design (Figures 9 and 
10). This popular analytical procedure is mainly based on 
a combination of linear assumptions, relying on S-param-
eters coupled with the assumption of a linear dependence 
of the real input impedance of the active device with the 
signal amplitude (to compute the resonator resistance 
for maximum oscillator power) [37]. We will follow this 
method to design a 5-GHz HBT-based free-running oscil-
lator, but applying the previously developed analytic 
expressions based on behavioral parameters to account 
for fundamental nonlinear device behavior.

Note that, in the literature, other methodologies 
for oscillator design can be found that significantly 
improve the classic approach shown in Figure 10. This 
is the case of HB-based numerical design methods, 
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Figure 12. The input negative resistance boundary and 
constant power contours of the HBT with series feedback 
at the fundamental frequency, 5 GHz (load plane). The 
constant power contours are plotted for .A 0 41 =  (1 dBm). 
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Figure 11. The nonlinear analytical oscillator design technique.
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where the auxiliary generator technique is one of the 
most extended [40], [41]. Nevertheless, one drawback of 
this method is the time-consuming, simulator-based 
oscillator design steps required to obtain an optimum 
design solution, hence the solution is not always easy 
to achieve. For this reason, it would still be helpful to 
guide the numerical procedure using nonlinear ana-
lytical design aids, enabling real-time synthesis and 
quickly providing an initial valid design solution. 

The oscillator design procedure considered in this 
section can be briefly described through the follow-
ing steps [37], which are summarized in Figure 11. 

1) A potentially unstable biased transistor able to
provide the desired frequency, output power, and
phase noise specifications for the oscillator circuit 
is selected.

2) The appropriate transistor terminating (output refer-
ence) impedance, following the blind iterative pro-
cess described in “Search Algorithm for Accurate
Behavioral Model Parameter Extraction,” to obtain,
in this example, maximum output power, is selected.

3) The load-independent behavioral transistor model, 
i.e., X-parameters, at the computed (in Step 2) refer-
ence output impedance to predict oscillator design
impedance space is extracted. Note that Steps 2
and 3 are coupled through the search algorithm.

4) The analytical selection of the terminating load ZT

to simultaneously achieve maximum transistor out-
put power and negative resistance at the transistor
input ( )1>INC  can now be undertaken.

The determination of the negative resistance 
space as a function of the input drive is crucial, if we 
want accurate oscillator design. It is very useful, then, 
to know 1INC =  boundary versus power at the 
desired oscillation frequency. For that purpose, we 
will use the analytical (50) to provide design guid-
ance. Simultaneously, we will use the analytical (41) 
to predict the output power contours and guide the 
design toward achieving maximum output power.

Figure 12 shows an example of power contours 
and 1INC =  curves versus power at 5 GHz for an 
HBT with capacitive feedback. Behavioral param-
eters were extracted at .Z j34 9 6ref X= +  chosen 
after following the search algorithm.

5) The resonator (input) impedance ZRES  is selected.
The nonlinear input impedance ( )ZIN  may again be
computed analytically by means of (47). This power-
dependent analytical expression predicts INC  of the 
nonlinear circuit in large-signal operation and from 
it, the resonator impedance ZRES  adequate to obtain 
maximum steady-state oscillator power.

Figure 13 shows the input resistance, ,RIN  for 
the example in Figure 12, which is clearly non-
linear with the input injection. Thus, the linear 
assumption in the conventional method might 
produce inaccurate results.

From (47), the power delivered to the resonator by 
the transistor can be easily determined through 

.
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2
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This power, calculated by means of (51), is a non-
linear function of the amplitude of A1  and presents 
a maximum for a specific value of A1  and, thus, for 
a specific input impedance .ZIN  Therefore, to calcu-
late the resonator impedance that obtains maximum 
oscillator power, we only have to plot the analyti-
cal expression of the oscillator resonator power and 
the maximum position can thus be determined. For 
this value, the correspondent input reflection coef-
ficient can be calculated from (47) (Figure 13). Once 
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Figure 13. The input negative-resistance at the network 
series connection (HBT with feedback and terminating 
network) computed from (47).

Figure 14. The common-emitter 5-GHz-based oscillator 
circuit.

TABlE 2. The HBT-based oscillator: analytical 
method versus HB simulation.

Frequency 
(GHz)

power, Fundamental 
Frequency (dBm)

Analytical 
X-parameters
method

5.00 10.61

HB simulation 5.01 10.64



September/October 2014 

the optimum input impedance is obtained ( ),ZIN  the 
optimum resonator impedance ( )ZRES  would be cal-
culated to fulfill the oscillation steady-state condi-
tion through

( ) ( , ) .Z Z ARES IN0 0 0~ ~=- (52)

A more detailed description of this method can be 
found in [37], where results of the application of this proce-
dure to design HBT-based 5-GHz free-running oscillators 
are shown. 

The procedure outlined here provides for a nonlin-
ear analytic aid to oscillator design, based on a lim-
ited set of measured behavioral parameters, to obtain 
the optimum values for ZT  and ZRES  in real time. The 
last step of the design procedure will be the synthesis 
and optimization of the matching networks to achieve 
the performance compatible with ZT  and .ZRES  For 
this specific purpose, simulation aids such as HB or  
S-parameters may be extremely helpful.

A validation of the solution obtained using this
procedure to design a HBT-based 5-GHz free-run-
ning oscillator is shown in Table 2. In this example, 
the optimum values for ZT  and ZRES  were obtained 
from the analytical design procedure and used ana-
lytically or numerically (in HB simulations with the 
X-parameters transistor model) to compute the oscil-
lator performance. Table 2 shows the comparison of
the analytically predicted performance and the simu-
lated (HB, oscillator mode) one. Note that the main
advantage of using this analytical design method is
to quickly obtain a valid solution; i.e., the optimum
values for ZT  and ZRES  compatible with the oscilla-
tor desired performance. In this way, the computed
behavioral parameters can be used in the analytical
expressions to provide design guidance toward an
optimum solution, making more efficient use of the
time spent on design.

This design method does not include any approxi-
mations outside those considered in the behavioral 
transistor description. Hence, the higher the Q  of the 
resonator, the less impact this approximation will 
have, since the role of harmonics is less important. In 
addition, spurious oscillations are also less probable. If 
further analysis were required, e.g., due to a low ,Q  the 
oscillator designed through this method could be later 
implemented in a CAD simulator and analyzed for 
stability using some of the proposed methods based 
on numerical simulations [42]. Note that an additional 
rigorous stability analysis of the obtained steady-state 
solution may also be necessary using numerical pole-
zero identification or Nyquist criterion.

The designed oscillator prototype and measured 
response are shown in Figures 14 and 15, respectively. 
The results are within the tolerance of the fabrication 
process, substrate, and discrete components [37]. 

conclusions
Exploiting mathematical formulations of nonlinear 
behavior defined in the frequency domain, analyti-
cal design aids have been formulated, similar to those 
developed from S-parameters, that can be used to guide 
the nonlinear circuit design flow. To date, the formula-
tions derived have focused on predicting performance 
in terms of varying the fundamental load impedance. 
However, it is envisaged that additional formulations 
will emerge that can also consider harmonic source and 
load terminations.
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