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Near-surface wind (simply referred to as wind or surface
wind hereafter) has countless sociological, political,

INTRODUCTION

Abstract

This work improves the characterization and knowledge of the surface wind cli-
matology over Europe with the development of an observational database with
unprecedented quality control (QC), the European Surface Wind Observational
database (EuSWiO). EuSWiO includes more than 3,829 stations with sub-daily
resolution for wind speed and direction, with a number of sites spanning the
period of 1880-2017, a few hundred time series starting in the 1930s and rela-
tively good spatial coverage since the 1970s. The creation of EuSWiO entails the
merging of eight different data sets and its submission to a common QC. About
5% of the total observations were flagged, correcting a great part of the extreme
and unrealistic values, which have a discernible impact on the statistics of the
database. The daily wind variability was characterized by means of a classifica-
tion technique, identifying 11 independent subregions with distinct temporal
wind variability over the 2000-2015 period. Significant decreases in the wind
speed during this period are found in five regions, whereas two regions show
increases. Most regions allow for extending the analysis to earlier decades. Cau-
tion in interpreting long-term trends is needed as wind speed data have not been
homogenized. Nevertheless, decreases in the wind speed since the 1980s can be
noticed in most of the regions. This work contributes to a deeper understanding
of the temporal and spatial surface wind variability in Europe. It will allow from
meteorological to climate and climate change studies, including potential applica-
tions to the analyses of extreme events, wind power assessments or the evalua-
tion of reanalysis or model-data comparison exercises at continental scales.
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economic and environmental implications. It is a domi-
nant factor affecting, among some others, the transport
and dispersion of pollutants and pests, evapotranspira-
tion processes and crop growth (Cleugh et al., 1998;
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Marsac and Le Blanc, 1998; Darby, 2005; Farquhar and
Roderick, 2007; McVicar et al.,, 2012). Therefore, an
improved understanding of wind variability at different
timescales is key, not only because it offers important sci-
entific challenges but also because it is policy relevant for
better planning and adaptation. Such progress in under-
standing wind variability is gained from the analysis of
model simulations and observational products.

In recent years, modelling capabilities have allowed the
analyses of wind speed and wind power projections and the
impact of climate change on these variables have increased
(Tobin et al., 2015, 2016, 2018; Reyers et al., 2016; Carvalho
et al., 2017, Wohland et al., 2017; Karnauskas et al., 2018).
However, while historical and scenario simulations are
informative about the responses of atmosphere circulation
to external forcings (Eyring et al., 2016), they will not grasp
the actual trajectory of the real climate system which is
dependent, to a large extent, on internal variability. To assess
the actual evolution of wind fields and to evaluate climate
models, observational products are needed. Reanalysis are
hybrid products that combine a so-called frozen state-of-the-
art numerical model with the assimilation of past observa-
tions from several sources (Fujiwara et al., 2017) to produce
uniform in time and space data sets of multidecadal
(e.g., ERAS5; Hersbach et al., 2020) and even centennial
(e.g., 20CRc2c; Compo et al., 2011) length. The assimilation
of observations drives the model close to the actual variabil-
ity of the variable of interest. In the case of wind-related var-
iables, this enables producing wind resource assessments,
typically after downscaling the large-scale information to
regional or local-scale products through using meso- and
micro-scale models (Dorenkdmper et al., 2020; Hahmann
et al., 2020), or directly using regional reanalyses (Kaspar
et al., 2020). Reanalysis products provide large inter-model
consistency and virtually an observational quality in areas of
larger observational density, and still offer useful informa-
tion as a means of physical interpolation in areas of data
scarcity (Brands et al., 2012; Ramén et al., 2019). However,
for the case of surface wind, owed to the different model
physics, assimilation networks and observational uncer-
tainties, different reanalysis products show large differences
in regional multidecadal trends (Chen et al, 2013;
Hartmann et al., 2013; Olauson, 2018; Ramon et al., 2019;
Lucio-Eceiza et al., 2020).

An alternative to reanalyses are satellite based and
near-surface observations. Satellite observations (Zhang
et al., 2006; Atlas et al., 2011) allow for global coverage over
ocean basins. They offer high temporal and reasonably
high spatial resolution, although the time span is limited
and they are sensitive to the use of different sensors, cali-
bration and measurement methods as with other satellite
observations (Hartmann et al., 2013; Kent et al., 2013). In
turn, onsite near-surface observations are provided at wind
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tower and meteorological station data. Such observations
offer the most valuable and trustful information of near-
surface local wind speed, as the measurements reflect all
the cascade of interactions from the large-scale down to the
particularities of a given site (Dorenkdmper et al., 2020).
Wind towers are particularly relevant for the energy sector
as they provide information about the wind resource at
hub height. However, their time and spatial coverage is
limited, particularly owed to restrictions from the private
sector (Standen et al., 2017, Ramon et al., 2019). Surface
site observations are comparatively more abundant (Staffell
and Pfenninger, 2016; Harris et al., 2020), but still, unlike
temperature or precipitation, long time series of surface
wind observations are difficult to find (Valero et al., 1996;
Molina et al., 2021) and the limited spatial density of sta-
tions in some areas, particularly in those of complex orog-
raphy, hampers a realistic representation of wind
variability (Jiménez et al., 2008).

Additionally, as in the case of reanalysis products, both
satellite and surface based data sets present large discrepan-
cies in different regions of the globe in the representation of
multidecadal trends (Hartmann et al., 2013). Discrepancies
occur at regional and continental scales both within products
of the same nature, like for different satellite (Zhang
et al, 2006; Atlas et al., 2011) or surface wind (Pryor
et al., 2009; Smith et al., 2011; Minola et al., 2016) data sets
and also resulting in differences among different reanalysis,
satellite or surface wind data sets. Indeed, with some discrep-
ancies across data sets (McVicar et al., 2012; Azorin-Molina
et al., 2014, 2016) positive trends are found over some ocean
basins (Wentz et al., 2007; Tokinaga and Xie, 2011; Young
et al., 2011) some coastal areas (Pinard, 2007) and high-
latitude regions (McVicar et al., 2012; Minola et al., 2016).
However, multidecadal trends over land areas have been a
matter of debate, often related to the detection of
diminishing wind speed (Roderick et al, 2007; Vautard
et al., 2010; McVicar et al., 2012), although recently, global
trends have been detected to reverse to positive after 2010
(Zeng et al., 2019). This so-called stilling effect has been dis-
cussed to be potentially related to different problems or
mechanisms: either internal variability and thus related to
large-scale circulation changes (Jiang et al., 2010; Torralba
et al., 2017; Wu et al., 2018; Lucio-Eceiza et al., 2019, 2020),
changes in the land use or land cover (Vautard et al., 2010;
Guo et al., 2011; Bichet et al., 2012; Wever, 2012) or problems
in data quality (Zahradnicek et al., 2019).

Therefore, the availability of either observational or
hybrid model-observational products that consistently
describe inter-annual, decadal and multi-decadal time-
scales is still a challenge for many regions. Specifically,
the European region is an interesting case that gathers
some of the longest time series of surface wind. Many dif-
ferent national services in Europe have been monitoring
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surface wind, as other meteorological variables, with rela-
tively good density, incorporating often different mea-
surement procedures, data management or quality
control (QC) approaches (Jiménez et al., 2008; Smith
et al, 2011; Kaspar et al, 2013; Lorente-Plazas
et al., 2015; Dunn et al., 2016).

This study is specifically oriented to the development
of the European Surface Wind Observational data set
(EuSWiO) after integrating information of wind speed
and direction from several global-scale data sets, as well
as from a few national meteorological services (eight dif-
ferent sources in total). The resulting data set has
benefited from the spatial and temporal coverage and res-
olution of the contributing sources.

The information provided by the various data sources
may have been tested for quality in different ways
(Lott, 2004; Dunn et al., 2012, 2016; DWD, CDC, 2018). A
number of QC routines has been applied here to account
for errors derived from data management and measure-
ment issues based on the routines developed in Lucio-
Eceiza et al. (2018, 2018), who evaluated 526 sites over
northeastern North America. Here those routines are
adapted to about 7.5 times more data spanning mostly
since the 1970s to present, including a smaller group
(ca. 2%) reaching back to the first decades of the century.

The results of the QC will provide information about
typical problems in surface wind over Europe and the
spatial and temporal distribution of their occurrence. The
QC analyses included herein do not produce an error free
data set because QC tests can be subjected to future
improvements or the routines can be improved or
expanded with new tests in the future. These routines
address different types of errors related to data manage-
ment and other measurement-related pathologies, both

TABLE 1

in wind speed and direction. Additionally, tests included
target long-term changes for wind direction, but not for
wind speed. Therefore, any evaluation of long-term
trends in wind velocity must be done with care and
future versions of the data set will consider implementing
homogenization corrections.

Section 2 provides an account of the QC methods,
diagnoses on the impacts of the QC and description of
the data set climatology used hereafter. The results of the
QC are described in Section 3, including the information
about the spatial and temporal dependencies of the errors
detected, as well as illustrative examples of their behav-
iour and the amount of records affected. Finally, a basic
assessment of the climatology before and after the appli-
cation of the QC and a first description of multidecadal
trends is also provided, allowing for an initial assessment
of multidecadal variability.

2 | DATA AND METHODS

2.1 | Compilation and merging

EuSWiO blends the information of global and
pan-European wide (—30°-45°E x 25°-74°N) data sets
that are publicly available (see Table 1): the National
Center for Atmospheric Research (NCAR), the Global
Telecommunications System (GTS) and the European
Climate Assessment and Dataset (ECA&D). It integrates
additionally data, provided on a basis of opportunity,
from some national meteorological services: the
Deutscher Wetterdienst (DWD), the Royal Netherlands
Meteorological Institute (KNMI) and the Swedish Meteo-
rological and Hydrological Institute (SMHI). Only records

Original data sources composing EuSWiO (acronyms in column 1): Number of time series available from each source

(column 2), temporal resolution (column 3), time span (column 4), and additional bibliographic and web information (column 5). NCAR1,
NCAR2 and NCAR3 refer to the NCAR data sets included: ds461.0, ds464.0, and ds463.3, respectively

Data set Time Temporal Time

Acronym Series Resolution Span

NCAR1 3,693 1,3,6h 1999-2017
NCAR2 3,987 1,3,6h 1975-2007
NCAR3 185 1,3,6h 1929-2011
GTS 3,694 6 h 1980-2017
ECA&D 405 1d 1877-2017
DWD 337 1h 1893-2017
KNMI 58 1h 1950-2017
SMHI 521 1,3,6h 1940-2017
EuSWiO 12,880 1,3,6h,1d 1929-2017

Additional information

ds461.0 (NCEP, 2004); https://doi.org/10.5065/4F4AP-E398

ds464.0 (NCEP, 1980); http://rda.ucar.edu/datasets/ds464.0
ds463.3 (NCEP, 2005); http://rda.ucar.edu/datasets/ds463.3

See also Smith et al. (2011)

WMO (2015)

Klein Tank et al. (2002)

DWD, CDC (2018)
https://www.knmidata.nl/data-services/knmi-producten-overzicht

https://www.smhi.se/data/oppna-data
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with information for both (nominally) 10 m wind speed
and direction were collected, adding up to a total of
15,970 time series for each wind variable.

The incorporation of data from different sources
made it necessary to perform a standardization of for-
mats, dates, missing data and other codes. One example
is the criteria to define calm and true north wind direc-
tions. A value of 0° was assigned for calm cases, differen-
tiating it from the true north case, when wind speed is
identified with 360°. Typographical, chronological errors
and repeated dates were also addressed while compiling
each individual data set. Hourly time series were created
for the entire data set, using a missing code when the res-
olution was lower. Recording time was in UTC and units
for wind speed (direction) in m-s™" (degrees). Data from
February 2001 to July 2002 from the ds461.0 data set
from NCAR were transformed from knots to m-s™" fol-
lowing Schuster (2003).

An initial screening of time series was made dis-
carding cases in which the total time span of the records
was <1 year or for which the metadata indicated changes
in their position larger than 1 km. The resulting data set
comprised 12,880 time series for each wind speed and
direction. Table 1 and Figure 1 describe the availability of
information at this stage of the QC. Table 1 indicates the
source of data, the amount of time series collected, their
resolution and time span. The largest contribution is
from the NCAR data sets, followed by the GTS. Except
for the daily resolution of ECA&D, all incoming data had
intra-daily resolution. The data cover not only the
European domain but also beyond this region, for exam-
ple, to the east of Europe and south of the Mediterra-
nean. Figure 1a illustrates the heterogeneous density of
time series, larger over central Europe (mostly a contribu-
tion of DWD and KNMI; Figure 1b) and lower in eastern
Europe and northern Africa. Time series from different
sources may have a very different time span (Figure 1c),
overall showing many cases reaching back to the 1970s
and some back to the first half of the 20th century.

As shown in Figure 1b, several sources can provide
information from coincident sites. This information may
not be identical, with versions of the same site having dif-
ferent temporal resolution, time span or different previ-
ous quality assessments may have been applied to each.
We follow a similar approach to Rennie et al. (2014) to
merge time series corresponding to the same site. To
identify records that belonged to the same site, each time
series was compared to all those within a distance of
10 km using root mean squared differences (rmsd) and
considering the data at the lowest common time resolu-
tion. Minimal rmsd values helped to identify time series
of the same site. Comparisons were also made, regardless
of their position, if available metadata showed common
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codes (e.g., WMO). For the merging process, the time seg-
ments provided by different institutions followed a hier-
archy. For example, the segments coming from national
institutes were considered over any other source, as they
offered the highest resolution (Table 1) and were
expected to have a better quality as well. Data that
offered no improvement in a resolution or time extent
over other existing records were discarded. Because of its
daily resolution (Table 1), ECA&D received the lowest
priority, keeping its information when no other source
provided data for a given time interval.

The merging procedure led eventually to 3,936 final
time series corresponding each to a different site. Such
station information was typically the result of integrating
between 1 and 11 time series (Figure 1d,e), with higher
numbers for central and northern Europe, where more
sources of data overlap (Figure 1b). The resulting cover-
age extends over Europe and borderlands, although the
density of station sampling is, as discussed earlier, hetero-
geneous. The time span of data focuses mostly on the last
two decades with 70.1% of the records starting after 1990,
21.4% of the records start within the period of 1970 to
1990, 6.4% between 1950 and 1970, and with 2.1% of the
records reaching back the first half of the 20th century.

It is likely that some of the original data had been
previously quality controlled to some extent. However,
metadata reporting on this process were available to a
limited extent. Therefore, the same QC routines have
been uniformly applied to all time series.

2.2 | EuSWiO: Quality control

The QC applied follows the procedures in Lucio-Eceiza
et al. (2018, 2018), grouped into five steps. The first steps
deal with issues often related to data storage and manage-
ment (Lucio-Eceiza et al., 2018), whereas the latter ones
deal with measurement or instrumental problems, like
unreliable performance, calibration, siting and changes
in exposure of the surrounding environment, among
others (Lucio-Eceiza et al., 2018). For the sake of concise-
ness only a brief synthesis of each step of the methodol-
ogy is included here. Section 3.1 shows the results to the
corresponding steps presented below.

Step 1. Intra- and inter-site duplications are duplicated
periods of data within the same station or between two
different station reports, respectively, which may appear
during any step of data transcription (Kunkel et al., 1998;
Durre et al., 2010; Lawrimore et al., 2011; Dunn
et al., 2016; Lucio-Eceiza et al., 2018). Thus, chains of
repeated non-missing observations were inspected. Tran-
scription errors are prone to happen at identical or simi-
lar dates, helping as an additional condition to discern
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erroneous periods. Chains of constant periods were
targeted in step 3 and thus, not considered herein. Nei-
ther were chains of repeated data shorter than 15 observa-
tions as they could be due to natural causes (Jiménez
et al., 2010; Lucio-Eceiza et al., 2018).

When a duplication was found, the evaluation of
whether one of the two time segments was correctly
placed was done via correlations with neighbour stations,
expecting high significant correlations with the correct

1922 1970 2018
Time (year)

time intervals. If the use of neighbouring information
from EuSWiO was not conclusive, correlations with
ERA-Interim reanalysis (Dee et al., 2011) were used. If
these comparisons did not help to identify the correct
time interval, both periods were erased.

Step 2. Consistency in values tests address the detection
of impossible observations. While minimum wind speed is
obviously zero, different approaches can be used to set a
physical maximum wind speed (Chavez-Arroyo and
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Probst, 2015; Lucio-Eceiza et al., 2018). Due to the lack of
instrumental metadata, the upper limit was set to the maxi-
mum wind speed observed (113.2 m-s™"), updated from the
official WMO climate extreme repositories following Dunn
et al. (2012). Thus, all wind direction (speed) values falling
outside 0°-360° (0-113.2 m-s™") were erased. Additionally,
some stations that reported directions between 0° and 36°
were transformed to 0°-360°.

Step 3. Abnormally low and high variability (ALV and
AHV) time intervals are targeted to assess the consistency
of temporal variability at each site. ALV focuses on the
detection of long chains of constant data, that are mostly
due to malfunctioning of the instruments, like iced or
blocked sensors (WMO, 2008). Erroneous constant periods
were analysed separately for calm (<1 m-s™') and non-
calm (>1 m-s™") situations (e.g., Jiménez et al, 2010;
Chavez-Arroyo and Probst, 2015; Lucio-Eceiza et al., 2018).
Only sequences of repeated observations longer than five
records were analysed, as shorter chains can occur natu-
rally at any site (e.g., Jiménez et al., 2010; Chavez-Arroyo
and Probst, 2015; Lucio-Eceiza et al., 2018).

Three different tests were applied to detect unreliably
long chains of repeated data. The first one, searches for
calm and non-calm constant periods surrounded by a large
proportion of missing data as part of a long interval of
potential malfunction. This test evaluates the percentage of
missing data during the constant period, and the preceding
and following 24h. When any two of these percentages
exceed the 90% of missing data, the period is flagged. The
second test adapts the approach of Lucio-Eceiza et al.
(2018) by calculating the likelihood of sequences of non-
calm (>1 m-s™") constant values of any given length, deriv-
ing one threshold per site and time resolution. Finally, the
third test concerns only erroneous wind speed calm periods
(<1 m:s™"). These periods can be identified using a regional
series built from averaging the closest five neighbour sta-
tions significantly correlated with the target site, as realistic
calms should be reflected on both target and regional
series. For each selected site the period spanning 24 h
before and after the suspect sequence was standardized to
0 mean and unit standard deviation.

The resulting average regional time series, ra(t), was
evaluated at each time step to obtain a ratio between the
range of wind speeds during the calm (A;,(f)) and the
periods immediately before and after it (A,,): Ratio
(t) = Ajp(D)/ Ay, Where Ay, (t) is the diference ra(t) — V,un
at each time step, and A, the range V,,4x — Vinin; With
Vinin and V,,4, being the minimum and maximum wind
speed values during the candidate calm and the
inmediate 24 h before and after the calm, respectively.

A statistical threshold was set to flag low speed values
that were not supported by high ratios in the regional
series (Lucio-Eceiza et al., 2018).

of Climatology

AHV are often caused by electronic failures, data
manipulation or transmission errors (WMO, 2008), leading
to three different error types: spikes, dips and long period.
These errors were targeted using a combination of a blip
test (Fiebrich et al, 2010), which looks for successive
increases and decreases in values, with a spatial check.
Spikes and dips were detected by a blip temporal test. Fre-
quency distributions of consecutive positive and negative
differences were obtained for each station time series to set
thresholds for erroneous positive (spikes) or negative (dips)
intervals, following Lucio-Eceiza et al. (2018). For the
detection of steps, records from neighbour stations were
considered. Long periods were identified when the blip test
detected a suspect positive step, followed by a period that
was spatially flagged as anomalously high.

Step 4. The bias detection phase is aimed at detecting
systematic errors, biases, in wind speed and direction.
These biases might be resulting from changes in the posi-
tion, height or exposure of the station, instrumentation
changes or malfunction, changes in measurement or
averaging methods (Pryor et al., 2009; Wan et al., 2010;
Azorin-Molina et al., 2014). Only one source of data
(DWD; Table 1) provides this information in its meta-
data. Such lack of supporting information hampered the
correction of long-term wind speed biases from docu-
mented changes in anemometer heights. Thus, only
undocumented biases that affect wind speed records for
periods of several weeks to months are addressed with
this test (Lucio-Eceiza et al., 2018). Long-term changes in
the wind direction due to anemometer rotation can also
be detected.

The flagging of wind speed biases was done using
daily averages and based on three statistical parameters:
the 15-day estimation in a moving window of the mean,
standard deviation and the coefficient of variation of the
daily time series. Typical ranges of variability for each
parameter and thresholds for suspect values at each site
were obtained following the same criteria as in Lucio-
Eceiza et al. (2018). When the threshold of at least one of
the three parameters was exceeded during 15days or
more, the period was flagged. Shorter chains down to 6
days were also flagged if at least two thresholds were
exceeded. A manual inspection of the flagged periods
based on expert criteria was required, ignoring long-term
inhomogeneities which were not targeted herein.

Shifts in direction, which may affect inter-annual to
multidecadal timescales are targeted by considering con-
secutive annual wind roses and calculating the angle in
which their rmsd are at a minimum (Lucio-Eceiza
et al., 2018). Only years with relative shifts greater than
10° were flagged. Subsequently, the comparison was
expanded to the complete time intervals between the
flagged years. As in the case of wind speed, the flagged
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cases had to be checked manually to discard rotations of
wind roses with equitable wind directions. The correction
of the flagged data was done by rotating the wind rose of
the prior period/s to match the most recent one. Direc-
tional statistics (Mardia and Jupp, 2009) have been
applied at all instances dealing with wind direction.

Step 5. Short chains of isolated data remaining
between longer intervals of missing data erased during
the application of the previous routines are unreliable
(Lawrimore et al., 2011), and thus targeted at this final
phase for their elimination. Any sequence of observations
of up to 24 h of length that is surrounded by intervals of
missing observations was flagged if the sum of the
lengths of the preceding and posterior missing periods is
at least eight times the length of the target isolated
period, that is, the ratio of a period of 3 h versus a whole
day. Eventually, as the number of available observations
of a given site might have diminished after applying the
QC, following the same criteria used in Section 2.1, time
series with few remaining observations were excluded.

2.3 | Quality control impacts and wind
climatology

The impact of the QC on the wind distribution of the data
set is assessed based on the changes in the spatial distri-
bution of the mean, standard deviation, skewness and
kurtosis, obtained from the first four order moments of
the distribution for the entire time span of each record
before and after applying the QC. Additionally, the tem-
poral variability of surface wind during the last decades is
also described. Because an average over the whole
European domain would smooth out the variability of
specific regions and associated wind regimes (Jiménez
et al., 2009; Dafka et al., 2016; Minola et al., 2016) we
show inter-annual to multidecadal changes in wind vari-
ability over regions of homogeneous wind variability. For
this purpose, rotated empirical orthogonal functions
(REOFs; Richman, 1986; von Storch and Zwiers, 1999)
are used to identify a distribution of regions that covers
the spatial extent of the data set and within which wind
variability is uncorrelated from region to region.

The analysis was applied to a subset of EuSWiO span-
ning the time interval 2000-2015, the spatially better repre-
sented period in the whole data set, selecting only the time
series from each 1°x1° latxlon grid cell in Figure 1d,
which had the lowest percentage of missing data in the
2000-2015 interval. Daily data were considered and an esti-
mation of the mean annual cycle is obtained by averaging
all values of each calendar day over all years with available
measurements at the site. The resulting 366-day estimate is
filtered with a 15-day running mean, thus providing a

smooth estimate of the annual cycle with daily resolution
(see Jiménez et al., 2008; Lucio-Eceiza et al., 2018); missing
days in series of short span are interpolated. Subsequently,
anomalies were calculated with respect to the mean annual
cycle at each site and finally a principal component analysis
(Preisendorfer, 1988; von Storch and Zwiers, 1999; Hannachi
et al., 2007). was performed based on the diagonalization of
the inter-site correlation matrix. The homogeneous spatial
sampling, the reduced presence of missing data and the use
of the correlation instead of the covariance matrix are
intended to mitigate potential spatial sampling and variance
biases in the calculation of the maps loadings, that is, the
eigenvectors or empirical orthogonal functions (EOFs). A
number of EOFs were kept for the subsequent varimax rota-
tion, selected herein because of its simplicity and because it
preserves the orthogonality of the eigenvectors (Jiménez
et al., 2008). In a perfect simple structure, each site corre-
sponds to a high load for one REOF loading map and a null
load for the rest. In practice, several non null loads are
obtained for the same site (Jiménez et al., 2008), although,
in general, the loadings of a given site tend to be highest
within one or two of the resulting REOFs. Thus, the classifi-
cation of regions was done considering the REOFs that pro-
duced the highest load at each site.

As this methodology assigns one principal mode to
each region, it is possible to analyse the temporal wind
variability of each region by calculating the time series
of the corresponding scores, that is, the principal com-
ponent (PC). Once the regions were defined, the inter-
annual to multidecadal trends within each region were
compared with the PC obtained during the 2000-2015
and the analysis was also extended back in time using
the time series available within each region. This
allowed both for having insights into longer timescales
and also evidencing potential limitations related to still
uncorrected homogeneity issues.

3 | RESULTS

3.1 | Diagnosis of the quality control
Results of each step of the QC are summarized in
Table 2, indicating the number of stations affected, the
number of records corrected for each variable, the total
accumulated values, as well as the corresponding per-
centages relative to the initial records prior the QC.

Step 1. Figure 2a illustrates an example of an intra-site
duplication detected in a station in Kalkar (Germany), in
which 2 days of hourly data were duplicated at two differ-
ent periods for both variables. Intra-site duplications are
the least frequently detected error (Table 2), affecting
around 40 stations concentrated mainly in Germany, as
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Number of affected stations and data during each step (columns 1 and 2) of the QC for wind speed (columns 3 and 4), wind

direction (columns 5 and 6) and the total of both (column 7). Percentages, in parentheses, are given with reference to the initial number of

wind speed, wind direction or total records, in each case

Test

Intra-site

Inter-site
Consistency in values
0°-36°

ALV (<1 m-s™, -)
ALV (21 m-s™!, #0°)
AHV

Bias

Calms after AHV
Isolated records

Total

FIGURE 2

panel) with an (a) intra-site duplication in Kalkar, Germany, and an (c) inter-site duplication between Caserta and Viterbo, Italy. In (a), red
and blue timelines match exactly, indicating each the two different periods of the time series. In (c) the red (blue) line indicates the period of

Total

Wind speed Wind direction
QC step Stations Observations (%) Stations Observations (%)
1 39 3,561 (<0.01) 37 3,093 (<0.01)
1 65 41,505 (0.01) 101 60,753 (0.02)
2 1,305 725,498 (0.21) 1,529 2,087,506 (0.61)
2 — — 52 116,401 (0.03)
3 2,950 3,129,220 (0.91) — —
3 1,426 496,580 (0.14) 1,661 1,973,970 (0.57)
3 3,804 1,527,203 (0.44) — —
4 61 262,521 (0.08) 337 24,432,950 (7.10)
4 879 520,775 (0.15) — -
5 2,055 35,516 (0.01) 1,973 42,246 (0.01)
6,742,379 (1.96) 28,716,919 (8.34)
(a) Kalkar (Germany) (c) Caserta (Italy) and Viterbo (Italy)
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Observations (%)
6,654 (<0.01)
102,258 (0.01)
2,813,004 (0.41)
116,401 (0.02)
3,129,220 (0.45)
2,470,550 (0.36)
1,527,203 (0.22)
24,695,471 (3.59)
520,775 (0.08)
77,762 (0.01)
35,459,298 (5.15)

Stepl of quality control: Examples of flagged periods (shaded area) for wind speed (top panel) and wind direction (bottom

the time series from Caserta (Viterbo) with the duplication. Spatial distribution of stations affected with (b) intra-site duplications and

(d) inter-site duplications. In (c,d) the regular (inverted) triangle indicates duplications in wind direction (speed), and the colour represents

the amount of duplicated data. Note the change in scale in the x axis. In (d) the grey (white) circle indicates inter-site duplications in wind

direction (wind speed) which are correct and, therefore, preserved [Colour figure can be viewed at wileyonlinelibrary.com]
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shown in Figure 2b. Most of these data were received via
the DWD and occurred simultaneously in both variables,
reinforcing the idea of the erroneous nature of such
cases.

As an example of an inter-site duplication, an identical
period of almost 1month of data for both variables
detected in a station in Caserta and in another one from
Viterbo (both from Italy) is represented in Figure 2c.
Figure 2d illustrates the distribution of the total of
110 (79) stations with wind direction (speed) inter-site
duplications. Most of the sites over Italy are GTS stations
showing the effects of this issue more than other regions
and sources. The correct site could only be identified in
14 (9) cases for wind speed (direction) by comparing cor-
relations in the vicinity of both sites involved in the
duplication with the reanalysis. Figure 3a illustrates an
example in which the area of maximum correlation with
reanalysis allowed to identify the correct site (the one in
S. Giovanni Teatino). Periods of the correct site, identi-
fied with a circle in Figure 2d, were kept. In contrast,
periods of either erroneous sites, or from cases in which
correlations gave no evidence of the correct site, were
erased and are identified with a triangle in Figure 2d.

Italian GTS records were particularly problematic,
with a remarkable example of inter-site duplication that
occurred among nine stations and during their entire
time span. One year of a station in Sardinia involved in
this case is plotted in Figure 3b, showing that it is

(a) Correlation

0 02 04 06 065 0.7 0.75 0.8 0.85 0.9 1

composed by the overlapping of the other eight stations.
All nine stations, represented with a red cross in
Figure 3c, were withdrawn. Moreover, 19 pairs of time
series were found to be almost identical. Each pair of
time series might belong to the same site, but they were
not identified as equal during the merging step. The dis-
tribution of these pairs of stations is shown in Figure 3c
with circles. For duplications with time series at the same
location, the correction applied consisted on merging
them if this provided additional information to the final
time series, or keeping only the most complete time
series having higher temporal resolution or more meta-
data. If locations in the metadata were different for iden-
tical time series, those records were withdrawn as there
is no confidence in assigning the observed wind variabil-
ity to a specific site.

Step 2. The histogram of wind speed observations of
the entire data set (Figure 4a) gives insights of the impact
of the consistency in values test. One would expect a con-
vergence of the wind speed histogram to values well
before the maximum limit admitted, as it was a very con-
servative threshold. However, an abnormally large
amount of observations are close to 113.2 m-s~'. As men-
tioned, the lack of metadata hampered the selection of a
more restrictive threshold, but some of these unrealistic
values were expected to be flagged in subsequent steps.
Observations above the global maximum wind speed
observed (purple vertical line in the histogram) were
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(a) Maps of correlations with reanalysis of two stations (stars) in Italy affected by an inter-site duplication: S. Giovanni

Teatino (left panel) and Isola Stromboli (right panel). (b) Example of a station in Monte Limbara, Cerdefia, for which the wind speed time
series (top panel) mixes parts of other eight stations also in Italy. The panel below shows the overlap and time span covered by each time
series (T. S.), represented in a different colour. (c) Spatial distribution of EuSWiO repeated station time series. Pairs of repeated stations in
the same position or within a short distance are represented with two concentric circles of different size. Identical time series with different
assigned position are identified with grey circles of the same size connected with a line. Red crosses show the sites affected by the
duplication in (b) [Colour figure can be viewed at wileyonlinelibrary.com]
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considered unrealistic and thus erased. It is noteworthy

the large amount of values above 113.2 m-s !, and specifi-

cally the high number of observations equal to 999 m-s™",
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that were probably due to missing data transcribed erro-
neously. Such large values distributed over Europe in
time series coming from NCAR data sets: more than the
99% from the ds464.0, and the rest from the ds461.0
(Figure 4b). Some specific regions are notably more
affected, such as Romania, which was mainly fed by the
ds464.0 in the absence of other sources. High values dif-
ferent from 999 m-s~' do not seem to respond to any spe-
cific spatial pattern and stem from various sources:
mostly NCAR, SMHI and GTS.

Regarding wind direction, values exceeding realistic
limits were mainly equal to 999° or 990°, and thus, also
probably due to an erroneous transcription of missing
data (Figure 4c). NCAR sites from the ds464.0 show a
similar pattern as for wind speed, highlighting as well the
area of Romania with a high density of stations affected.
Alternatively, a large amount of observations with miss-
ing codes defined as 990° were detected in the DWD and
KNMI: 34% and 19%, respectively, of the total number of
cases. Finally, 59 observations of values different to 999°
or 990° were flagged, coming all of them from the GTS
except for two cases from the ds464.0 and the KNMI.
Corrections affected 33% (39%) of the wind speed (direc-
tion) time series (Table 2).

Several records were also found to report only within
the range of 0° to 36° during some period of time. This
issue, related to data transcription, was detected in 52 sta-
tions (Table 2) from Spain, originally provided by
the ECA&D.

Step 3. Examples of the detected abnormally low vari-
ability errors for a non-calm and a calm situation are
highlighted in the shaded area of Figure 5a,b. Compari-
sons with neighbour stations made it possible to identify
reliable calms as illustrated in the examples from
Figure 5b,c. On one hand, Figure 5b shows a case in
which the target site differs from the regional time series,
created from its neighbour sites, during the calm period
(shaded area), leading to a high ratio, illustrated schemat-
ically for the wind speed v(t) at a given time step in
Figure 5b,c. In this case the period is considered errone-
ous and erased. On the other hand, in Figure 5c the tar-
get site and the regional time series behaves similarly

FIGURE 4 Step2 of quality control (QC): (a) wind speed
histogram before the QC. The vertical purple line indicates the
threshold set for maximum wind speed. Spatial distribution of the
stations with unphysical wind speed (b) and wind direction

(c) observations. The colour scale in the map indicates the number
of affected data. Sources of data are identified with symbols (see
legend). Smaller symbol size refers to observations equal to 999
m-s~*, 999° or 990° [Colour figure can be viewed at
wileyonlinelibrary.com]
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during the calm period. Such low ratio indicates a non
erroneous behaviour, and thus, it was not corrected.
Abnormally low variability errors were very frequent for
both variables and distributed all over the domain as
shown in Figure 5d,e,f. As expected (Section 2.2), the fre-
quency of wind speed calm periods detected (Figure 5f) is
more than six times higher than for constant periods
(Figure 5e), with almost the 75%, against the 36%, of the
stations affected in each case (Table 2). The percentage of
flagged sequences increases rapidly with its length until
around the 70% for sequences of constant periods longer
than 56 (62) for wind speed (direction) records (Figure 6).
Percentages above this length oscillate highly because
they encompass a small number of cases, up to the

Number of Corrected Data (x103)

constant.

FIGURE 5
Examples of low variability erroneous

Step 3 of quality control:

data (red dots) for (a) a long constant
period in wind direction in Rechlin,
Germany, and (b) a calm situation for
wind speed in Bishopton,

United Kingdom. (c) Example of realistic
calm situation in Mostaganem, Algeria.
Shaded areas represent suspect periods.
In (b) and (c), the target and the regional
series are plotted using the right axis,
standardized and thus dimensionless; the
left axis shows the absolute range for the
target series (see Section 2.2, step 3, for
details about the definition of ratios and
related parameters). Spatial distribution
of stations with long constant non-calm
sequences, for wind direction (d) and
wind speed (e), and (f) for wind speed
calms. The same colour scale indicates
the number of corrected data for both
variables [Colour figure can be viewed at
wileyonlinelibrary.com]

absolute threshold set of 168 records (7 days in hourly
resolution), over which the 100% of the periods were
flagged. Regarding calms, the rise of percentage is even
sharper, achieving an 80% of flagged periods for a length
of 49 records, and over 61 records it remains virtually

Spikes, dips and steps were the three different typolo-
gies of high variability errors targeted. Examples of each
are illustrated in red in Figures 7a—c. Figure 7d shows the
total distribution of high variability errors, which were
also very frequent and spread all over the domain affect-
ing almost the 97% of the stations. The largest values are
attained over central Europe and the Scandinavian Pen-
insula. Note that less data were affected than in the case
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FIGURE 6 Absolute frequency distribution of the number of
(a) wind speed constant periods, (b) wind direction constant
periods and (c) calms (left y axis) vs. their length in number of
records excluding missing data and not considering differences in
resolution. The total number of periods detected (blue) and the
flagged ones (red) are represented in the left y axis, while the
percentage of flagged periods over the total evaluated (green) is
shown in the right y axis [Colour figure can be viewed at
wileyonlinelibrary.com]

of low variability errors (Table 2). After applying this test,
new long low variability intervals were detected in
879 stations (Table 2). They became detectable after the
correction of high variability errors that in all these cases
interrupted constant sequences of data hampering their
correction. Therefore, the ALV test was run again to

of Climatology

account for these errors, prior to Step4. The statistics
resulting from that are included in those of ALV in
Step 3.

Step 4. Bias errors for wind speed (direction), as the
example in Figure 8a (Figure 8b), were detected only in
about 10% of the stations, with a higher percentage for
wind direction than for wind speed as seen in Table 2
and Figures 8c,d. However, a high amount of data was
removed (corrected) for wind speed (direction), as a
result of the long-term span of the errors.

Step 5. Isolated records were eventually detected and
removed from a high amount of stations (Table 2). The
final clean-up removed additional 76 stations from the
database that did not meet the requirements of minimum
length imposed. A total of 3,829 stations remained in the
final version of EuSWiO.

3.2 | Impact of the quality control and
wind climatology

The first four moments of the wind speed distribution
(mean, standard deviation, skewness and kurtosis) were
obtained before and after the QC for the entire time span
of each record, to evaluate its impacts on EuSWiO and
provide a first assessment of the wind climate over
Europe.

Changes in the mean and standard deviation of wind
speed before and after the QC (Figure 9), are related
because wind speed is a positive zero-limited variable,
with increases (decreases) in the mean producing
increases (decreases) in the width of the distribution.
High values in the mean and variance tend to be
observed in the coast lands, in particular in the Atlantic
countries. However, very high wind speeds occur locally
and without a specific geographic pattern from the north-
west to the southeast side of the domain, with a notice-
able outlier region in Romania. Such sites tend to show
also very high standard deviations. After the corrections,
mostly the influence of Step 2 addressing the detection of
physically unrealistic observations, wind speed average
and variability still show the contrast between coastlines
and the interior, but within plausible ranges of values.
Although some local impacts on wind direction are visi-
ble, changes tend to be minor.

Skewness is expected to be positive for wind speed
(Figure 10a). However, before the QC, a large number of
sites showed very high unreliable values mostly over the
eastern half of the domain and also negative values at
random locations. After the QC, mainly owed to the cor-
rection of high variability cases, the pattern is spatially
more homogeneous with values ranging mostly between
zero and three.

858017 SUOWILLIOD 8A 18810 3(edldde aup Aq peusenob ae Ssjolie YO ‘8sN JO SaINJ o} Akeid8ulUO A8]IAA U (SUORIPUOO-PUB-SWBI WD A8 | 1M AeIq U1 [UO//SdNL) SUORIPUOD pUe SWiB | 8L 88S *[£202/20/20] U0 Ariqiauliu AB|IM ‘ullied 1eisieAlun 8Rid Aq 6€..90/Z00T 0T/I0p/L0o" A3 1M AReid 1 pul U0 SIew//Sdny wouy pepeojumod ‘T ‘€202 ‘8800260T


http://wileyonlinelibrary.com

146 International Journal

RMets

ROJAS-LABANDA ET AL.

of Climatology

—_
QO
~

Laayoune (Sahara)

— 120
é 100| Year2004 -~ High—variability
S 8o Spike
$ 60 /
Q.
v 40
22
= o0
06/03 08/03 10/03 12/03 14/03
(b) 8 Aqaba (Jordan)
< Year 2014
E 6
©
§ 4
E 2 Dip\
= 0 l
27/06 29/06 01/07 03/06
(c) Tuapse (Russia)
2 "% Vear2010 [
2 ear
80
£ Step !
g 60 00102505 1 153 5 10 15 60120
g 40 Number of Flagged Data (x10°)
T 20 .
é 5 o o - Valid data
27/06 14/06 16/06 18/06 20/06 ~ Erroneous data
Time (day/month)
@ - Pollein (Italy) (b) Tenerife (Spain)
= 20 Valid data
0 Erroneous data
E N N
2 15 'Before After
[0} I Y
Aol (%) & & (%)
'g 20 10 10 20
= 1961 - 2007: -20°
=5 2007 - 2017: ref.
0
09/2008 11/2008 01/2009
Time (day/month/year)

Bias detection: wind speed

(c)

Bias detection: wind direction
=% a
k. fe :.:- "
.® o 2 L) Sy L) §
(d)

P — e —
0 05 1 25 5 75 10 15 25 35 0 1

Number of Flagged Data (x 103

T : F ] F——
5 10 25 50 75 100 200 400
Number of Flagged Data (x 10%)

FIGURE 7 Step 3 of quality
control: Example of: (a) two spikes at
Laayoune, Sahara; (b) a dip at Aqaba,
Jordan; and (c) two steps at Tuapse,
Russia. (d) Spatial distribution of
stations with high variability errors. The
colour scale indicates the number of
affected data [Colour figure can be
viewed at wileyonlinelibrary.com]

FIGURE 8 Step 4 of quality
control: (a) example of a temporal wind
speed bias detected at Pollein, Italy. The
red part indicates the flagged period of
33 days. (b) Wind rose showing a wind
direction bias of 20° at Tenerife, Spain
in 2007. Colours stand for values before
and after correction. The rose is rotated
by correcting the earlier data and
keeping the most recent distribution.
Spatial distribution of stations with

(c) detected wind speed and

(d) direction biases. Note the colour
scales indicating the number of affected
data are different for each variable
[Colour figure can be viewed at
wileyonlinelibrary.com]
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FIGURE 9 Comparison of (a,b) mean wind ( a)

speed and direction, and (c,d) wind speed o 3
standard deviation before and after the quality ‘
control, respectively. Directional statistics from
Mardia and Jupp (2009) are used for the
calculation of mean wind direction [Colour

figure can be viewed at wileyonlinelibrary.com]|
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Kurtosis (Figure 10c,d) shows also a wide range of
values with respect to zero, after subtracting the refer-
ence value of three of the normal distribution. High nega-
tive values distribute primarily over the western half and
highly positive over the eastern half. After the QC the
pattern is spatially more homogeneous, with most values
in the positive range indicating a tendency towards lep-
tikurtic (i.e., peaky) sites. Some local negative values tend
to coincide with sites of low skewness whereas in general
high kurtosis occurs with the high positive skewnees.

The maps of the mean and standard deviation
(Figure 9) provide a simple description of the wind
behaviour in Europe. As observed in previous studies
(e.g., Troen and Lundtang Petersen, 1989; Bett
et al., 2013) the highest winds cover the region around
the North Sea, such as The United Kingdom, The
Netherlands, Belgium and Denmark, corresponding also
to the ones of highest variability. This area is character-
ized by well defined mean geostrophic westerlies over

0 1 2 3 4 6 8 10 100 500
Standard deviation (m/s)

this large region. However, the influence of the major
orographic barriers such as the Alps, the Pyrenees, the
Scandinavian mountains and the Mediterranean Sea is
also remarkable giving rise to many local winds, like the
Cierzo in northeastern Spain (Jiménez et al., 2009), the
mistral in southern France (Jiang et al., 2003), the Ete-
sians winds along the Aegean Sea (Dafka et al., 2016) and
the Bora over the Black Sea (Smith, 1987).

A first assessment of the temporal variability is pro-
vided in Figures 11 and 12. As performing an average of
the broader domain would smooth out different regional
behaviours as those indicated above, the focus is placed
on objectively defining regions that are independent in
their time variability. The first step for the regionalization
was to perform an EOF analysis over a subset of EuSWiO
were the presence of missing values and spatial heteroge-
neity was minimized (Section 2.3). A subset of 1,334 sta-
tions spanning the entire period of 2000-2015 and
covering the whole European domain was selected (see
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FIGURE 10
skewness and (c,d) kurtosis for wind

Comparison of (a,b)
After QC
speed before and after the quality
control, respectively [Colour figure can
be viewed at wileyonlinelibrary.com]

Kurtosis

Figure 11 for the distribution of locations) and daily aver-
ages calculated. Site dependent annual cycles were sub-
tracted and EOFs were obtained from the correlation
matrix and the first 11 modes, accounting for a total of
34% of variance were kept. The retained EOFs were sub-
sequently rotated for a better characterization of the
regions (Richman, 1986). The REOFs explained the 52%
of the total variance with individual explained variances
ranging between 26% and 7%. Eleven modes were deter-
mined to be enough to describe the whole domain,
avoiding, at the same time, a high overlapping of the
regions. Attempts to increase the number of rotated EOF
modes lead to increasing inter-region overlap and to
overemphasizing some small domains. The spatial pat-
terns of the resulting 11 REOFs are displayed in
Figure 11. Note that each REOF shows higher loadings

_—
-1 05 -1 01 05 1 2 6 1252000

over a specific region (indicative region names and acro-
nyms are provided in each panel) and that the regionali-
zation (Figure 11 bottom right panel) covers the broad
European domain.

The temporal wind variability can be now analysed
independently for each region by considering all the sites
belonging to the defined regions. Average regional time
series were obtained considering sites within the limits of
each region which span for the entire period chosen for
the calculation of REOFs, and represented along with the
corresponding time series of scores in Figure 12 (black
and red solid lines, respectively). The average regional
and the scores time series are highly correlated. The
lowest value obtained is of 0.91 (p <0.05) for Region
8 (Central Mediterranean, CeMe), thus indicating that
the corresponding principal mode of each region
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FIGURE 11
percentage of the explained variance of the

Spatial patterns and

11 retained rotated empirical orthogonal
functions (REOFs) (dimensionless) calculated
in the period 2000-2015 with a selected
subset of 1334 stations. Wind regions inferred
from each REOF mode are indicated in the
bottom right map. Indicative region names
and acronyms are provided in each panel
[Colour figure can be viewed at
wileyonlinelibrary.com]

characterize well the mean wind speed behaviour during
that period. Note also the very different inter-regional
temporal behaviour, where some regions show very high
frequency variability (e.g., British Isles and Central
Mediterranan; regions 4 and 8) while others show more
variance at low frequencies (e.g. France & Low Countries
and Northern Scandinavia; regions 5 and 6) during the
2000-2015 interval. Inter-regional correlations are not
significant (p <0.05) and range 0.01 and 0.30 for most
regions with a maximum value of 0.39 between Regions
5 and 7 (France & Low Countries and Ukraine). Trends

REOF 1 -7.0%
Region 1 Eastern Baltic (EaBa)

REOF 4 - 5.3%
Region 4 British Isles (Brls)

. 2
oo s
o'

REOF 7 - 4.0%
Region 7 Ukraine (Ukra

N REOF 10 - 3.0%
gion 10 Western Mediterranean (WeMe) :
(&

I
-1.2 -1 -08-06-04-02 0 02 04 06 08 1 1.2

REOF 2 - 6.9%
Region 2 Southern Baltic (SoBa)

REOF 3-6.1%
Region 3 Western Baltic (WeBa)
L

REOF 6 - 4.8%
Region 6 Northern Scandinavia (NoSc)

REOF 8 - 3.7%
egion 8 Central Mediterranean (CeMe)

REOF 11 - 2.6%
ggion 11 Eastern Mediterranean (EaMe)
i

REOF

during the 2000-2015 interval vary also between regions
with significantly (p <0.05) increasing wind in some of
them (e.g., Eastern Baltic and Ukraine; regions 1 and 7)
and decreasing in others (e.g., regions 3-WeBa, 8-CeMe,
9-BeLa, 10-WeMe, 11-EaMe). Decadal trends in wind
speed regional averages and their significance are also
shown for each region in Figure 12.

To gain more insight into the long-term trends in wind
speed for timescales longer than the 2000-2015 period, only
times series with a continuous time coverage previous to
2000 were selected. The range of observational uncertainty
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is illustrated with the shaded areas corresponding to the
median + 0.5 X IQR (dark grey) and median + IQR (light
grey), with the IQR being the Inter Quartile Range. The
availability of continuous series of data varies considerably
before 2000 (see blue lines in Figure 12). For instance, it is
very limited for areas of Russia, and Region 9 (Belarus)
could not be extended to the past.

The dispersion of data within each region increases
considerably before 2000. Recall that homogenization
corrections of long-term changes in wind speed are not
applied here, which does not allow for a confident assess-
ment of long-term trends. Nevertheless, some robust fea-
tures arise. Some regions widen their uncertainty range
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around the median before 2000 (e.g., regions 1-EaBa,
3-WeBa, 8-CeMe, 10-WeMe) hampering any confi-
dence on long-term mean speed changes prior to 2000.
Nevertheless, some periods show robust windier condi-
tions like the mid 1970s and 1990s in Region 1 (EaBa)
or the late 1990s in Region 10 (WeMe). Most of the
other regions show consistent increases of mean wind
speed to the past with respect to the 2000-2015 average
(e.g., regions 2-SoBa, 4-Brls, 5-FrLo, 6-NoSc). It is
noteworthy that in Region 4 (Brls) and Region
10 (WeMe), 2000-2015 trends are the continuation of
changes at longer timescales. These inspection under-
lines the need for a more insightful analysis involving
an assessment of inhomogeneities but also exhibits
potential for the understanding of wind-related appli-
cations to relevant fields (e.g., wind energy, agricul-
ture; Cleugh et al., 1998; Garcia-Bustamante
et al., 2013; Devis et al., 2018).

4 | SUMMARY AND
CONCLUSIONS

This work presents a first version of a European Surface
Wind quality controlled observational database, EuSWiO,
which compiles wind speed and direction observations
from heterogeneous origins.

The semi-automatic QC applied, adapted from Lucio-
Eceiza et al. (2018, 2018), is briefly described herein, provid-
ing a useful framework of similar QC techniques that may
be extended to other surface wind data sets. Results of the
QC techniques are discussed on a case-by-case basis, pro-
viding examples and the distribution of detected unreliable
data over the domain. A summary of the overall results of
the QC applied is shown in Table 2. Around 5% of the
observations were flagged, a high proportion of them
corresponding to wind direction observations (80% of both
variables), mainly due to bias (7%). In turn, for the case of
wind speed, calms were the most abundant errors. How-
ever, some of them, like low variability intervals were
mixed with other, mostly high variability, error types and
were only detected with subsequent tests or during the
manual assessment required in the bias phase. Another
example is the histogram of the wind speed distribution at
Step 2 (Figure 4a), that evidences the limitations of this test
to correct a high amount of unreliable values because of the
very conservative threshold imposed. The sharp cut-off in
Figure 4a, evidences that many of those values are likely
excessively high to be realistic. In Figure 13, this histogram
is compared with the wind speed distribution of the final
version of EuSWiO, showing that multiple observations
over 30m-s~! were corrected afterwards. Nevertheless,
observations between 80 and 90m-s™" are still suspicious

of Climatology

and indicates that future versions of the data set should
evaluate this further. The identification of other issues such
as wind direction time series transcribed from 0° to 36°,
that are not the specific target of any of the tests, also
exhibits the ability of the procedure to detect an erroneous
performance of wind times series, which were not expected.
These examples suggest a level of complementarity between
the tests, that allow for detecting additional data of a suspi-
cious character, different from that being targeted.

An improvement of the quality in the general behav-
iour of the database in shown with the representation of
the first four moments of the wind that show more realis-
tic values after the QC. In this regard, the impact of the
QC is considerable as the resulting patterns are spatially
more homogeneous, owed to the reduction of outlier
behaviour of many sites, particularly after the correction
of high variability errors.

The REOF-based regionalization allows for defining
11 regions that cover the broader European domain and
that show independent temporal variability during the
2000-2015 period. The inner regions (e.g., 1-EaBa,
2-SoBa and 7-Ukra) show increasing wind speed during
this period while the outer regions show diminished
speeds (e.g., 3-WeBa, 4-Brls, 10-WeMe, and 11-EaMe).
For earlier decades, uncertainties increase, thus con-
firming the need of homogeneity tests for long-term trend
applications. Nevertheless, robust conclusions can still be
drawn as several regions present consistency in the infor-
mation available. For instance, most regions suggest
decreases in wind speed since the early 1980s.

This work issues a first version of an unprecedented
quality-controlled European surface wind speed and
direction observational database, EuSWiO. The data set
expands over the broader European domain and south-
ern Mediterranean lands. The data, with mixed hourly to
daily resolutions, span over the last four decades with rel-
atively good spatial coverage, including some regions that
extend back to the 1960s and some sites that reach back
to the beginning of the 20th century.

EuSWiO bears potential for a range of different analy-
sis from meteorological to climate and climate change
oriented studies, including potential applications such as
analyses of extreme events (Usbeck et al., 2010; Cheng
et al., 2012; Cheng, 2014; Garcia Bustamante et al., 2021),
wind power assessments (Garcia-Bustamante et al., 2009;
Tian et al., 2019; Zeng et al., 2019) or the evaluation of
reanalysis or model-data comparison exercises at conti-
nental scales (Staffell and Pfenninger, 2016; Molina
et al., 2021).
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