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Determining Reliability of Daily Measures: An Illustration with Data 
on Teacher Stress
Thijmen van Alphen , Suzanne Jak , Joost Jansen in de Wal , Jaap Schuitema , 
and Thea Peetsma

Research Institute of Child Development and Education, University of Amsterdam, the Netherlands

ABSTRACT
Intensive longitudinal data is increasingly used to study state-like processes 
such as changes in daily stress. Measures aimed at collecting such data 
require the same level of scrutiny regarding scale reliability as traditional 
questionnaires. The most prevalent methods used to assess reliability of 
intensive longitudinal measures are based on the generalizability theory or 
a multilevel factor analytic approach. However, the application of recent 
improvements made for the factor analytic approach may not be readily 
applicable for all researchers. Therefore, this article illustrates a five-step 
approach for determining reliability of daily data, which is one type of 
intensive longitudinal data. First, we show how the proposed reliability 
equations are applied. Next, we illustrate how these equations are used as 
part of our five-step approach with empirical data, originating from a study 
investigating changes in daily stress of secondary school teachers. The results 
are a within-level (ωw), between-level (ωb) reliability score. Mplus syntax for 
these examples is included and discussed. As such, this paper anticipates on 
the need for comprehensive guides for the analysis of daily data.

1. Introduction

Due to technological advances, intensive longitudinal data collection methods have flourished. These 
data can now be collected in a less intrusive manner, causing fewer hinderances for participants 
(Cranford et al., 2006; McNeish & Hamaker, 2019; Mehl, Conner, & Csikszentmihalyi, 2012). 
Traditional longitudinal data are characterized by a limited number of repeated measures with large 
time intervals in between. New data collection techniques (e.g., using phone or tablet applications) 
have resulted in data with more measurement ocassions, which are spaced in much closer proximity to 
each other (McNeish & Hamaker, 2019). These so-called intensive longitudinal data enable the 
investigation of dynamics of state-like processes, such as the daily changes in teachers’ stress. 
However, establishing scale reliability of time-intensive measures (e.g., daily measures) is a potential 
challenge for many researchers since multiple approaches exist.

Data collected with daily measures have a nested structure, because multiple measurement occa
sions are nested within the same person. Currently, two different techniques are commonly used to 
analyze scale reliability with nested data. The first of these techniques is the generalizability theory 
approach (Brennan, 2001). This approach decomposes the total variance of scales into elements of 
time, item, and person. These different sources of variance are then used to assess, for example, within- 
level (within-person) reliability of change over time (Bolger & Laurenceau, 2013; Mehl et al., 2012). 
Although the use of the generalizability theory allows for the assessment of reliability for between and 
within-level change, it relies on assumptions that might not be fully supported by the data. For 
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example, this approach assumes that all items have the same degree of association with the true score 
(Bolger & Laurenceau, 2013) and that the error variance is the same across items (Shrout & Lane, 
2012).

The second technique often employed is a factor analytic approach. This approach has benefits over 
the use of the generalizability approach, because it is more flexible with respect to how associations of 
items with the true score and error variances are modeled. Similar to the generalizability theory 
approach, a multilevel confirmatory factor analysis (MCFA) can also be used to obtain elements of 
variance in order to determine level-specific reliability of a set of items for time (within-level) and 
person (between-level) (Geldhof, Preacher, & Zyphur, 2014).

In the MCFA literature, it is increasingly acknowledged that the appropriate specification of the 
MCFA depends on the level of interest (within- or between-persons) (Stapleton et al., 2016). Within 
the context of daily measures, the answers given each day will always depend on the person 
providing them. Therefore, the interest will be in both differences within-persons over time and 
differences between-persons. This means that modeling daily data ideally requires fitting a two-level 
model with equal factor structure at the two levels, and equality constraints across levels on the 
factor loadings (Jak, 2019). This type of model, where the within- and between factors reflect the 
within- and between components of the same latent variable is labeled a configural model by 
Stapleton et al. (2016).

Recently, Lai (2021) contributed to the estimation of reliability with the MCFA approach in two 
ways. First, Lai provided improved reliability equations specifically for different types of multilevel 
models, including models that focus on the importance of both the within- and between-level. Second, 
in MCFA, reliability at the between-level is often assessed for the latent indicator scores (c.f., Geldhof 
et al., 2014), which can result in serious overestimation of the reliability. This is due to the fact that 
latent scores ignore the measurement error present in observed scores (Lai, 2021). Lai has addressed 
this issue of overestimation at the between-level by presenting adjusted equations that lead to 
reliability estimates for the observed scores at each level. In the next section we will consider both 
these refinements in greater detail.

Due to the technical nature of such papers, these recently improved MCFA techniques may not be 
easily applicable by researchers and practitioners who aim to determine the reliability of daily data. 
Therefore, in this article we provide a comprehensive 5-step illustration for the assessment of 
reliability with daily intensive longitudinal data. To this end we use example calculations and empirical 
data which were collected with a daily work-related stress measure for secondary school teachers. 
Lastly, given that the generalizability theory method is also a commonly used approach for these kinds 
of data, we will compare the resulting reliability indices from the MCFA method with those derived 
from the generalizability theory approach.

2. Theoretical Framework

The following section provides an overview of how reliability for single and multilevel factor models is 
defined. We continue by providing example calculations for determining reliability indices with a 
multilevel model. Lastly, we introduce five steps that, in combination with additional examples based 
on empirical data, will aid researchers and practitioners in determining scale reliability indices (ωb and 
ωw) for intensive longitudinal measures.

2.1. Reliability in Single-Level Factor Models

Using confirmatory factor analysis (CFA) has become the standard for determining the dimensionality 
and reliability of scores in the field of psychology (Brown, 2015). Assessing reliability with a CFA in 
single-level data can be done with several different indices. Unlike the commonly used internal 
consistency coefficient α (Cronbach, 1951), ω (McDonald, 1999) does not assume that all factor 
loadings of items contribute equally to the latent construct.
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Values for ω range from zero to one, where values closer to one are indicative of better scale 
reliability. The actual value of ω can be interpreted as the proportion of (summed or averaged) 
variance in the scale scores accounted for by the latent variable that is common to all the indicators 
(Cronbach, 1951; McDonald, 1999). Although sought after, currently, no justifiable thresholds exist 
that can be used to judge whether a scale has poor, good or excellent reliability (see Peters (2014) for a 
discussion on this topic).

Figure 1 shows an example of a single-level factor model with illustrative values for each parameter. 
Using a single-level factor analytic approach, assuming no covariances between residual factors,1 

composite reliability ω, for a single construct that is measured with p items, is then defined as: 

ω ¼
Pp

i λi
� �2Φ

Pp
i λi

� �2Φþ
Pp

i θi
(1) 

Where i indexes the item, λ represents a factor loading, Φ represents factor variance, and θ represents 
residual item variance. As the equation shows, composite reliability is determined as the ratio of the 
common indicator variance over the total indicator variance.

Suppose that the factor variance is fixed to 1 for model identification (Kline, 2011). Using these 
values, we can determine the reliability of this scale by inserting them in Equation (1), resulting in a 
reliability of .84: 

ω ¼
0:70þ 0:80þ 0:90ð Þ

21
0:70þ 0:80þ 0:90ð Þ

21þ 0:51þ 0:36þ 0:19ð Þ
¼ :84:

This means that 84% of the total variance in the scale scores is accounted for by the common factor.

Figure 1. A single-level CFA with example factor loadings and residual variances for each indicator.

1If there are covariances between residual factors of items, two times this covariance should be added to the denominator of 
Equation (1) (the last part should be the sum of all elements in the residual variance-covariance matrix theta).
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2.2. Reliability in Multilevel Factor Models

In educational and psychological research, data often have a nested structure, where lower level units 
are said to be nested in higher level units. For instance, students may be nested in classrooms, or 
patients may be nested in hospitals. With daily measures of individuals on several days, measurement 
occasions are nested in individuals. Likewise, the empirical data used in the example presented here, 
are collected from the same individual teachers during 15 measurement occasions. These occasions are 
nested within each teacher and are therefore at the within (lower) level, while the teachers are at the 
between (higher) level. MCFA allows for different models for variances and covariances of within- 
person differences and between-person differences (Muthén, 1994). In this article we focus on two- 
level structures of occasions (Level 1, or the within-level) in individuals (Level 2, or the between-level).

Figure 2 provides a graphical display of a two-level factor model in the so-called within/between 
formulation (Schmidt, 1969). In such a two-level CFA, the item scores are decomposed into (latent) 
within-level and between-level components, represented by the dashed circles connected to the 
observed variables (see Lüdtke et al., 2008). The between-level part models the covariance structure 
at the individual level, thereby explaining differences between individuals. The interpretation of this 
part of the model is comparable to a single-level CFA. The within-level part models the covariance 

Figure 2. A multilevel configural model with example factor loadings, residual variances, and factor variance.
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structure at the measurement occasion-level, explaining differences within individuals between time 
points. In this example, the occasion-level is representative of state-like characteristics because it 
shows the daily changes of individuals their conditions. The individual-level is then referring to the 
trait-like characteristics of individuals, because they are an aggregate of the daily measures, and 
represent a more stable (i.e., long-term), personality-like measure.

Geldhof et al. (2014) extended the existing method of determining ω to two-level models, resulting in 
within-level (ωw) and between-level (ωb) reliability indices. This approach has been used by, for example, 
Sadikaj, Wright, Dunkley, Zuroff, and Moskowitz (2019) to estimate reliability with intensive long
itudinal data. However, Lai (2021) recently pointed out that the reliability indices proposed by Geldhof et 
al. (2014), actually do not reflect the reliability of observed test scores. That is, the ωb proposed by Geldhof 
et al. reflects the reliability of the latent-error free item means of the clusters (the dashed circles at the 
between-level in Figure 2). In practice, the observed sample mean of the item in a cluster will be different 
from the latent-error free cluster mean, due to sampling error. In order to estimate the reliability of the 
observed cluster means, the sampling error variance of the observed cluster means must be taken into 
account. The formulas provided by Lai (2021) add this variance component to the total variance when 
estimating the reliability at the between-level, thereby avoiding overestimation of scale reliability.

2.3. Calculating Scale Reliability with Daily Data

Suppose that researchers are investigating teacher stress using daily intensive longitudinal data. 
They would probably like to interpret the between-level common factor as the stable part of the 
stress-factor, and the within-level common factor as the time-varying part of the stress-factor. 
Here, the within-level variance then reflects the changing state of the individual (Sadikaj et al., 
2019). When one is interested in the within-level and between-level components of the same 
common factor “stress,” the ideal multilevel factor model is a so-called configural model 
(Stapleton et al., 2016). In a configural multilevel factor model, the within- and between-level 
factors reflect the within- and between components of the same latent variable. Therefore, the 
same factor structure applies at both these levels and the factor loadings are equal across levels 
(Asparouhov & Muthen, 2012; Mehta & Neale, 2005; Rabe-Hesketh, Skrondal, & Pickels, 2004). 
Since measurement occasions cannot exist without the person-level, we argue that this two-factor 
model with cross-level equality constraints is the most appropriate model for intensive long
itudinal data. Lai (2021) provided equations to determine within-level (ωw) and between-level 
(ωb) reliability estimates specifically for configural models. We will present example calculations 
for each of these reliability indices in the remainder of this section.

The following equation for determining within-level reliability in a configural model is used: 

ωw ¼

Pp
i λi

� �2Φw

Pp
i λi

� �2Φw þ
Pp

i¼1 θw
i

(2) 

where superscript w refers to the within-level. Note that the factor loadings (λ) do not have a 
level-specific superscript because the factor loadings are constrained to be equal across levels.

Comparing this within-level omega Equation (2) with the equation used for determining 
reliability using a single-level CFA (1), it can now be seen that the within-level factor variance 
(Φw) is used instead of the total variance (Φ). In this multilevel setting, θw represents the 
residual (co)variance for the within-level only.2 Inserting our example values of Figure 2 in 
Equation (2) yields a within-level reliability of .84, meaning that the within-level common factor 
accounts for 84% of the total variance in the within-level deviation scale scores: 

2Note that when correlations among these residuals are found, it is advised to substitute θw for 1�Θw1, thereby summing the 
residual covariance matrix instead of only the residual variances.
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ωw ¼
0:70þ 0:80þ 0:90ð Þ

21
0:70þ 0:80þ 0:90ð Þ

21þ 0:51þ 0:36þ 0:19ð Þ
¼ :84:

With superscript b referring to the between-level, the equation for between-level reliability in a 
configural model then becomes: 

ωb ¼

Pp
i λi

� �2Φb

Pp
i λi

� �2
ðΦb þ Φw=nÞ þ

Pp
i¼1 θb

i þ
Pp

i¼1 θw
i=n

(3) 

where n is the number of measurements. In this equation, the sampling error variance of the 
observed person-level means is added to the denominator by adding Φw/n and Σθw/n. In our 
example, we will use n = 15. Within the context of longitudinal measures this means that data 
have been collected on 15 occasions. When inserting the example values from Figure 2, the 
between-level reliability is .90, indicating that the between-level common factor accounts for 
90% of the total variance in the observed person-level means of the scale scores: 

ωb ¼
0:70þ 0:80þ 0:90ð Þ

20:90
0:70þ 0:80þ 0:90ð Þ

2 0:90þ 1=15ð Þ þ 0:05þ 0:05þ 0:05ð Þ þ 0:51þ 0:36þ 0:19ð Þ=15ð Þ
¼ :90:

3. A Five-step Procedure

To investigate reliability of intensive longitudinal measures, we propose a five-step procedure. 
These steps have been composed with the aim of avoiding biases and model misspecifications 
and include inspecting intraclass correlations, testing between-person level variance and covar
iances, consecutive model specification of the measurement model at each level, the needed 
measurement invariance across levels, and finally, the calculation of within-level (ωw) and 
between-level (ωb) reliability indices.

3.1. Step 1: Inspecting Intraclass Correlations

Multilevel modeling is appropriate if a significant proportion of the variance can be attributed to 
the between-level. The intraclass correlation (ICC) of a variable is used to determine the 
magnitude of this proportion (Snijders & Bosker, 2012). Therefore, the first step investigates 
whether any variance is present at the between-level through inspecting the ICC, which is 
calculated using: 

ICC ¼
σb

σb þ σw
(4) 

where sigmab and sigmaw represent the indicator variance at the between and within level, respec
tively, obtained by fitting saturated models at both levels.

3.2. Step 2: Testing Between-Level Variance and Covariance

In this second step, we will test a) if the variance at the between-level is significant and b) whether 
significant covariances exist at the between-level as well (Hox, Moerbeek, & van der Schoot, 2017). The 
latter of these tests will indicate if there actually exists covariance to be potentially modeled with a 
common factor at the between-level.

First, to test the significance of the between-level variance (step 2a) a null-model for this 
level is fitted to the data. A null model is a model in which all variances (and covariances) are 
fixed at zero. For the within-level we specify a saturated model, meaning that all items are 
correlated. Such a saturated model fits the data perfectly. In this way, all the potential misfit of 

68 T. VAN ALPHEN ET AL.



the model arises from the between-level only (i.e., from the variances being fixed at zero). 
When testing model fit, a significant χ2 test indicates that the model significantly deviates from 
a model that would fit the data perfectly (Kline, 2011). Therefore, when the χ2-test of model fit 
rejects the null model, we can conclude that significant variance is present at the between- 
level.

Next, to test whether significant covariance exists at the between-level (step 2b) we will release the 
variance constraints at this level, thereby freely estimating the variances, while keeping the covariances 
fixed at zero. The specification of the saturated within-level model will remain the same. Again, a 
significant χ2 test of model fit tells us that this model deviates significantly from a model that would fit 
the data perfectly. Because we did not model any relation among the between-level items, a significant 
chi-square test indicates that the covariances should be accounted for. In other words, a significant 
chi-square test indicates that there is significant covariance, which may be explained with a factor 
model in the next steps.3

3.3. Step 3: Establishing a Measurement Model at the Within-Person Level

In this third step, we investigate whether the items can be represented by a single factor at the 
within-level. We do this by establishing a measurement model for the within-level, while 
specifying a saturated model at the between-level. The fit of this, and consecutive models, can 
be evaluated using the χ2-test. Statistical significance of the χ2 statistic indicates that exact fit of 
the model has to be rejected. With large sample sizes, very small model misspecifications may 
lead to rejection of the model (Marsh, Balla, & Mcdonald, 1988). Therefore, in addition to the 
adjusted χ2 statistic, we consider indices of approximate fit by using root mean square error of 
approximation (RMSEA) below .05 and comparative fit index (CFI) scores above .95 to indicate 
good fit (Browne & Cudeck, 1992), and RMSEA below .08 and CFI scores above .90 to indicate 
acceptable fit (Hu & Bentler, 1999).

When the model does not fit the data adequately, additional steps can be taken to address 
causes of such misfit before continuing. In such a case, inspecting the modification indices or 
correlation residuals can provide valuable information about local misfit in the model. Note 
that modifications to the model should always be guided by theory, because blindly following 
statistics will lead to lead models that do not generalize to other samples (MacCallum, 1986). 
Only when the model fits adequately to the data and is theoretically sensible, proceeding to the 
next step is warranted.

3.4. Step 4: Fitting a Two-Level Model with Cross-Level Constraints

For the configural model, we want the construct at both levels to be comparable in meaning. 
For example, we want nervousness to represent individuals’ overall feeling as an indicator of 
stress on the between-level and their daily changes in that emotion to be presented on the 
within-level, to indicate daily fluctuations in stress. To allow for such an interpretation we will 
need to constrain the factor loadings to equality across the within- and between-levels. In this 
model, the factor variance at the between-level should be freely estimated, since the constraint 
on the factor loadings already identifies the scale of the between-level factor when the factor 
variance at the within-level is fixed (Jak et al., 2014).

3A known issue is that testing significance of variances and covariances in this way leads to an overly conservative result. That is, the 
conclusion will too often be that the between-level variance or covariance is not significant (Stoel, Garre, Dolan, & van den 
Wittenboer, 2006). However, with daily data the between-level variance will generally be substantial, so that finding nonsignificant 
chi-square values seems very unlikely.

APPLIED MEASUREMENT IN EDUCATION 69



3.5. Step 5: Calculating Reliability Indices

If the model fit in Step 4 is deemed acceptable, the final step is the calculation of reliability indices by 
using the obtained parameter estimates in the presented equations for ωb and ωw. In the results 
section, we provide examples of how to perform the five steps described above, along with Mplus 
syntax. For researchers who prefer using R over Mplus we included additional syntax in the supple
mentary materials. See the discussion section for more details about using the R syntax.

4. Empirical Illustration

4.1. Method

4.1.1. Participants and Procedure
Participants for this empirical illustration were part of a study examining a daily process model of 
experienced work-related stress emotions. The 151 participating teachers (age, M = 42.0, SD = 11.0, 
52.3% female) were recruited from a school organization, consisting of six secondary school in the 
Netherlands. These teachers reported an average work experience in teaching of 13.1 years (SD = 9.2) and 
worked on average 4 out of the 5 day work week (full time equivalent, M = .81, SD = .18).

The school at which the teachers worked, was contacted via e-mail and phone. Next, the teachers were 
asked to participate during a group meeting in which we instructed them about the procedure and 
addressed any concerns regarding their privacy. These teachers provided informed consent and their 
e-mail address, through which we contacted them. They received instructions on how to use the specially 
designed application on their phone and/or their e-mail to complete the daily self-reporting questionnaires. 
Afterward, these questionnaires were automatically sent for 15 consecutive work days in the afternoon, 
followed by a reminder in the evening. To ensure that each measurement occasion corresponded to the 
intended day, the participants were prevented from completing questionnaires of any of the previous days.

4.1.2. Measures
Shortening existing scales is an approach often used by diary researchers to lessen the burden on 
participants, in order to reduce the likelihood of fatigue or boredom to occur (Cranford et al., 2006). 
This would otherwise affect the measures and result in an increase of missing data. Additionally, it is 
important to present short, clearly worded items while still retaining as much of the original scale’s 
psychometric properties (Bolger & Laurenceau, 2013; Mehl et al., 2012).

Following such advice, we shortened a Dutch version (van der Ploeg, 1982) of the commonly used State- 
Trait Anxiety Inventory (STAI) (Spielberger, 2010) to a scale containing three state-items focused on 
measuring emotions related to work. These three negative emotion items are conceptualized as indicators 
of work-related stress emotions (Folkman, 2008; Lazarus, 1999). The items were selected by inspecting the 
reported factor loadings of the items from the state subscale of the STAI and choosing the highest among 
them.

Next, we added a fourth item to our daily measures to encompasses the general feeling of work-related 
stress. The reason for this is two-fold. Firstly, we wanted an item that would function as a failsafe in case our 
scale would not adequately represent work-related stress, then we would at least have a single indicator. 
Secondly, because we aimed to use structural equation modeling, a scale with only three items would present 
a problem during step 3 due to the fact that such a model is just-identified (no degrees of freedom 
remaining). As a consequence no meaningful model fit could then be interpreted.

Lastly, the format of the questions was adapted to better fit the context of a daily measure by 
preceding the questions with the sentence “Today, because of my work I felt . . ..” This resulted in items 
such as “Today, because of my work I felt stressed.” All answering options ranged from 1 (does not 
apply to me) to 100 (does apply to me).

To further decrease the burden on participants we used a planned missing data design. This allowed us to 
ask fewer questions on each occasion while still maintaining much of the psychometric properties of the 
scale (Rhemtulla & Hancock, 2016). Additionally, we used this design to avoid effects caused by repeating 
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the same questions on a daily basis. This design meant that from our pool of four items, three random items 
were administered daily, alongside a fixed item (the above example item) that was presented on each 
occasion.

4.1.3. Data Analysis
Reliability of longitudinal measures for the stress scale were investigated using the five step approach 
presented above. Note that for these analyses the data must be in long form (i.e., occasions are 
presented in rows of the data matrix rather than participants). In order to reproduce the results, the 
data and Mplus syntax and output are available from https://osf.io/qgwfk/?view_only= 
179043268b5d44139c0f3bde2db9ddb3. We used the default MLR estimator in Mplus, which uses 
normal maximum likelihood estimation, but provides SEs and a test statistic that are robust to 
nonnormality (Asparouhov & Muthén, 2005; Satorra & Bentler, 1994).

4.2. Results and Interpretation

4.2.1. Step 1: Inspecting Intraclass Correlations
The first step is to inspect the intraclass correlations (ICCs) of the variables under investigation. The 
ICCs can be obtained by providing Mplus with the necessary information about the cluster variable 
(person), the values we assigned to missing data (9999), the type of analysis (two-level).

DATA: FILE IS ILD reliability.dat;
VARIABLE: NAMES ARE person time item1 item2 item3 item4;

USEVAR = item1 item2 item3 item4;
CLUSTER = person;
MISSING ARE all (9999);

ANALYSIS: TYPE = TWOLEVEL; 

Performing these analyses resulted in ICCs for the four stress-emotion items, ranging from .35 to 
.45. As such, these values indicate that between 35% and 45% of the variance in the daily measures are 
dependent on the person providing the answer. Based on the size of these variances, the application of 
a multilevel approach appears warranted.

4.2.2. Step 2: Testing Between-Level Variance and Covariance
To determine if both the between-level variance and covariance indeed deviate significantly from zero, 
we add a “model” section to the previously used syntax:

MODEL: %WITHIN%
ITEM1 with ITEM2 ITEM3 ITEM4;
ITEM2 with ITEM3 ITEM4;
ITEM3 with ITEM4;

%BETWEEN%
ITEM1-ITEM4@0;
ITEM1 with ITEM2@0;
ITEM1 with ITEM3@0;
ITEM1 with ITEM4@0;
ITEM2 with ITEM3@0;
ITEM2 with ITEM4@0;
ITEM3 with ITEM4@0; 
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With the above syntax, we specified a null model by correlating all items on the within-level and 
constraining all between-level item variances and covariances to zero, thereby testing whether the 
variance at the between-level deviates significantly from zero (step 2a).

For the independence model, the constraints (@0) for the variances (ITEM1-ITEM4) are removed. 
We do however leave the constraint in place for the covariances. The resulting syntax is:

MODEL: %WITHIN%
ITEM1 with ITEM2 ITEM3 ITEM4;
ITEM2 with ITEM3 ITEM4;
ITEM3 with ITEM4;

%BETWEEN%
ITEM1-ITEM4;
ITEM1 with ITEM2@0;
ITEM1 with ITEM3@0;
ITEM1 with ITEM4@0;
ITEM2 with ITEM3@0;
ITEM2 with ITEM4@0;
ITEM3 with ITEM4@0; 

With this independence model, we test whether the covariances among the items at the between- 
level deviates significantly from zero (step 2b).

For the stress-emotion scale, the between-level variance was found significant, as indicated by the 
significant χ2 of the null model, χ2(10) = 796.600, p < .001. Because we reject the null model, we 
conclude that a significant amount of variance is present at the between-level. For the independence 
model, likewise, a significant χ2 was found, χ2(6) = 410.281, p < .001. As such, the independence model 
is rejected, indicating that significant covariance is present at the between-level. These results thereby 
confirm that multilevel modeling is indeed necessary.

4.2.3. Step 3: Establish a Measurement Model at Within-Person Level
In this step, the goal is to establish a good fitting model with a factor representing the items at the 
within-level model.

MODEL: %WITHIN%
FACTORw by
ITEM1*
ITEM2 ITEM3 ITEM4;
ITEM1 ITEM2 ITEM3 ITEM4;
ITEMw@1;

%BETWEEN%
ITEM1 with ITEM2 ITEM3 ITEM4;
ITEM2 with ITEM3 ITEM4;
ITEM3 with ITEM4; 

This model showed good fit to the data, χ2(2) = 7.744, p = .021, RMSEA = .048, CFI = .993. Based on 
this fit, we can continue to the next step.

4.2.4. Step 4: Fit Two-Level Model with Cross-Level Constraints
We now adjust the model part of this syntax to accommodate for a measurement model with a single 
factor at both the within- and between-level. We constrain the factor loadings across levels to equality 
by adding the same labels (between brackets) at each level, resulting in a multilevel configural model. 
Recall that this constraint is needed to allow for a similar interpretation of the construct at both levels 
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of measurement. We again constrained the factor variance at the within-level to one. This constraint, 
however, is unnecessary for the between-level because we imposed cross-level invariance of factor 
loadings which now identifies the scale of the between-level factor.

MODEL: %WITHIN%
FACTORw by
ITEM1* (a)
ITEM2 ITEM3 ITEM4 (b-d);
ITEM1 ITEM2 ITEM3 ITEM4;
FACTORw@1;

%BETWEEN%
FACTORb by
ITEM1* (a)
ITEM2 ITEM3 ITEM4 (b-d);
FACTORb (fb);
ITEM1 ITEM2 ITEM3 ITEM4; 

The model fitted the data well, χ2(2) = 31.332, p < .001, RMSEA = .053, CFI = .970. The assumption 
of equal factor loadings across levels holds, as both models for work-related emotions showed good 
model fit with cross-level constraints in place.

4.2.5. Step 5: Calculating Reliability Indices
We proceed with calculating the within-level (ωw) and between-level (ωb) reliability indices. We 
adjusted the syntax from step 4 to include a new section called “model constraints,” which performs 
the calculations as provided by Lai (2021). For clarity, we used Mplus notations, indicated by “!,” to 
describe each of the new variables added in this section. Note that we left the model part unchanged, so 
the model fitted here is exactly the same as in Step 4. We added labels to the between-level factor 
variance, the residual item variances, and the factor loadings. These are necessary for the reliability 
calculations as detailed in the model constraint section. In this section, we first instructed Mplus which 
new parameters to calculate. Next, we provided the information for these calculations, based on the 
within-level (ωw), between-level (ωb):

MODEL: %WITHIN%
FACTORw by
ITEM1* (a)
ITEM2 ITEM3 ITEM4 (b-d);
ITEM1 ITEM2 ITEM3 ITEM4 (e-h);
FACTORw@1;

%BETWEEN%
FACTORb by
ITEM1* (a)
ITEM2 ITEM3 ITEM4 (b-d);
FACTORb (fb);
ITEM1 ITEM2 ITEM3 ITEM4 (i-l);

MODEL CONSTRAINT:
new (omega_w omega_b theta_b theta_w
phi_w phi_b lambda N_w); !Newly added variables
N_w = 15; !Number of measurement occasions
lambda = a+b+c+d; !Factor loadings
phi_w = 1; !Within-level factor variance
theta_w = e+f+g+h; !Within-level residual error
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phi_b = fb; !Between-level factor variance
theta_b = i+j+k+l; !Between-level residual error
omega_w = (lambda^2*phi_w) /
(lambda^2*phi_w + theta_w);
omega_b = (lambda^2*phi_b) /
(lambda^2*(phi_b + phi_w/N_w) + theta_b +
theta_w/N_w); 

Table 1 shows the estimated factor variances and factor loadings, and Table 2 shows the estimated 
residual variances. Using these values and the corresponding equations as presented in the theoretical 
framework, we can determine the reliability estimates for our stress scale.

Using Equation (2), for the within-level reliability (ωw) we found a reliability estimate of .900. This 
indicates that 90% of the variance in the within-person part of the scale scores is accounted for by the 
common factor that represented the state-like stress-emotion. In addition to the point estimate, Mplus 
provides us with a standard error (SE) of .011 for this estimate, which we can use to calculate the 95% 
confidence interval (CI). We did so by multiplying the SE times 1.96, which resulted in a 95% CI [.878, 
.922] for the within-level reliability estimate. We applied the same approach to determine between- 
level, using Equation (3), which resulted in a between-level reliability (ωb) of .884, with a 95% CI [.853, 
.915]. Meaning that around 88% of the variance in person’s scale scores is attributable to the common 
factor that represents trait-like stress-emotion.

Table 1. Estimated factor loadings and factor variances for the work-related stress emotions scale.

Scale Unst. loading Unst. factor variance 95% CI Std. loading Std. factor variance 95% CI

Between 0.761 [0.522, 1.000] 1.000
Tense 20.668 [18.953, 22.383] .976 [.941, 1.011]
Nervous 16.205 [14.402, 18.008] .869 [.798, .940]
Stressed 19.737 [18.140, 21.411] .976 [.951, 1.001]
Worried 17.929 [16.447, 19.411] .914 [.861, .967]

Within 1.000 1.000
Tense 20.668 [18.953, 22.383] .916 [.869, .963]
Nervous 16.205 [14.402, 18.008] .785 [.734, .836]
Stressed 19.737 [18.140, 21.411] .858 [.813, .903]
Worried 17.929 [16.447, 19.411] .763 [.714, .812]

All values found significant, p < .001, CI = Confidence Interval, Unst. = Unstandardized, Std. = Standardized, N = 151 participants with 
1255 observations.

Table 2. Estimated residual variances of the indicators for the work-related emotions scale.

Scale Unst. residual variance 95% CI Std. residual variance 95% CI

Between
Tense 15.867* [−8.960, 40.694] .047 [−.024, .118]
Nervous 64.550 [32.169, 96.931] .224 [.122, .366]
Stressed 14.695* [−0.191, 29.581] .047 [−.002, .096]
Worried 48.032 [21.762, 74.302] .164 [.068, .260]

Within [-] [-]
Tense 82.010* [37.267, 126.753] .161 [.077, .245]
Nervous 163.591 [123.764, 203.418] .384 [.304, .464]
Stressed 139.926* [95.128, 184.724] .264 [.186, .342]
Worried 230.564 [174.110, 287.018] .418 [.344, .492]

All values found significant, p < .001, except those marked with * for which values of p > .05 were found. CI = Confidence Interval, 
Unst. = Unstandardized, Std. = Standardized, N = 151 participants with 1255 observations.
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Lastly, following the method outlined by Shroud and Lane (2012), we derived variance 
components from our data to calculate a within-level and between-level reliability score using 
the generalizability theory (Table 3). Notably, the within-level reliability estimate is .87, which is 
very similar to the estimate obtained with the multilevel CFA approach. However, the between- 
level estimate from the generalizability method is .99, which is .11 higher than with the factor 
analytic approach. This difference may be caused by the stronger assumptions made by the 
generalizability theory method. Specifically, the estimates of the factor loadings and residual 
variances reported in Tables 1 and 2 show that tau equivalence and equal residual variances across 
items did not hold for these data. Note, however, that these results are specific to this dataset. A 
simulation study would be needed to evaluate structural differences between the reliability 
estimates obtained with the different methods.

5. Discussion

This article illustrated a five-step approach for determining scale reliability of daily intensive long
itudinal measures. Within a multilevel context, we showed that this approach can be used to estimate 
reliability for the between-level (trait-like, between-person) and within-level (state-like, within-per
son) scales of teachers’ work-related stress emotions. With this illustration, we sought to help 
researchers interested in working with daily intensive longitudinal data to establish scale reliability 
for their measures, thereby bridging the gap between more technical papers and those applying the 
methods in daily research. Clarifying methods for investigating scale reliability will likely make it 
easier to compare the psychometric properties of daily data measures. This, in turn, will aid research
ers in making difficult choices about which instruments to adopt. Given the didactic nature of this 
illustration we conclude with a number of issues researchers may encounter or may want to consider 
when working with these type of data.

5.1. Extending the One-Factor Model

For this illustration we used of a one-factor model. Even though the focus of this article was on 
investigating reliability with one-factor models, extension of the applied equations to encompass 
reliability of multifactor models is possible. Raykov and Shrout (2002) provided a method to obtain 
estimates of reliability for composites of measures with non-congeneric structure in single-level data. 
Future research could focus on extending and detailing their method to multilevel factor models with 
longitudinal data.

Table 3. Variance components with the within-person and between-person reliability estimates obtained 
through the use of the generalizability theory approach.

Variance component Variance Reliability Estimate

σ2 Person 294.219
σ2 Time 6.086
σ2 Item 12.134
σ2 Person*Time 343.418
σ2 Person*Item 26.703
σ2 Time*Item −.106*
σ2 Time*Item*Person (Error) 158.043

Within-person (RC) .87
Between-person (RKF) .99

*This negative estimate is likely the result of the true variance equaling zero. RC and RKF are the names 
used in the generalizability approach to denote within-person and between-person reliability respec
tively. Additional details on calculating these reliability estimates can be found on the OSF-page.
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5.2. Considering Validity

While our focus was primarily on establishing reliability with a multilevel one-factor model, the 
validity of scales should not be overlooked when designing or selecting good measurement instru
ments. Although the fit of our multilevel configural model in step four supported construct validity, 
additional support for convergent or discriminant validity can be obtained by adding additional 
factors to the model. For example, support for discriminant validity can be found for constructs 
that are thought to be unrelated, indicated by nonsignificant correlations (Hubley, 2014). Conversely, 
support for convergent validity is indicated by constructs that show a relationship, albeit positive or 
negative. To show this, we added a single indicator item to the model of step 5, correlating it to both 
the within and between-level factors of teachers’ stress emotion. This single item asked participants to 
rate how resilient they felt to daily stress experiences. The resulting model fitted the data well, χ2 

(13) = 45.656, p < .001, RMSEA = .045, CFI = .972, and showed an expected (standardized) negative 
correlation with the within (r = −.577) and the between-level (r = −.733) factors, thereby supporting 
convergent validity.

5.3. Partial Cross-Level Invariance

In order to interpret the construct at the between- and within-level as the same common factor, we 
assumed equal factor loadings across levels. However, this assumption of cross-level equality may not 
always yield a satisfactory fitting model, and might therefore not be the best representation of the data. If 
cross-level invariance does not hold, the associated factors do not have the same interpretation across 
levels. For example, if the factor loading for a specific indicator is higher at the within level than at the 
between level, the factor at the within level will represent more of the content of that specific indicator (and 
the other way around). For example, if positive affect would be measured with three items asking about 
how much the respondents felt active, alert and determined using daily measurements, it is conceivable 
that the item about feeling determined performs slightly different at each level of the measure. Feeling 
determined might be a relatively more stable measure than feeling active and alert, that is, the responses on 
the last two items might fluctuate more from day to day. In such a situation, the factor loading of the item 
“determined” will be higher at the between-level than at the within-level. Researchers could then release 
the equality constraint on the factor loadings for specific items, thereby allowing partial invariance of factor 
loadings. Releasing these constraints does however change the interpretation of the common factor, and 
researchers should evaluate what this means conceptually within the context of their research.

5.4. Negative Residual Variances

It is not uncommon to find negative residual variance, especially at the between-level for models fitted on 
smaller samples. Since negative variances are not possible in the population, researchers need to determine 
the reason for their occurrence in the sample. In general, possible causes can be outliers, nonconvergence, 
under-identification, misspecification, or sampling fluctuations (Kolenikov & Bollen, 2012).

In the two-level models that are the focus of this article, negative residual variances could even have 
a meaningful interpretation as long as the estimate is not significantly different from zero: strong 
factorial invariance across clusters implies absence of residual variance at the between-level in a model 
with cross-level invariance (Jak & Jorgensen, 2017,; Muthén, 1990; Rabe-Hesketh et al., 2004). When a 
population value is zero, it is not strange to find negative sample estimates. However, negative variance 
estimates are problematic for the calculation of the reliability, because all level-specific residual 
variances are summed as part of the denominator (for example see Equation (2)). Including a negative 
value would result in a smaller total residual variance than expected for that model. Thereby making it 
seem like the measurement model contains less error than it actually does.

For the reliability calculations, one should therefore replace negative estimates of variances with 
zero to avoid overly positive estimations of reliability.
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5.5. Alternative Statistical Software

Since Mplus is commercial software and therefore not obtainable for all researchers, at our OSF page 
we also provide syntax for this illustration using the open-source and free software lavaan (Rosseel, 
2012) in R (R Core Team, 2021). At this moment, lavaan (Rosseel, 2012) does not yet include the 
possibility to handle missing data in a multilevel setting. Future updates of the package will provide the 
ability to handle these intensive longitudinal data with missing data (Rosseel, 2021), and we will 
update the scripts on our OSF-page as soon as it is available.

6. Conclusion

With this illustration we have tried to facilitate reliability analysis using recent methods from multi
level factor analysis. Determining reliability for daily longitudinal measures is not an easy task. 
Therefore, we hope that our proposed steps will aid researchers in their efforts to determine scale 
reliability with time-intensive data.
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