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Abstract. Stroke is believed to be among the leading causes of adult disability 
worldwide. It is wreaking havoc on African people, families, and governments, 
with ramifications for the continent’s socio-economic development. On the other 
hand, stroke research output is insufficient, resulting in a dearth of evidence-based 
and context-driven guidelines and strategies to combat the region’s expanding 
stroke burden. Indeed, for African and other developing economies to meet the 
UN Sustainable Development Goals (SDGs), particularly SDG 3, which aims to 
guarantee healthy lifestyles and promote well-being for people of all ages, the 
issue of stroke must be addressed to reduce early death from non-communicable 
illnesses. This study sought to create a robust predictive model for early stroke 
diagnosis using an understandable machine learning (ML) technique. We 
implemented a categorical gradient boosting machine model for early stroke 
prediction to protect patients’ health and well-being. We compared the 
effectiveness of our proposed model to existing state-of-the-art machine learning 
models and previous studies by empirically testing it on a real-world public stroke 
dataset. The proposed model outperformed the others when compared to the other 
methods using the research data, achieving the maximum accuracy (96.56%), the 
area under the curve (AUC) (99.73%), F1-measure (96.68%), recall (99.24%), and 
precision (93.57%). Functional outcome prediction models based on machine 
learning for stroke were verified and shown to be adaptable and helpful. 

Keywords: CatBoost; gradient boosting machine; health; stroke; stroke prediction; well-
being.  

1 Introduction 

Stroke is a neurological condition caused by ischemia or bleeding of the brain 
arteries, usually resulting in various physical and cognitive problems that make it 
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challenging to function [1-3]. It is the third leading cause of death and severe 
long-term disability in most advanced and emerging countries worldwide [4,5]. 
In addition, stroke is one of the most common causes of adult impairment, 
resulting in loss of capacity. According to statistics from the World Health 
Organization (WHO), 15 million people died in 2015 from cardiac disease, with 
6.24 million deaths from stroke [6]. Following heart disease, stroke was the 
second most common cause of death and one of the top-five causes of disability 
in 2020.  

Anyone can have a stroke anywhere at any time [7,8]. About a hundred years ago, 
stroke was relatively uncommon in Africa. However, of late, it is prevalent in 
most parts of Africa, with a yearly incidence rate of 316 per 100,000, a yearly 
prevalence rate of 1,460 per 100,000, and a three-year death toll of up to 84% [9-
11].  

Furthermore, many Africans get it at the pinnacle of their career and societal 
contribution. According to several studies [4,12-14], increased incidence of 
cardio-metabolic risk features, populace expansion, decreased corporal activity, 
and other lifestyle deviations contribute to the rising stroke burden in Africa. 
Stroke is a leading public health problem with substantial economic and social 
ramifications. In Ghana, it is one of the top-three causes of death and a prominent 
cause of adult medical hospitalization [4,12,15]. Stroke is a significant public 
health concern in Ghana, but no contemporary research has been done on the 
disease using machine learning for early detection. Early detection of several 
strokes causes could help prevent the escalating numbers of stroke incidents in 
Ghana and other West African countries. 

Predicting a person’s likelihood of having a stroke is critical for early intervention 
and treatment. With the advancement of artificial intelligence, technologies such 
as machine learning (ML) can assist patients and clinicians in detecting stroke 
symptoms in an early stage [16]. ML application in different health sectors has 
provided accurate and speedy prediction results and has hence become a powerful 
tool of late in health settings. Its application in stroke detection allows stroke 
patients to receive tailored clinical therapy in most developed countries [2,3,17]. 
However, although ML in health care is rising, some developing countries like 
Ghana are yet to receive enough scientific attention, despite a clear need for 
research. Hence, this study proposes a method for predicting early stroke 
disorders by analyzing blood pressure, body mass index (BMI), heart disease, 
gender, and other factors, such as smoking and age. Specifically, our goal was to 
create a novel prediction model for early stroke identification using an 
understandable ML algorithm and to assess the prediction accuracy and relevance 
of ML models. In summary, the following are our significant contributions: 
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1. Propose a robust feature engineering scheme to discover new (unknown) 
possible stroke risk factors. 

2. Adapt the ordered target statistics technique in the categorical gradient 
boosting algorithm (CatBoost) to convert categorical information to 
numerical features during training to reduce data processing complexity. 

3. Develop an integrated ML method for stroke prediction that significantly 
outperforms existing state-of-the-art algorithm and studies. 

4. This study is one of the few from developing countries like Ghana to propose 
a machine learning-based smart stroke prediction model to assist stakeholders 
in making informed decisions. 

We believe this study’s outcome will help individuals with no or insufficient 
knowledge of stroke to detect the early likelihood of the disease to seek early 
medical help. Also, it will help facilitate the work of the limited number of 
clinicians in the country (Ghana). The remaining sections of the study are 
categorized as follows. First, we present the literature survey in Section 2. Next, 
Section 3 discusses the study methodology, while Section 4 presents the results 
and discussions. Finally, Section 5 contains the study conclusions and future 
works. 

2 Literature Survey 

2.1 Machine Learning 

Studying algorithms that can learn quickly and improve without explicitly 
programming is known as the field of machine learning. ML techniques can be 
classified as supervised, unsupervised, or deep learning. Supervised learning 
develops a model that predicts the outcome by mapping one or more independent 
variables to a target (output) based on observations. It is usually grouped into 
two: classification and regression. The term ‘classification’ refers to using 
predictors to categorize a discrete target variable. The relationship between the 
target variable and the predictors is investigated using regression analysis 
[2,18,19]. Unsupervised learning is used to cluster observations to create clusters 
based on likeness. Unsupervised learning techniques include clustering, 
association analysis, and dimensionality reduction. Finally, deep learning creates 
a computational model with multiple processing layers that learns a data set 
incrementally from raw data [2]. 

2.2 Related Works 

A hybrid machine learning model was proposed for stroke prediction based on an 
incomplete and unbalanced medical dataset [20]. Random forest (RF) was 
adopted for missing data replacement and hyperparameter optimization 
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(AutoHPO), based on a deep neural network (DNN), was used to predict stroke. 
Using 43,400 biological data records achieved 71.6% accuracy and 67.4% 
sensitivity. Likewise, Lau, et al. [21] looked into automatic movement 
recognition using the SVM ML algorithm and data from kinematic sensors. Seven 
patients walked in various environments, including stair_descent, stair_ascent, 
level_ground, downslope, and upslope. The support vector machine (SVM) 
outperformed artificial neural networks (ANN) and radial basis function neural 
networks, improving accuracy \ to 97.5% (RBF). Finally, SVM was used to 
predict stroke with Cardiac Health Study (CHS) data. The study proposed a novel 
automatic feature selection method that selects robust features based on the 
conservative mean [22]. However, this resulted in many vectors that degraded the 
model’s performance. Likewise, different (decision trees (DT), ANN, SVM and 
principal component analysis (PCA)) ML techniques were used to detect stroke 
in the CHS dataset [23]. Nevertheless, their dataset had fewer features, limiting 
its ability to examine the significant factors that predict stroke. 

Another study [24] has proposed a stroke prediction algorithm based on an 
improvised RF algorithm. According to the authors, this method outperformed 
existing algorithms. However, the study was limited to only a few types of strokes 
and does not apply to any new stroke types in the future. DT, RF, and multi-layer 
perceptron (MLP) were used for stroke prediction. The accuracy among them was 
quite similar, with only minor differences (DT = 74.31%, RF = 74.53%, and MLP 
= 75.02%). Based on the results, MLP appeared to be more accurate than the 
other two methods [25]. The accuracy score was the only metric used to calculate 
the performance; however, studies [16,26,27] have shown that it may not always 
give favorable results in ML applications. Three ML algorithms (DT, MLP and 
Jrip) were hybrids to predict the likelihood of having a stroke and were tested on 
a dataset gathered from Saudi Arabia’s Ministry of National Guards Health 
Affairs Hospitals [28]. The model attained an accuracy of 95%, however, with a 
high computational time compared to other works in the same field. Naive Bayes, 
Neural Networks, and DT models were developed in [29]. DT outperformed the 
other two algorithms by 75%. Nevertheless, their model is not practicable in real-
world scenarios based on their evaluation metric (confusion matrix). Jamthikar, 
et al. [30] compared ML algorithms and statistical models for accurate stroke 
prediction [30]. The study compared thirteen different statistically determined 
risk calculators; the obtained experimental findings showed that the ML-based 
model (SVM) showed superior prediction ability. However, the study dataset was 
ethnically biased, which may hinder the generalization of the model according to 
the authors. 

Similarly, an ANN trained with the Back-propagation technique was proposed 
for detecting thrombo-embolic stroke illness [31]. It achieved a prediction 
accuracy of 89%; however, the computational time was complex due to the 
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complicated structure and increased number of neurons. Likewise, integrated ML 
algorithms (SVM, LightGBM, MLP and logistic regression) were applied to 
predict neurological deterioration in atrial fibrillation (AF)-related stroke cases 
[32]. LightGBM exhibited the best performance among the ML models tested, 
with an AUROC score of 77.2%. In another study, RF, extreme gradient boosting 
models and generalized logistic regression (GLR) were applied to predict patients 
with acute ischemic stroke [33]. GLR outperformed all other ML algorithms with 
an AUC of 0.86. Also, the report showed that the top-two critical factors for 
predicting stroke were the health stroke scale at admission and age. 

It is evident from the above studies that machine learning (ML) algorithms have 
become more prevalent in the medical industry, owing to their ability to include 
and evaluate a large number of factors and large amounts of data. In contrast to 
conventional statistical models, machine learning models can forecast 
complicated clinical outcomes influenced by various factors. However, as seen 
above, ML application in the healthcare industry is minimal in developing 
countries compared with developed countries. Therefore, machine learning 
models must be applied in developing nations to help reduce mortality due to 
stroke. Hence, our research aimed to create an interpretable machine learning 
model capable of predicting early stroke symptoms from real-world data. 

3 Methodology 

Figure 1 shows the data-flow diagram of our stroke prediction model. It consists 
of three (3) phases: (i) data preprocessing – data cleaning, feature selection and 
data partitioning, (ii) building of learning algorithms for prediction, and (iii) 
model evaluation. We explain each step in the following sub-section. 

Data preprocessing 

Study data
Building of learning 

algorithm
Model 

Evaluation

Data cleaning
Treating class imbalance

Feature engineering
Data partition

Ds_Train

Ds_Test  

Figure 1 Study data-flow diagram. 
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3.1 Dataset Preprocessing 

The dataset used in this study was downloaded from Kaggle.1 The features and 
description of the downloaded dataset are shown in Table 1. We first 
preprocessed our data by treating missing values. Clinical data frequently 
includes significant omissions because patients opting out of surveys, data 
gathering problems, and other factors.  

Table 1 Features of study dataset used in all experiments. 

Name Description Type 
age Age of the patient  

Numerical 
 

Avg-glucose-level Blood glucose level average 
BMI Body mass index 

Hypertension * If the patient does not have hypertension, the 
answer is 0. 1 If the patient has. 

 
 
 
 

Categorical 
 

gender Patient’s gender 
Heart-disease * If the patient has no cardiac problems, the 

answer is 0. However, if the patient has a 
cardiac condition, then 1. 

Residence_type * The patient’s residence, whether city or rural 
area 

Ever_married ** Marital status of the patent 
Work-type ** The kind of work the patient does 

Smoking-status The patient’s smoking status 
stroke If the patient experienced a stroke, the answer 

is 1; otherwise, the answer is 0. 
 

A single asterisk (*) denotes that one-hot encoding is utilized in CatBoost, RF and SVM, whereas a double 
asterisk (**) denotes that the functionality is only available in CatBoost. 

In treating missing values, we replaced each value with the mean of the observed 
features in the column. Imbalanced data can significantly reduce the accuracy of 
the ML model; hence, the random over-sampling technique was implemented 
using the imbalanced-learn Python module to balance the study dataset.  

Next was feature selection, because building an appropriate clinical data model 
requires the selection of key elements. Only a tiny group of characteristics is 
significantly related to stroke prediction. Therefore, the study adopted a 
regularized random forest (RRF) algorithm for feature selection. The typical 
method for predicting stroke is manually selecting characteristics based on risk 
factors from medical and clinical research. Finally, the clean dataset had a size of 
(5110, 11); we partitioned it into 80% training data and 20% testing data. 

 
1 https://www.kaggle.com/datasets/fedesoriano/stroke-prediction-dataset 
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3.2 Learning Algorithms For Prediction 

3.2.1 CatBoost (Categorical Boosting) Model 

Gradient boosting is a strong ML technique that produces cutting-edge outcomes 
in various real-world applications. It is a fundamental technique for learning tasks 
with mixed features, noisy data, and complicated dependencies: web search, 
weather forecasting, recommendation schemes, and various other applications 
[34,35]. It is supported by theoretical findings showing how robust predictors can 
be constructed by iteratively merging less effective models (base predictors) 
using a greedy technique corresponding to gradient descent in a function space. 
This study adopted a novel gradient boosting technique (CatBoost) that handles 
categorical features very well and takes advantage of dealing with them through 
training instead of preprocessing [34,36].  

When choosing the tree structure, it also employs an innovative schema for leaf 
value estimation which aids in reducing overfitting. CatBoost is a categorical data 
gradient boosting library. It does not employ binary substitution for categorical 
values; rather, it transposes the dataset and estimates the average label-value for 
every case with a similar category value [35,37,38]. The gradient boosting 
approach employs oblivious decision trees as base predictors to create CatBoost. 
The DTs are used for classification, with each tree representing a feature space 
split and an output value. Each tree level is split according to a decision rule (DR). 
Each DR considers a pair r = (i, j) consisting of a feature index i = 1,...,n and a 

threshold value j . A collection of feature vectors X can be divided into two 
distinct subgroups, XA and XB, using this decision rule so that for each, 

1( , , ) ,nx x x X   we have Eq. (1). 

 𝑥 ∈ {
௑ಳ,
௑ಲ,

  
௜௙ ௫೔வ௝

௜௙ ௫೔ஸ௝                                                   (1) 

The decision rule is applied to s disjoint sets 𝑋(ଵ), ⋯ , 𝑋(௦) ∈ ℜ௡ to get 2s disjoint 

sets 𝑋(ଵ)
஺ , 𝑋(ଵ)

஻ , ⋯ , 𝑋(௦)
஺ , 𝑋(௦)

஻ . Assuming a collection of sets ൫𝑁 = {𝑋(ଵ), ⋯ , 𝑋(௦)}൯ 
and a target function (𝑓: ℜ௡ → ℜ), the decision rule is expressed as Eq. (2). 

 argmin௔{𝑃(𝑎, 𝑓, 𝑁)}    (2) 

where N is a function that evaluates the decision rule and the collection M in terms 
of their optimality concerning the goal function f. In oblivious DT (P) is 
expressed by Eq. (3). 

𝑃(𝑎, 𝑓, 𝑁) = ൜൬
ଵ

∑ |ೞ
ೖసభ ௑(ೖ)|

൰ ቀ∑ |𝑋(௞)
஺ |𝑉𝑎𝑟 ቀ𝑓൫𝑋(௞)

஺ ൯ቁ + |𝑋(௞)
஻ |𝑉𝑎𝑟 ቀ𝑓൫𝑋(௞)

஻ ൯ቁ௦
௞ୀଵ ቁൠ  (3) 
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where f(X(k)) is the target scores corresponding to sample X(k). Prokhorenkova, et 
al. [37] established a novel strategy called ordered boosting to avoid gradient bias 
through theoretical study. Algorithm 1 is the pseudo-code for ordered boosting. 

Algorithm 1 
𝐼𝑛𝑝𝑢𝑡: {(𝑋௞ , 𝑌௞)}௞ୀଵ

௩  ordered according to 𝜎, total trees I; 

 𝜎 ← 𝑟𝑎𝑛𝑑𝑜𝑚 𝑝𝑒𝑟𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 [1, 𝑣] 

U௜ ← 0 𝑓𝑜𝑟 𝑖 = 1, ⋯ , 𝑣 

 𝑓𝑜𝑟 𝑡 ← 1 𝑡𝑜 𝐼 𝑑𝑜 

𝑓𝑜𝑟 𝑖 ← 1 𝑡𝑜 v 𝑑𝑜 

 𝑟௜ ← 𝑦௜ − 𝑈ఙ(௜)ିଵ(𝑋௜); 

 𝑓𝑜𝑟 𝑖 ← 1 𝑡𝑜 v 𝑑𝑜 

 Δ𝑈 ← 𝐿𝑒𝑎𝑟𝑛𝑀𝑜𝑑𝑒𝑙[(𝑋௜ , 𝑟௝): 𝜎(𝑗) ≤ 𝑖] 

 U௜ ← 𝑈௜ + 𝛥𝑈 

 𝑟𝑒𝑡𝑢𝑟𝑛 U௩ 

It is worth noting that Ui was trained without using the Xi example, and each Ui 
had an identical tree topology. 

Our training dataset (DS_Train) was permuted s times in CatBoost. We selected 
a random permutation and calculated its gradients to improve the algorithm’s 
resilience. The same permutations were used to compute categorical feature 
statistics. We trained various models with different permutations, so we did not 
worry about overfitting. As illustrated above, we trained n different models (Mi) 
for each permutation (Algorithm 1). This implies that for each permutation, we 
had to store and recalculate O(n2) approximations: for each model Mi, we updated 
Mi (X1)..., Mi (Xi).  

As a result, this operation had an O complexity (𝑠𝑛ଶ). Instead of storing and 
updating O(n2) values 𝑀௜(𝑋௜), we kept values in our practical implementation, 
which decreased the complexity of one tree building to 𝜊(𝑠𝑛); we kept values 
𝑀௜

′(𝑋௝), 𝑖 = 1, ⋯ , [𝑙𝑜𝑔ଶ( 𝑛)], 𝑗 < 2௜ାଵ, where 𝑀௜
′(𝑋௝) is the rough calculation for 

the same j based on the first 2i samples. Then, the number of predictions 𝑀௜
′(𝑋௝) 

was not larger than ∑ 2௜ାଵ < 4𝑛଴ஸ௜ஸ௟ మ(௡) .  

The gradient on the example 𝑋௞ on the basis of the approximation used for 
picking a tree structure was estimated 𝑀௜

′(𝑋௞), where 𝑖 = [𝑙𝑜𝑔ଶ( 𝑘)]. The 
hyperparameters of the CatBoost for this study were: iterations = 210, 
feature_border_type = GreedyLogSum, bayesian_matrix_reg = 0.11, l2_leaf_reg 
= 6, learning_rate = 0.001, score_function = Cosine, leaf_estimation_iterations = 
12 and max_leaves = 2. 
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3.2.2 Comparison Models 

Based on Section 2.2, we adopted the two most used machine learning algorithms 
for stroke prediction compared to our proposed CatBoost model. 

3.2.2.1 Random Forests (RF)  

RF combines several DT classifiers into a single, powerful model using 
Breiman’s ‘bagging’ concept [39]. It employs a self-help approach to produce 
fresh training subsets from the original K training samples by periodically 
choosing random v(v < K) sets of samples. Some samples may be gathered more 
than once throughout the overall selection procedure. Out-of-bag (OOB) data 
refers to the 36.8% of training data not sampled in each cycle of bagging random 
sampling. These uncollected data are not included in the model fitting during 
training, but they can be used to test the model’s capacity to generalize.  

The training sample is utilized to form random forests by building v buffeting 
decision or regression trees (CART). The test sample is then classified using a 
majority vote decision or the average return value. RF, generally, may attain 
strong generalization skills and low modification resistance without extra pruning 
because randomization can efficiently reduce model variance. For this study the 
RF hyperparameters were: criterion = entropy, max_depth = 4, max_features = 
log2, min_impurity_decrease = 0.0002 and n_estimators = 130. This study 
implemented the RF model using the Scikit learn library. 

3.2.2.2 Support Vector Machine (SVM) 

The SVM ML technique was created by AT&T Bell Labs to reliably categorize 
binary features using a single hyperplane (H) [40]. It converts input 
characteristics (v) into a higher-dimensional space with the finest separating 
hyperplane. The hyperplane is a boundary between two classes constructed by 
maximizing the boundary between the support vectors (SV) of both classes 
[41,42].  

In most cases, the hyperplane has various values for different feature dimensions, 
such as a point for one dimension and a straight line for two dimensions. H would 
be a plane if the dimensions were bigger than two. The best H has the most 
significant difference between classes. The largest width parallel to the H of the 
slice with no interior data points is called the margin. SV are the data points that 
are close to the dividing H. This study implemented the SVM model using the 
Scikit learn library. 
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3.3 Evaluation Metrics 

Machine learning model performance may be measured using a variety of 
statistical approaches. However, for the sake of this research, we adopted six 
well-known metrics (see Table 2). 

Table 2 Adopted evaluation metrics. 

# Technique Formula Description 
1 Accuracy 

(ACC) 
 

 
TP TN

ACC
TP FP TN FN

        

 Expresses the proportion of correct 
forecasts to total predictions. TP = 
true positive, TN = true negative, 
FN = false negative, and FP = false 
positive. 

2 Precision  Precision
TP

TP FP
   

 

 Assesses a model’s ability to 
classify the positive label. A score 
closer to one (1) is preferable. 

3 recall/ 
Sensitivity 

Recall
TP

TP FN
    

 

  

Describes how well a classification 
model classifies the positive class 
when the outcome is positive. A 
recall value of one (1) or less is 
preferable. 

4 F-Score 
(FS) 

2 P R
FS

P R

     
 Depicts the equilibrium between 

(P) and (R), i.e., P = consonant 
mean and R = sensitivity. 

5 ROC The receiver operator characteristic (ROC) is a probability curve 
that shows the TPR against the FPR at several threshold points, 
effectively separating the wanted signal from the unwanted. 

6 AUC  The area under the curve (AUC) summarizes the receiver 
operator characteristic (ROC) curve that assesses a model’s 
capacity to differentiate between labels. AUC values of 1 indicate 
that the classifier is ‘best’, with 0.5 indicating ‘random guessing’. 

4 Experimental Results and Discussions 

We conducted experiments to assess the performance of our proposed stroke 
prediction model. The experiments were run on an HP laptop (Spectre x360) with 
an Intel Core i7 CPU with 16.0 GB RAM. The Scikit2 learn library and Python 
programming language were used in this study to implement all machine learning 
models. We present the results in the following sections. First, Figure 2 shows a 
plot of the study data: Figure 2(A) shows the unbalanced data, and Figure 2(B) 
shows the data after balancing with the random over-sampling technique. 

 
2 https://scikit-learn.org/ 
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Figure 2 Study dataset: unbalanced dataset (A), balanced dataset using a random 
over-sampling technique (B). 

4.1 Feature Selection and Feature Importance Analysis 

The top-n significant predictors contributing to the efficiency of the proposed 
model were selected using recursive feature elimination. This technique 
automatically detects possible risk factors without requiring lengthy medical 
studies to comprehend each one thoroughly. It enables a rapid approach to 
describing a novel illness and identifying its predictors before further research 
confirms them. In addition, this approach may potentially be utilized to identify 
previously unknown risk factors. We discovered the top features in our tests by 
rating the average of the conservative mean vectors in descending order over 
several random trials.  

Figure 3 shows a plot of the top attributes of the study data. It is worth noting that 
the top properties recognized by medical research and those chosen by our feature 
selection algorithm have a lot in common. The outcome reveals that our system 
is capable of correctly recognizing risk variables. As a result, highly ranked traits 
that have yet to be clinically validated may be potential risk factors. For example, 
age and glucose level were the most significant features in predicting stroke, 
which agrees with previous literature [22,33,43]. 

Average glucose was a high-ranking component, although BMI is a well-known 
stroke risk factor. Furthermore, hypertension may be a significant risk factor 
since it indicates that a person’s cerebrovascular activity is linked to stroke risk. 
Our findings also point to some other possible stroke risk factors, such as marital 
status and gender. More research on these characteristics may lead to better stroke 
prediction. 
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Figure 3 Feature importance ranking. 

4.2 Model Performance 

The ten-fold CV method was conducted using the datasets discussed in Section 
3.1 to test the success of our proposed model for predicting stroke. In addition, 
the proposed CatBoost model, RF and SVM methods were trained using a grid 
search hyperparameter optimization technique to optimize the parameters. 

Table 3 shows the performance of our proposed model using ten-fold CV 
training. The cross-validation approach produces a reliable performance 
comparison because it uses data set components individually (i.e., folds) for the 
testing and training processes. Our technique attained an average AUC value of 
99.73%, indicating that it can differentiate between a patient who is likely to get 
a stroke or not. Furthermore, our proposed method had an average accuracy of 
96.56% in predicting stroke patients.  

In addition, we observed an average recall score of 99.24%, indicating that our 
method can successfully detect all stroke cases with a low false-negative rate. 
Again, the proposed technique achieved average precision scores of 93.57%, 
which is the ratio of properly diagnosed stroke patients to classified stroke cases. 
Also, our model observed average F1-scores of 96.68%. The F1-score shows how 
well precision and recall are balanced; thus, both false negatives and positives are 
considered in this score. It is a crucial metric, especially if the dataset is 
imbalanced. 

The computational time of our model was 6.845 seconds, which is less expensive 
than [28]. The AUC curve of our model based on the ten-fold CV is shown in 
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Figure 4. Figure 5 depicts the recall-precision curve. Figure 6 shows a threshold 
plot of the proposed model. Finally, we compared the suggested technique to 
state-of-the-art ML methods (RF and SVM) to further assess its performance and 
resilience. Accuracy, AUC, recall, Precision, Kappa, F1-score, and Mathew’s 
correlation coefficient (MCC) were used to measure performance (see Table 4). 
We compared these models with our proposed model on the same study dataset. 

Table 3  Performance evaluation of our proposed model based on ten-fold CV 

Fold No. Accuracy AUC Recall Prec. F1-score Kappa MCC 
0 0.9569 0.9932 1 0.9206 0.9586 0.9137 0.9171 
1 0.9695 0.9994 0.9898 0.9426 0.9704 0.9391 0.9408 
2 0.9695 0.9976 1 0.9426 0.9704 0.9391 0.9408 
3 0.9632 0.9993 0.9797 0.9314 0.9645 0.9264 0.9289 
4 0.9721 0.9990 0.9873 0.9470 0.9728 0.9442 0.9456 
5 0.9720 0.9979 0.9873 0.9470 0.9728 0.9441 0.9456 
6 0.9530 0.9963 0.9975 0.9140 0.9550 0.9060 0.9100 
7 0.9581 0.9985 0.9975 0.9225 0.9597 0.9161 0.9194 
8 0.9771 0.9928 0.9898 0.9562 0.9776 0.9543 0.9553 
9 0.9644 0.9989 0.9949 0.9335 0.9656 0.9289 0.9312 

Mean 0.9656 0.9973 0.9924 0.9357 0.9668 0.9312 0.9335 
SD 0.0074 0.0023 0.0063 0.0129 0.0069 0.0148 0.0139 

The AUC curve is a helpful and crucial estimate of general presentation and a 
generic measure of the classification model. The higher the AUC curve, the better 
the model’s performance. The proposed approach’s AUC curve was closer to the 
top-left corner of the figure, indicating that is suitable for early stroke detection. 
Overall, these findings support our proposed approach’s success. The precision 
and recall curve is also frequently utilized to compare classifiers regarding recall 
and accuracy. The precision-recall curve gives a comprehensive view of 
categorization performance.  

Our proposed technique attained the highest AUC score (99.73%), followed by 
the RF algorithm (77.53%), as shown in Table 4. The AUC score for the SVM 
linear method was the lowest (64.2%). Table 3 demonstrates that our method 
achieved the highest accuracy (96.56%), whereas the SVM algorithm had the 
lowest (59.02%). The proposed method attained a precision of approximately 
93.57%. Furthermore, our method had the highest F1-score (96.68%), while the 
SVM algorithm had an F1-score of 60.74%, slightly outperforming the RF 
(49.06%). 
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Figure 4 Proposed method’s AUC curve based on ten-fold CV. 

 

Figure 5 Proposed method’s precision-recall curve based on ten-fold CV. 

 

Figure 6 Threshold plot of the proposed model. 
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Figure 7 shows the validation curve: the proposed model’s training and CV 
scores. From Figure 7, the generalization gap of the proposed model is very 
moderate. 

 

Figure 7 Validation curve of the proposed approach. 

Table 4 Comparing the performance of the suggested technique to the SVM and 
RF machine learning algorithms. 

Model Accuracy AUC recall Prec. F1 Kappa MCC 
RF 0.8374 0.7753 0.5833 0.5833 0.4906 0.527 0.5411 

SVM 0.5902 0.642 0.64 0.5832 0.6074 0.6074 0.5827 
Proposed approach 0.9656 0.9973 99.24 0.9357 0.9668 0.9312 0.9335 

Our model’s precision-recall curve was closest to the top-right corner (see Figure 
5), indicating that the proposed approach performed better. The findings show 
that the proposed model outperformed the other classification techniques. One 
tree is built at a time using the selected method (Categorical Gradient Boosting 
Machine), with each new tree helping to fix mistakes caused by prior trained 
trees. While using a random input sample, the RF trains each tree separately. A 
tiny adjustment to the hyperparameters will impact practically all the forest’s 
trees, which could influence the prediction outcome. Additionally, Random 
Forest strives to provide greater preference to hyperparameters to optimize the 
model, but Gradient Boosting Machine always pays more significance to 
functional space. Again, based on the well-known preprocessing technique 
known as target encoding, CatBoost is a novel approach of processing categorical 
characteristics that make this application more suitable. The findings also 
demonstrate the essence and worth of using an effective parameter optimization 
strategy to improve the prediction performance of the CatBoost model. Table 5 
compares our proposed model and the literature using the accuracy metric. The 
proposed method performed moderately compared with the literature. Although 
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the accuracy performance of our model (0.94%) was lower compared with that 
of Lau, et al. [21], the computational complexity of our approach in training was 
46.74% smaller. Thus, the proposed approach is less resource intensive. 

Table 5 Performance evaluation of our proposed methodology compared to 
alternative methods based on the accuracy metric. 

Approach Accuracy 
RF [20]  71.6% 

SVM [21]  97.5% 
DT, RF and MLP [25]  74% - 75% 
DT, MLP and Jrip [28] 95% 

Naive Bayes, Neural Networks, and DT [29] 95% 
ANN [31] 89% 

LightGBM [32] 77.2% 
Proposed approach 96.56% 

5 Conclusions 

In this work, we proved that integrated machine learning techniques can be used 
to forecast the likelihood of a patient getting a stroke. Early stroke identification 
is critical for achieving sustainable development goals (SDGs), specifically SDG 
3. With the recent global increase in stroke prevalence and the rising difficulty of 
recognizing stroke early in developing countries like Ghana, a more efficient 
stroke detection method is critical to assist individuals and clinicians. This 
research uses an efficient categorical gradient boosting machine (CatBoost) to 
provide a smart strategy for early stroke detection. Several tests were carried out 
utilizing real-world datasets. In addition, the proposed technique was compared 
to previous study findings and state-of-the-art ML algorithms, i.e., RF and SVM. 
The empirical results showed that the proposed method beat previous studies, 
achieving the greatest accuracy (96.56%), Kappa (93.12%), AUC (99.73%), 
MCC (93.35%), precision (93.57%), and F1-score (96.68%). The findings also 
emphasize the relevance and usefulness of using an effective parameter 
optimization technique to improve the proposed approach’s predictive 
performance. 
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