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ABSTRACT 

Clustering as service is being offered by many cloud service providers. It helps enterprises to learn hidden patterns and learn knowledge from 

large, big data generated by enterprises. Though it brings lot of value to enterprises, it also exposes the data to various security and privacy 

threats. Privacy preserving clustering is being proposed a solution to address this problem. But the privacy preserving clustering as outsourced 

service model involves too much overhead on querying user, lacks adaptivity to incremental data and involves frequent interaction between 

service provider and the querying user. There is also a lack of personalization to clustering by the querying user. This work “Locality Sensitive 

Hashing for Transformed Dataset (LSHTD)” proposes a hybrid cloud-based clustering as service model for streaming data that address the 

problems in the existing model such as privacy preserving k-means clustering outsourcing under multiple keys (PPCOM) and secure nearest 

neighbor clustering (SNNC) models, The solution combines hybrid cloud, LSHTD clustering algorithm as outsourced service model. Through 

experiments, the proposed solution is able is found to reduce the computation cost by 23% and communication cost by 6% and able to provide 

better clustering accuracy with ARI greater than 4.59% compared to existing works. 
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I. INTRODUCTION 

Enterprises generate large volumes of data. Enterprise is 

adopting cloud due to its various features like on demand 

scalability, pay as you, higher availability, lower CAPEX 

and OPEX compared to owing the infrastructure. Offloading 

to cloud storage make it easier to invoke any third-party data 

mining tools on the data. Mining on these large volumes of 

data can provide valuable insights about sales, customer 

service etc. Clustering is a popular data mining operation to 

group the data records according to their features, attributes 

and similarities. Though offloading storage to cloud brings 

lot of values, it also brings lot of security and privacy threats 

to the data. Sensitive data can be leaked, and privacy can be 

compromised. Various methods have been adopted for 

ensuring the security and privacy of the data. The existing 

methods for privacy preservation fall into categories of: 

Anonymization, Randomization, Cryptographic techniques, 

Diversification and Aggregation. Various privacy preserving 

clustering algorithms have been proposed on transformed 

data. These algorithms do cluster on privacy transformed 

data and thus the results provided by them are also privacy 

preserved.   

A detailed survey on the state of art privacy 

preservation clustering algorithms is presented in related 

work section. Most of the existing privacy preserving 

clustering algorithms in outsourced model has some 

overhead on the querying user. They also involve multiple 

interactions between the cloud service provider and 

querying user. These interactions can be tampered, and 

clustering can be made erroneous.  Also, the approaches 

cannot be scaled for incremental clustering. They also lack 

personalization in clustering in terms of attributes selection, 

outlier definition etc. This work addresses these problems. 

Hybrid clouds are being recently proposed as solution for 

security and privacy preserving storage. The data is 

distributed to public and private cloud parts of hybrid cloud 

based on the sensitivity. The sensitive portions are kept in 

private cloud managed by the enterprises. The insensitive 

portions are kept in public cloud. In this work, we propose a 

hybrid cloud-based privacy preserving clustering as service 

outsourced model.  

The proposed model keeps all sensitive attributes of dataset 

in the private cloud and distributes the public attributes to 

the public cloud. For each data item, an adaptive locality 

hash is generated based on the current distribution of data. 

The locality hash along with attribute personalization 

function is distributed to public cloud. A modified clustering 

algorithm is executed on the locality hash to cluster the data 

points. On every batch of incremental data, the locality hash 

is updated based on current distribution of the data. 

The proposed solution first transforms the data by 

normalizing it and mapping to different range of values. 
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This is done to ensure privacy. Modified locality sensitive 

hashing is proposed to map the transformed items to 

buckets. Privacy preserving clustering algorithm is proposed 

to cluster the data points based on the items mapped to same 

bucket. Following is some of the important contributions of 

this work. 

This work proposes a low overhead privacy 

preservation clustering without any cryptographic 

primitives.  

1. Clustering on high dimensional space is 

transformed to clustering on low dimensional 

locality hash, thereby improving the effectiveness 

of clustering.  

2. With adaptable locality hashing, the proposed work 

is able to support incremental data with lower 

overhead. 

3.  With attribute personalization method, the 

querying user can select the attributes to be used 

for clustering.  

The structure of the paper follows: Section 2 describes the 

related works summary. Proposed method hybrid cloud-

based clustering as service model for streaming data is in the 

section 3. Results and analysis of performance parameters 

discussed in the section 4. Finally section 5 defines  the 

conclusion of the works.  

 

II. RELATED WORK 

Zobaed et al (2020) [1] proposed a privacy preserving 

clustering scheme for unstructured big datasets. The scheme 

considers three cases of static, dynamic and semi dynamic 

datasets.  In big data, deciding the cluster center is a costly 

operation due to repeated iteration. To solve this problem, 

author proposed a scheme of centroid selection based on 

diversity of topics. Once the centroids are selected, the 

dataset items are associated to cluster based on maximum 

relatedness of token in weighted bipartite graph. In case of 

semi-dynamic/dynamic data, cluster centroid selection is 

repeated based on the results of Chi square distribution test.  

Privacy is ensured by encrypting the plain text and 

transforming it to tokens. Clustering is done on transformed 

data. This solution works well when the topic distribution is 

known priori, when the topic distribution is in large space, 

the performance overhead is very high due to frequent re-

clustering. 

 Wei fu et al (2019) [2] proposed a method to 

estimate the cluster centers for K means algorithm without 

the need for iterations. The clusters centers are found by 

running a K fold cross validation on the dataset and 

estimating the cluster centers using regression. Though the 

method was able to achieve to find better cluster centers, it 

needs the right selection of data for K folds. Depending on 

the K fold selection, clustering accuracy varied. Authors did 

not propose any heuristics of K fold selection. Mary et al 

(2012) [3] proposed a density based dynamic data clustering 

algorithm for incremental dataset. The authors modified the 

original DBSCAN algorithm in way of treating the outliers. 

The outliers are treated as unclassified points and considered 

for clustering on arrival of next batch of data. This allowed 

for adaptation to incremental dataset. The lag of outlier 

increases on each incremental round and this increases the 

computation complexity at later rounds.  

Rong et al (2017) [4] considered the problem of 

joint clustering of datasets encrypted with different keys. 

Authors used double decryption cryptosystem to transform 

the encrypted data so that operations like addition, 

subtraction, multiplication, comparison and equality can be 

executed. But the computation and communication cost are 

very high in this approach. Yuan et al (2019) [5] proposed a 

privacy preserving K-means clustering algorithm that can be 

outsourced to cloud service providers. The solution is 

designed to protect the data from privacy leakages by a 

curious cloud service provider. The solution involves active 

participation from data owner. Data owner computes the 

cluster centers and provides the centers to cloud service 

provides for clustering the encrypted objects. The 

computation and communication cost are higher in this 

approach for large dataset.  

Rao et al (2015) [6] proposed a privacy preserving 

outsourced K-means clustering algorithm. User encrypts the 

data using homomorphic encryption and uploads to the 

cloud. Cloud service provider executes K-means clustering 

on the encrypted data. Authors proposed an order preserving 

encryption to aid the distance computation operations in K 

means clustering. The solution expects all the users use the 

same key for data transformation. This can be security lapse 

even if one of the users is compromised. Zou et al (2020) [7] 

proposed a privacy preserving outsourced K-means 

clustering algorithm using multiple keys. The work is based 

on BCP encryption which has additive homomorphic 

property and provides double decryption mechanisms. The 

querying user who needs clustering results offloads entire 

clustering operation to cloud and does not participate in any 

operations. The data records are double encrypted to ensure 

privacy against curious cloud service providers. All the 

operations needed for clustering like distance measurement, 

distance comparison etc are secured. The computation and 

communication complexity are higher in this approach.  

Yu et al (2016) [8] proposed a K-means algorithm 

with differential privacy. Initial cluster centers are selected 

based on distribution of data points. Privacy preserved is 

done by adding Laplacian noises to clustering results and 

sending to user. By this way privacy is preserved to the end 
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user of clustering results. But the mechanism can leak 

privacy at computation end. Shang et al (2017) [9] solved 

the problems in differential privacy-based K means 

algorithm by an optimized canopy algorithm. The number of 

clusters and the cluster points are decided by the optimized 

canopy algorithm. Differential privacy-based K means 

algorithm starts from the results of optimized canopy 

algorithm. Though privacy preservation is achieved for the 

cluster centroids, privacy is leaked, when the solution is 

extended for outsourced clustering model. Zhang et al 

(2017) [10] proposed a privacy preserving c mean clustering 

algorithm for big data clustering. The data uploaded to cloud 

are encrypted using BGV homomorphic encryption 

technique.  

Lin et al (2016) [13] proposed a privacy preserving 

k-means outsourced model based on randomized kernel 

matrix. The data contents are encrypted in the randomized 

kernel matrix and outsourced. At the remote end, the kernel 

k-means is solved. Service provider is not aware of the data 

and the cluster centers. The approach is not scalable for 

large and incremental dataset. Gheid et al (2016) [14] used 

multiparty additive scheme for privacy preserving K means. 

The scheme is designed for horizontally partitioned dataset. 

The solution avoided cryptographic operation to scale to 

large volume of dataset. Each data owner computes cluster 

center for their data they own and do a multiparty additive 

transformation before sharing the cluster center. From the 

cluster centers, new cluster center is found through a sum 

method. Though the solution scales well for big data, it not 

suitable for outsourcing. Hu et al (2018) [15] proposed a 

privacy preserving K means algorithm based on the concept 

of negative database. The records are transformed to 

negative database and distance computation operation of 

clustering is transformed to estimation from binary string. 

By this way privacy of the data is preserved for outsourcing.  

Zhao et al (2019) [16] proposed a negative database 

generation algorithm to assist in privacy preserving k means. 

The distance estimation accuracy can be controlled in a fine-

grained manner so that clustering results can also be 

controlled in granular way.  Zhao et al (2021) [17] 

improvised his earlier work of negative database generation 

algorithm with consideration for both privacy and accuracy 

of clustering. Authors introduced new set of parameters to 

control the selection of different bits in generation of 

negative database records. Negative database-based methods 

have two problems – conversion to negative database is not 

possible for all kinds of data and there is huge overhead on 

data owner side for negative database construction. Brando 

et al (2021) [18] proposed a distributed privacy preserving 

K-mean algorithm. Client compute K-mean for their data 

locally and send the centroids to a server. Server computes 

the global centroids based on centroids provided by each 

client. To ensure the privacy of centroids, each client 

encrypts the centroid using homomorphic encryption. In 

addition to centroid, client must also send some statistics 

about data to server. Due to this, the method cannot work for 

incremental data. Jiang et al (2020) [19] proposed a two-

party collaborative K-means clustering over encrypted data. 

The protocol is also secure against any party providing 

getting malicious in centroid computation. The 

communication complexity is higher when extended for 

multiple parties.  

Almutairi et al (2018) [20] proposed a secure data 

clustering algorithm with owner participation needed only in 

encryption stage. An encrypted data matrix is constructed 

with distance between each records computed and encrypted 

using homomorphic encryption. This encrypted data matrix 

is offloaded for privacy preserving clustering. For big data, 

the cost of computation of encrypted distance matrix is very 

high and the work is not suitable for incremental dataset.              

The problems in implementing privacy preserved clustering 

as outsourcing model for large data in existing works is 

summarized in Table 1.  

 

Table 1. Literature summary 

Methodology Problems 

Zobaed et al (2020) Performance overhead due to re-clustering is very high 

Wei fu et al (2019) High overhead on querying user in applying repression to detect cluster 

membership 

Mary et al (2012) Overhead at owner to encrypt all the data and upload to cloud.   

Rong et al (2017) Involves frequent interaction between querying user and cloud service 

provider Yuan et al (2019) 

Rao et al (2015) Use of single key across multiple data owners. 

Zou et al (2020) Higher computation complexity for clustering 

Jiang et al (2020) 

Yu et al (2016) Consider only the privacy of clustering results 
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Shang et al (2017) 

Zhang et al (2017) [11] Not scalable and does not support incremental dataset 

 Lin et al (2016) 

Almutairi et al (2018) [12] 

Gheid et al (2016) Overhead at owner end to compute initial centroids 

Brando et al (2021) 

Hu et al (2018) Conversion to negative database is not possible for all kinds of data and 

there is huge overhead on data owner side for negative database 

construction 

Zhao et al (2019) 

Zhao et al (2021) 

 

III. HYBRID CLOUD BASED PRIVACY 

PRESERVING CLUSTERING 

Hybrid cloud combines the company owned on premise 

private cloud and third party owned off premise cloud 

infrastructure. Though there are multiple rationale for 

adopting the hybrid cloud like guaranteeing a minimum 

quality of service, satisfy deadline constraints etc, in this 

work, hybrid cloud is adopted for ensuring security and 

privacy of the sensitive data. We adopt the framework for 

privacy aware computing on hybrid cloud proposed by Xu et 

al (2015) [21]. This framework processes the data set with n 

attributes{𝑦1, 𝑦2, … 𝑦𝑛}. The subset of attributes in tagged as 

sensitive.  

The dataset is vertically portioned into two sets: private 

part with attributes tagged as sensitive and public part with 

attributes tagged as not sensitive. The private part of the 

vertically partitioned data is kept in the private cloud and 

public part is kept in the public cloud. Locality sensitivity 

hashing (LSH) [22] is a method for approximate neighbor 

search in high dimensional space.  

It maps the high dimensional data to lower dimensional 

representation using random hash function such a way that 

points closer in higher dimensional space maps to same low 

dimensional space with higher probability. LSH hashes the 

item repeatedly several times, so that similar items are more 

likely hashed to same bucket than dissimilar items as shown 

in Figure 1. Thus, to find the items in a database, which is 

similar to a query, LSH maps to most relevant bucket and 

number of buckets are also less. Due to this lookup becomes 

faster in LSH compared to hashing based lookup.  

 
Figure 1. LSH lookup 

The idea of LSH is to construct hash functions 𝑔: 𝑅𝑑 → 𝑈 

such that for any two points 𝑝, 𝑞 

 𝑖𝑓 ||𝑝 − 𝑞|| ≤ 𝑟, 𝑡ℎ𝑒𝑛 𝑃𝑟 𝑃𝑟 [𝑔(𝑝) = 𝑔(𝑞)]  𝑖𝑠 ℎ𝑖𝑔ℎ 

𝑖𝑓 ||𝑝 − 𝑞|| > 𝑐𝑟, 𝑡ℎ𝑒𝑛 𝑃𝑟 𝑃𝑟 [𝑔(𝑝) = 𝑔(𝑞)]  𝑖𝑠 𝑠𝑚𝑎𝑙𝑙 

This is achieved with family 𝐻 of functions  

𝑔(𝑝) =< ℎ1(𝑝), ℎ2(𝑝), … . ℎ𝑘(𝑝) >  

For all data point 𝑝𝜖𝑃, 𝑝 is hashed to buckets  

𝑔1(𝑝), 𝑔2(𝑝), … 𝑔𝑏(𝑝) 

For an input query 𝑞, the points are retrieved from the 

buckets 𝑔1(𝑞), 𝑔2(𝑞),…  until all points from 𝑏 buckets are 

retrieved.  

The effectiveness of LSH comes from use of multiple hash 

functions instead of single hash. Multiple hash reduces the 

number of buckets needed for mapping the items in the 

database. Since the volume of big data is huge, LSH reduces 

the search space and look up for data becomes faster. Thus, 

LSH is more suited for big data related lookup operations. 

For a dataset of size N, in brute force, time taken for 

similarity matching between each pair for clustering is 

𝑁!

2!(𝑁−2)!
~

𝑁2

2
= 𝑂(𝑁2)                      

     (1) 

But, LSH reduces this time to O(N) by matching to buckets.  

Many variants of LSH have been proposed [23-27]. 

LSH based clustering is found to scale well for clustering 

large volume of dataset [28-31]. The existing LSH based 

methods suffers two important problems  

1. Higher error in mapping to bucket for incremental 

dataset  

http://www.ijritcc.org/
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2. Inefficient to support, attribute selection for 

clustering 

Most LSH method uses all the data points to calculate the 

hash code for the points. But when the data distribution in 

incremental data differs from previous, matching to bucket 

becomes erroneous. Also, most LSH methods constructs 

bucket based on all the dimensions. When querying user 

wants to cluster on certain attributes alone, distinct LSH has 

to be developed with those attributes alone. In high 

dimensional data space, the number of combinations of 

attribute is very high making LSH based clustering 

inefficient. To solve this problem, this work proposes a way 

of hashing data points in such a way to satisfy all the below 

requirements 

1. Ensure privacy of the data 

2. Distance preservation in the hashed data, so that it 

suitable for clustering  

3. Attribute selection for clustering  

4. Support incremental dataset  

This work assumes that maximum and minimum value is 

known priori for each attribute in the dataset. The 

assumption is valid as in most domains the attribute possible 

values are known in advance. Say in a Forest cover dataset 

used in our work has attributes such as “Hillshade_9am”, 

“Wilderness_ Area” having values 0 to 255 and either 0 or 1 

respectively. Every time when a batch of data arrives at 

private cloud, data transformation procedure is invoked. Say 

the data has N rows with d attributes. In each row, the 

attributes are first normalized as 

𝑥𝑡𝑖 =
𝐹(𝑥𝑖)−𝑚𝑖𝑛

𝑚𝑎𝑥𝑖−𝑚𝑖𝑛𝑖
                                                                                                                      

(2) 

Where 𝐹(𝑥𝑖), is the numerical value of the attribute i. The 

function 𝐹 gives the same value 𝑥𝑖 if 𝑥𝑖 is a numerical value 

and returns an index in case 𝑥𝑖 is a categorical value. The 

categorical values are sorted, and index is returned as 

numerical value. The 𝑥𝑡𝑖 is rounded to one decimal. The 

rounded 𝑥𝑡𝑖 is transformed to 10-digit binary code as below 

B (𝑥𝑡𝑖) = {1, 𝑥𝑡𝑖 ∗ 10  0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒                                                                                                          

(3) 

Once each attribute value is converted to binary vector, the 

binary vectors are shuffled in positions according to a 

random key, which is known only at the private cloud. Each 

row in the incremental dataset is transformed and the 

transformed dataset is moved to public cloud. Without the 

knowledge of shuffle key, the curious public cloud cannot 

infer any information from the transformed dataset, 

guaranteeing privacy of the dataset. Say their dimension of 

all attributes in the transformed dataset is D, and there are N 

rows, from the high dimensional (𝑁, 𝐷) matrix, a signature 

matrix of size (𝑁, 𝐾) is generated with K as the number of 

hash functions. In this work, for each attribute one hash 

function is designed. MinHash function is used for as the 

hash function.  Since the transformed dataset is a binary 

vector, MinHash is the most suitable hashing function.  The 

query to cluster the dataset based on selected list of 

attributes is given via a secure channel to the private cloud. 

The private cloud generates a binary mask of size 𝑑 ∗ 10.  

The mask is filled with 1 in places where the queried 

attributes are present and filled with 0 over the rest of the 

position. The mask and number of cluster k is sent to the 

public cloud to invoke clustering. The algorithm for binary 

mask construction is given in algorithm 1 At the public 

cloud, Locality Sensitive Hashing for Transformed Dataset 

(LSHTD) is invoked as the first step before clustering. The 

LSH initialization and hash computation function proposed 

in [32] is modified for computing the LSH hash of 

transformed data set items. This is done to adapt LSH for 

attribute selection and to support incremental dataset. 

Instead of generating 𝐺𝑢
𝑡  randomly, transformed data items 

are first AND with the mask. U items with larger difference 

in hamming distance to the median are selected for 𝐺𝑢
𝑡 . 

Algorithm 2  shows the LSHTD Locality sensitive hashing 

for transformed dataset. 

 

Initialization of a hash function h∈H 

1 For 𝑢 = 1 to 𝑈, choose a random shift 𝑠𝑢 ∈ [0,4𝑤]𝑡, which specifies the grid 𝐺𝑢
𝑡 = 𝐺𝑡 + 𝑠𝑢 in the 𝑡-dimensional 

Euclidean space. 

2 Choose a matrix 𝐴 ∈ 𝑀𝑡,𝑑, where each element 𝐴𝑖𝑗 is distributed according to the normal distribution 𝑁(0,1) times a 

scaling factor, 
1

√𝑡
. The matrix 𝐴 represents a random projection from 𝑅𝑑 to 𝑅𝑡. 

Computing ℎ() on a point 𝑝 ∈ 𝑅𝑑  

3 Let 𝑝′ = 𝐴𝑝 be the projection of the point 𝑝 onto the 𝑡 dimensional subspace given by 𝐴. 

4 For each 𝑢 = 1,2, … 𝑈 

5 Check whether 𝐵(𝑝′, 𝑤) ∩ 𝐺𝑢
𝑡 ≠ ∅, i.e., whether there exist some (𝑥1, 𝑥2, … 𝑥𝑡) ∈ 𝐺𝑢

𝑡  such that 𝑝 ∈ 𝐵((𝑥1, 𝑥2, … 𝑥𝑡), 𝑤) 

6 Once we find such (𝑥1, 𝑥2, … 𝑥𝑡), set ℎ(𝑝) = (𝑢, 𝑥1, 𝑥2, … 𝑥𝑡), and stop. 

7 Return 0𝑡+1 if we do not find any such ball. 

Algorithm 1.LSH proposed in [32] 
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The pseudo code for the LSHTD algorithm is given below  

Initialization of a hash function h 𝜀 Ħ 

Input: Binary mask m 

1.  For all transformed items  

      Transformed items🡨 transformed items & m  

2.   SD🡨Sort the transformed items in descending order of hamming distance to median of the 

transformed items. 

3.  Select U first items from SD as 𝐺𝑢
𝑡  

Computing h ( ) on a point 𝑝 𝜀 𝑅𝑑  

1. 𝑝 = 𝑝 & 𝑚 

2. For each u =1, 2,..U  

     3.Check whether B(𝑝′, 𝑤)  ∩  𝐺𝑢
𝑡  ≠ ∅ , 𝑖𝑒 whether there exist some (𝑥1, 𝑥2, … 𝑥𝑡) 𝜀 𝐺𝑢

𝑡  such that 

𝑝 𝜀 𝐵((𝑥1, 𝑥2, … 𝑥𝑡), 𝑤) 

    4. Once we find such (𝑥1, 𝑥2, … 𝑥𝑡), 𝑠𝑒𝑡 ℎ(𝑝) = (𝑢, 𝑥1, 𝑥2, … 𝑥𝑡) 

 

Algorithm 2 .LSHTD Locality sensitive hashing for transformed dataset. 

 

User Private Cloud Public cloud

1, Dataset storage

2.transformation

3.Transformed data storage

4.Cluster (k, attribute list)

5.Mask construction

6.Modified LSH & 

Clustering

5.Cluster(k,mask m)

7.Cluster results

8.Cluster results

 
Figure 2. Interaction flow 

 

Algorithm: binarymask 

Input: attribute list  

Output : binary mask M 

d🡨random_shifkey(d) 

M🡨[] 

For each attribute a in d 

      If a in the attribute list 

            M🡨M + ∏10
1 1 

      else  

            M🡨M + ∏10
1 0 

      End 

End  

Return M 

Algorithm 3. Binary mask algorithm 

 

 

With binary mask LSH is adapted for attribute selection-

based hash keys. At the end of LSH processing, each 

transformed item as one of U hash value. Items having the 

same hash value belong to the same cluster. Figure 2 shows 

the Interaction flow. The queried number of cluster k is 

usually less than U. Algorithm 3 shows the Binary mask 

algorithm. Hamming distance is used for distance 

calculation between two U points. The U points are merged 

based on closest distance repeatedly till the U value is 

reduced to number of cluster k. While merging hash value of 

any of U points is taken as label for the merged U points. 

When the number U points are reduced to k, the items with 

same U hash point are labeled as one cluster. The index of 

items in each cluster is then returned as output to the private 

cloud. Private cloud forwards the result to the query user. 

Algorithm 4 shows the LSHTD clustering algorithm. 

http://www.ijritcc.org/
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Algorithm: LSHTD cluster  

Input : hash of each data item , number of cluster k, number of hash item U 

Ouput: Map of cluster label vs indexes  

While U > k 

     L<h1,h2>= Calculate distance between each pair of U hash        items  

     Sort L<h1,h2> 

     Merge L[0] h1, L[0] h2 by replacing h2 with h1 

     U=U-1 

End  

Clusterlabel=1 

Result=[] 

For h in distinct hash items  

      Indexes🡨Get all index with hash h  

      Results.append(Clusterlabel,indexes) 

      Clusterlabel=clusterlabel+1 

End  

Return Result    

Algorithm 4. LSHTD clustering algorithm 

 

The data owner uploads the data to be stored to private 

cloud. The data is transformed and the transformed data is 

stored to public cloud. User can request to cluster data with 

number of clusters and attribute list. The transformed data 

on public cloud is clustered using modified LSH based 

clustering and the clustering results are returned to user. 

Since the clustering is done on transformed data at public 

cloud, privacy is ensured even if public data is 

compromised. The mask needed for clustering is constructed 

at private cloud and without it, it is not possible to cluster 

the dataset. Thus, even if the transformed data at public 

cloud is compromised, without mask, it is not possible to 

execute any data mining operations like clustering on the 

data.  The clustering is implemented as outsourced service 

on public cloud with aid of private cloud. Thus, private 

cloud can charge the users for clustering as service at fine 

grained level based on the attribute list, number of clusters 

and volume of data for clustering.  

 

IV. RESULTS 

The performance of the proposed-on fly hybrid data stream 

clustering algorithm is tested for 4 datasets – two synthetic 

and two real world datasets.  

ExclaStar and MRDS are the two synthetic datasets used in 

this work. Exclastar is a synthetic dataset with 240 points for 

the star, 391 for the bar and 124 for the pie. MRDS is a 

synthetic data set of 38.7K records, containing 4 classes 

with 10% noise [37]. More details of the ExcalStar and 

MRDS dataset can be found in [38].   

Household electricity power consumption, Stock keeping 

unit, KDD-99 and Forest cover type dataset from UCI 

machine learning repository [33] are used as real-world 

datasets. KDD-99 dataset has 4000000 instances with 42 

attributes and 67 classes.  Due to high complexity, this 

dataset is selected for testing the clustering efficiency in this 

work.  Forest cover datasets contains tree observations from 

four areas of the Roosevelt National Forest in Colorado. The 

dataset has 581012 instances with 54 attributes and 7 

different classes belonging to different forest cover. The 

static dataset is converted to data stream mode using Stream 

[34]. Stream provides an intuitive interface for 

experimenting with data streams and data stream algorithms. 

The performance of proposed solution is compared with 

Privacy preserving k-means clustering outsourcing under 

multiple keys (PPCOM) [4] and Secure nearest neighbor 

clustering (SNNC) [20]. PPCOM used double decryption 

cryptosystem to transform the encrypted data so that 

operations like addition, subtraction, multiplication, 

comparison and equality can be executed every time after 

decryption of the data and encrypting back the results. In 

SSNC, the data is transformed using Homomorphic 

encryption and all the operations like distance computation, 

centroid computation for clustering are done on 

Homomorphic encrypted data. In both methods, the cost of 

computation is very high and it increases linearly for 

streaming data where new batch of data arrives in some 

time.  

The performance is compared in terms of  

1. Purity  

2. Adjusted Rand Index (ARI) 

3. Computation time 

4. Cloud communication cost  

Purity measures the stream clustering accuracy. It is 

calculated as  
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𝑃𝑢𝑟𝑖𝑡𝑦 =  
∑𝐾

𝑖=1

|𝑐𝑖
𝑑|

|𝑐𝑖|

𝐾
× 100                 

         (4) 

Where K is the number of clusters, |𝑐𝑖
𝑑| is the number of 

points with dominant class label in cluster i and |𝑐𝑖| is the 

number of points in the cluster.  

Adjusted Rand Index [35] and Purity are external measures 

which evaluates the results based on ground truth. Adjusted 

Rand Index measures the similarity between original class 

partitioning and clustering. It is calculated as  

𝐴𝑅𝐼 =  
𝑅𝐼−𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑(𝑅𝐼)

((𝑅𝐼) −𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑(𝑅𝐼)
                  

        (5) 

Where Random index (RI) [36] is calculated as  

𝑅𝐼 =  
𝑎+𝑏

⟨
𝑛

2
⟩
                                                 

      (6) 

 Where a is the number of pairs of elements belonging to the 

same partition in the class set, C, to the same partition in the 

clustering set, K. b is the number of pairs of elements 

belonging to different partition in the class set, C, to 

different partition in the clustering set K and n is the number 

of data elements. The value of ARI ranges from 0 to 1. The 

value towards 1 is interpreted as accurate clustering and 

towards 0 is interpreted as bad clustering.  

Each data instance in the dataset is assigned with a cluster 

label and this is used as ground truth for clustering 

evolution. The results for purity across the solutions for 

different datasets are given in table2. 

 

Table 2. Different datasets solutions 

Dataset                     Purity 

PPCOM SNNC Proposed 

Exclastar  0.81 0.80 0.88 

MRDS 0.84 0.82 0.89 

KDD-99 0.87 0.84 0.91 

Forest cover 0.86 0.86 0.90 

 

The purity in the proposed solution is on average 5.58% 

higher compared to PPCOM and 7.2% higher compared to 

SNNC. The faster adaptivity to incremental data with use of 

LSHTD has increased the clustering accuracy in terms of 

purity in the proposed solution. Figure 3 shows purity 

comparison. 

 
 

Figure 3. Purity comparison 

 

The results for ARI across the solutions for different dataset 

are given in table3. 

 

Table 3. Different datasets solutions 

Dataset                     ARI 

PPCOM SNNC Proposed 

Exclastar  0.80 0.79 0.86 

MRDS 0.83 0.81 0.87 

KDD-99 0.84 0.81 0.87 

Forest cover 0.85 0.82 0.88 

 

 
                         Figure 4. ARI comparison 

 

The ARI in the proposed solution is on average 4.59% 

higher compared to PPCOM and 8.04% higher compared to 

SNNC. The ARI is improved in the proposed solution due to 

selection of U seed points based on diversity in hamming 

distance and reduction from U to K using distance-based 

merging. Figure 4 shows ARI comparison. The results for 

computation time across the solutions for different datasets 

is given in table4. 

Table 4. Different datasets solutions 

Dataset            Computation time (min) 

PPCOM SNNC Proposed 

Exclastar  67 52 42 

MRDS 66 46 38 

KDD-99 35 31 24 

Forest cover 39 33 27 
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Figure 5. Computation time comparison 

 

The computation time in the proposed solution is on average 

58.01 % lower compared to PPCOM and 23.66% lower 

compared to SNNC. The computation time has reduced in 

proposed solution due to avoidance of cryptographic 

primitives for data transformation and iterative procedures 

in clustering. Figure 5 shows computation time comparison. 

The results for communication cost across the solutions for 

different datasets is given in table5. 

 

Table 5. Different datasets solutions 

 

Dataset            Communication cost (MB) 

PPCOM SNNC Proposed 

Exclastar  2000 1920 1817 

MRDS 2500 2100 2010 

KDD-99 300 252 201 

Forest cover 320 292 241 

 

 
Figure 6. Communication cost comparison 

 

The communication cost in the proposed solution has on 

average reduced by 19.9% compared to PPCOM and 6.93% 

compared to SNNC. Figure 6 shows Communication cost 

comparison. The only communication factor in the proposed 

solution is transmission of transformed data, query and 

query results. The size of transformed data in the proposed 

solution is low compared to transformed data in PPCOM 

and SNNC.  

 

 

 

V. CONCLUSION 

This work proposed a hybrid cloud-based privacy preserving 

clustering as outsourcing model. As part of the solution, 

LSHTD, a lightweight data transformation, LSH based 

clustering is proposed. The proposed solution LSHTD is 

40.83% computationally efficient relative to mean efficiency 

of PPCOM and SNNC, because the LSHTD avoids 

cryptographic primitives and iterative clustering procedures. 

Also, the proposed LSHTD reduces communication cost by 

13.41% compared with mean of communication cost of 

PPCOM and SNNC. The communication cost has also 

reduced due to lower data consuming, data transformation. 

In addition, the proposed solution is able to adapt to 

incremental data as reveled by purity and ARI results. 

Extending the solution to a hierarchical clustering model is 

in the scope of future work. 
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