0-t-60506-S86-8L6 NdSI

S 10 SEEQISNROGEY PEF SOTTIIN

30 Amsmamn) | sesnuERg
(I30ice ™90 DA
RRITWWO ) WEISoug 1q P21uddE PUR SI2MANA1 0n1 I1SER] 1T £q pananiar are siadeg

SISA[EUY 23TW] PUT UoNuS0ay waned jo uonedijddy ‘wais N
paseg - 23pjwouy Surssacayg 2Sew] pue [BUSIS 10) SUMIDAYIIY [I[[eieq pue

zoddng sorsaag pur uadxg
SLUSSAS PRPRAQUIT] PANQLRSY SUISS2N0L] UONTWLIONU] "UORIUS0a3Y PUT UOUBIYISSE]) waned ‘sis{[euy aFew|
Fursson0g [TUSIS ST SUIMOJO! 2T Ul SUTIO W USYIITISAI PUT SIUSPIUS 10§ [Ty 3 [[Lw SSUIpaadoly

‘UONIUS 032y puUP SISA|euy aFew]
301 BOUTIDOSSY UTISSUT]Rg PUT 321w weiSalg 610T.dRId 9 uouedignd 10§ paredaid are sSuipaadoad 2y
SarepRg WS\ W {T- 1T ARy ® PRy g ITQ (6107, dTHd ) SUISSD01J UONBULIOJU] PUE UONIUS0I2Y WANE UO
22TADWO)) [TUOTEWINT] @] 2@ T vonEruasaud pue sonedijgnd 10 pardasoe suaded a1 5122102 yooq Ay |

uiysoidousEry 10121 A UPIO( 15pUBXIY “YdIAYSERN] BULIEIN

pieoy [ELOIP]

(z80) 1ve vou DAl

610C
«uudisag»
JSUIN

(snrepog Sury ‘610T KB €2-17)
Q0UIdJUO)) [euoneuwIANU] i [ Y3 JO sSurpaadold

Su1ssddo0Ig

| uoneULIOJU] PuR UONIUS03Y wIRPed

610¢.d1dd

SAMUONIIR0IPERY pue soneuLIoju] JO KNSIdAIUN LIS UBISTIERY



Determi"aﬁo" of the Develq
In the Commgp Na

Using Different (flassi

Sladjana Spasi¢"™?, Srdjan Suboti¢?, 3
L 1) Institute for Multidisciplinary Rese

¢-mail: slag;j
hp://www .im_sj.ﬁbg‘ac.rs/cv

2) Faculty of Biology,

1) Instit

e-mail: ch]l1:ll‘(ll(ggibigs_
4) University Singidunum, Faculty of Informaticg

ot: Fish ervithrocytes released ﬁ'om ervthropoietic
ghstract: immature. During circulation, they increase

fes are surface, while the cell body and nyclej begin to
their ¥ ”"” ore elliptical and less spherical during
m‘,m,,.u,i(;n. The relative abundance of different
’TIAIIL[\Z“:;vm’ﬂfa/ srages represents a.n_ e’yt.hro.n profile
n could be a more sensitive indicator of
| _’,‘_;l,,miﬂ ation than classic hematological indijces. In this
1 we analyzed blood smears of the Common Nase
(“I[hhi,-[)”o}ﬂa nasus) with the main goal to identify the
deierminants of the developmental stage of erythrocytes.
Based on parameters developmental stages, erythrocytes
arc categorized into immature, interme

diate or mature. In
this inmvestigation we have used Jour classification

methods: the Two Step Cluster analysis, the K-Means
Cluster analysis, and Neural Networks — Multilayer
Perceptron and an  Ordinal Regression Model Our
dings clearly justify that Multilayers Percep

tron and
OLR  models  are appropriate  to classify  the
developmental stage of fish erythrocytes.
Keywords:  Ordinal Logistic Regression Analysis,
Multilayer Perceptron, Two Step Cluster Analysis, K-
Means  Cluster Analysis, Developmental stage of
nthrocytes, Shape factor of erythrocytes

1, JNTRODUCTION
~ Fish erythrocytes rele
¢ Immaryre. During cire
*Uace, while the cell bo

ased from erythropoietic sites
ulation, they increase their own
e eliptica] | dy gnd nucl.ei begin tolbecome
telative b, d:n less sp_herlcal during maturation. The
nce of different developmental stages

-1 Crythron profile which could be a more
vmdn.cator of  contamination than classic
ev‘;?(l)l?dlces. Changes in the overall presence of
S in mOP TLenlal_stages of erythrocytes, as well as
g o "Phologica] characteristiCS, could point out
! T dY'_fonmema] stressor and physiological
N the diagnis:é'orf‘a]-manual techniques can still be used
itholog ? diseases, analysis of cell morphology,

Y o cells, classlﬁcation of blood cells, etc.

ye ar;es \;ffl'y tedious and long-lasting, and the

ise eref. ults depenqs on human experience and
Ore, there is 5 constant need for an

Tobust automated system for the analysis
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on characteristics of their shape. :
. ape: the
length, area, ang PeTimeter of the erythrocytes and their
nucleus were measured

Initially, the matunity of

nase (Chodrostomg nasus)

2. MATERIAL AND METHODS

21 Sampling — Data and Variables
Thirty common nase
Were caught at the Dan

stained using a Bio-Diff kit (Bio Optica
Stained  slides were
photomicroscope (Leica,

. Milano, Italy).
observed under

calculated cellular (Area

C, PerimeterC and LengthC) and
nuclear parameters (Ar

eaN, PerimeterN and LengthN).
Based on morphological characteristics of erythrocyte ceil

and its nucleus, developmental stages of erythrocvie are
categorized into the three groups - immature, intermediate
Or mature as it used in the study [2]
visually classified by three experts.

There is heterogeneity of fish ervthrocvtes  1n
circulation which represents different developmental
stages of red blood cells which is expressed as the
extensive morphological changes during the process ot
maturation. The differences are mainly in length of the
major axis, one-sided surface area, form t‘;fctor and axis
ratio [3] with form factor > 094 for immature
erythrocytes [4]. Here, fifty erythrocytes were
photographed for each indi\'idnal‘ and, based on [3], a
subsample of 60 erythrocytes (20 for cact} type) was used
for further analysis. The Shape Factor (SF) was calculated
for each cell based on the following formula:
47 AreaC
LengthC

Shape factor (SF) is a normalized  measure \,‘f

roundness with values ranging 'n} the real interval [0, 1] so
that a perfect circle has a shape factor value equal to 1.

- These groups were

SE ()



Fig. 1. Photograph of the stained slide observed under DM
RB photomicroscope: immature (1), intermediate (2), and
mature (3) erythrocytes of common nase (Chrondrostoma
nasus).

2.2 Classification analysis

Generally, we could say that the objective of
classification is grouping similar data points together and
discover underlying patterns. In contrast to supervised
classification methods, the unsupervised methods bring
conclusions from data sets using only input variables
without referring to known outcomes. Supervised and
unsupervised classification methods have been used to
predict the maturity of erythrocytes based on
morphological characteristics - their size and shape. To
solve the main task in this investigation we have used four
classification methods: the Two Step Cluster (TSC)
analysis and the K-Means Cluster (KMC) analysis as
unsupervised methods and Neural Networks — Multilayer
Perceptron (MLP) and an Ordinal Regression Model as
supervised methods. Since the developmental stage is
ordinal variable, an Ordinal Regression procedure, or
PLUM Polytomous Universal Model (PLUM) has been
developed to find predictors of developmental stage of
erythrocytes and to check the applicability of the OLR
model.

2.2.1. Two Step Cluster Analysis

The Two Step Cluster (TSC) analysis is specially
developed and incorporated into the SPSS software as an
unsupervised method designed to handle very large data
sets. This method uses a likelihood distance measure
which assumes that variables in the cluster model are
independent in order to classify categorical and
continuous variables. The TSC algorithm allows the user
to set the maximum number of clusters or let the
algorithm automatically determine the number of clusters.

The first step begins with the pre-clustering the cases
into a Cluster Features (CF) Tree. The CF tree consists of
the sub-clusters and a node that contains multiple cases
contains a summary of variable information about those
cases. The pre-cluster step uses sequential clustering by
scanning the data cases one at a time. The next case
should be added to one of the existing clusters or a new
cluster is formed based on the distance measure as the
similarity criterion. Thereafter, the second step clusters
the sub-clusters of the CF tree into the final number of
clusters using an agglomerative clustering algorithm. As a

result ol the dgglOICialiVil gl UUPHE, THUTC S50lutions are
obtained and the "best" cluster number is determined
using Schwarz Bayesian Criteria (BIC) or Akaike
Information Criterion (AIC) as the criteria for grouping,

We used the average Silhouette coefficient to evaluate
clusters. An average Silhouette combines the concepts of
cluster cohesion and cluster separation and belongs to real
interval [-1, 1]. The average Silhouette coefficient is
simply the average over all cases of the following
calculation for each individual case:

(B—A)/ max(A,B)

where A is the distance from the case to the centroid
of the cluster which the case belongs to and B is the
minimal distance from the case to the centroid of every
other cluster. The Silhouette coefficient and its average
range between —1 (indicating a very poor model) and 1
(indicating an excellent model). The average silhouette
greater than 0.5 indicates a reasonable partitioning of
data, whereas when it is less than 0.2 means that the data
do not show the cluster structure.

2.2.2. K-Means Cluster Analysis

K-Means Cluster (KMC) Analysis is an unsupervised
procedure for identification relatively homogeneous
groups of cases (n) based on selected variables using
predefined the number of clusters (k). The K-Means
cluster is a classic classification method that uses a
partitioning algorithm and it is restricted to continuous
variables. The K-means refers to averaging of the data
finding the centroid as the imaginary or real location
representing the center of the cluster. Distances are
computed using Euclidean distance. We selected option
for classifying cases with updating cluster centers
iteratively and classifying. This means that the algorithm
K-means starting with the first group of the randomly
selected centroid, which is used as the initial solution, and
then perform iterative calculations to optimize the
centroid positions (the cluster center) in order to reach the
final solutions. The clustering has been successful when
there is no change in the centroids values or the defined
number of iterations has been achieved. Then, the creating
and optimizing clusters are finished.

2.2.3. Ordinal Regression Analysis - Polytomous
Universal Model (PLUM)

The Ordinal regression analysis also belongs to the
supervised methods and involves the application of the
proportional odds model which is a commonly used
model for the analysis of ordinal categorical data [6]. The
proportional odds model is used to estimate the odds of
being at or beyond a particular level when the response
variable is polytomous as is in our case.

In this paper, an ordinal logistic regression model e.g.
Polytomous Universal Model (PLUM) was developed
using SPSS. The outcome variable is ordered with three
levels of the developmental stage of red blood cells: 1 -
immature, 2 - intermediate or 3 - mature. Cellular and
nuclear measures and shape factor were used as
independent variables. The ordinal logit model is based
on the following equation:

P(YS i|x X )
| i 51= - — 2)
og{m a,-BX, £X, (
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Fig. 1. Photograph of the stained slide observed under DM
RB photomicroscope: immature (1), intermediate (2), and
mature (3) erythrocytes of common nase (Chrondrostoma
nasus).

2.2 Classification analysis

Generally, we could say that the objective of
classification is grouping similar data points together and
discover underlying patterns. In contrast to supervised
classification methods, the unsupervised methods bring
conclusions from data sets using only input variables
without referring to known outcomes. Supervised and
unsupervised classification methods have been used to
predict the maturity of erythrocytes based on
morphological characteristics - their size and shape. To
solve the main task in this investigation we have used four
classification methods: the Two Step Cluster (TSC)
analysis and the K-Means Cluster (KMC) analysis as
unsupervised methods and Neural Networks — Multilayer
Perceptron (MLP) and an Ordinal Regression Model as
supervised methods. Since the developmental stage is
ordinal variable, an Ordinal Regression procedure, or
PLUM Polytomous Universal Model (PLUM) has been
developed to find predictors of developmental stage of

erythrocytes and to check the applicability of the OLR
model.

2.2.1. Two Step Cluster Analysis

The Two Step Cluster (TSC) analysis is specially
developed and incorporated into the SPSS software as an
unsupervised method designed to handle very large data
sets. This method uses a likelihood distance measure
which assumes that variables in the cluster model are
independent in  order to classify categorical and
continuous variables. The TSC algorithm allows the user
o set the maximum number of clusters or let the
algonithm automatically determine the number of clusters.

The first step begins with the pre-clustering the cases
into a Cluster Features (CF) Tree. The CF tree consists of
the sub-clusters and a node that contains multiple cases
contamns a summary of variable iformation about those
cases. The pre-cluster step uses sequential clustering by
scanning the data cases one al a time. The next case
should be added to one of the existing clusters or a new
cluster is formed based on the distance measure as the
similarity criterion. Thereafter, the second step clusters
the sub-clusters of the CF tree into the final number of
clusters using an agglomerative clustering algorithm. As a

result of the agglomeration grouping, more solutions are
obtained and the "best" cluster number is determined
using Schwarz  Bayesian Criteria (BIC) or Akaike
Information Criterion (AIC) as the criteria for grouping,

We used the average Silhouette coefficient to evalyate
clusters. An average Silhouette combines the concepts of
cluster cohesion and cluster separation and belongs to real
interval [-1, 1]. The average Silhouette coefficient ig
simply the average over all cases of the following
calculation for each individual case:

(B—-A)/ max(A,B)

where A is the distance from the case to the centroid
of the cluster which the case belongs to and B is the
minimal distance from the case to the centroid of every
other cluster. The Silhouette coefficient and its average
range between —1 (indicating a very poor model) and |
(indicating an excellent model). The average silhouette
greater than 0.5 indicates a reasonable partitioning of
data, whereas when it is less than 0.2 means that the data
do not show the cluster structure.

2.2.2. K-Means Cluster Analysis

K-Means Cluster (KMC) Analysis is an unsupervised
procedure for identification relatively homogeneous
groups of cases (n) based on selected variables using
predefined the number of clusters (k). The K-Means
cluster is a classic classification method that uses a
partitioning algorithm and it is restricted to continuous
variables. The K-means refers to averaging of the data
finding the centroid as the imaginary or real location
representing the center of the cluster. Distances are
computed using Euclidean distance. We selected option
for classifying cases with updating cluster centers
iteratively and classifying. This means that the algorithm
K-means starting with the first group of the randomly
selected centroid, which is used as the initial solution, and
then perform iterative calculations to optimize the
centroid positions (the cluster center) in order to reach the
final solutions. The clustering has been successful when
there is no change in the centroids values or the defined
number of iterations has been achieved. Then, the creating
and optimizing clusters are finished.

2.2.3. Ordinal Regression
Universal Model (PLUM)

The Ordinal regression analysis also belongs to the
supervised methods and involves the application of the
proportional odds model which is a commonly used
model for the analysis ot ordinal categorical data [6]. The
proportional odds model is used to estimate the odds of
being at or beyond a particular level when the response
variable is polytomous as is in our case.

In this paper, an ordinal logistic regression model e.g.
Polytomous Universal Model (PLUM) was developed
using SPSS. The outcome variable is ordered with three
levels of the developmental stage of red blood cells: 1 -
immature, 2 - intermediate or 3 - mature. Cellular and
nuclear measures  and shape factor were used as
independent variables. The ordinal logit model is based
on the following equation:
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a.In the hidden layer, a hyperbolic tangent
as the activation function ig used, however, i, the output
layer the activation function was “Softmay”

3. RESULTS

All methods for classifi
repeated with three groups
denoted with superscript letter.

Ning data
a neural network
that will he used

cation analysis have heen
input continuous variables
Sa, b, c on Tables 1,2,3,4,
3.1. Twe Step Cluster Analysis

Two Step Cluster analysis was performed with
followi

of four or two input variables,
However, the

percentage of properly  classified
i classification function takes erythrocytes does not exceed 78.33%,
LP learning of the ! ryt yt
1}11111dA.M‘W0 phases: training and testing of the neural
P]mjc m )
Erythrocytes Classification using Two-Step Cluster analysis
i - Predicted Average
Sample Observed : Inter- | . Percent Silhouette [-1 ,.1 ]
= mediate Correct / Cluster Quality
mature
95.00% 04
’ Immature ]i 0 31 80.00% Poor
16 :
7 input J Intermediate > 13 7 35.00%
0
ariables® %
vanables” | Mature 31.67% 48.33% 20.00% 70.00% -
Overall % - 0 95.00% y
Immature 19 : 1 85.00% Good
n .
17
4input Intermediate 2 g T 55.00%
0
ariables” 78.33%
variables” | Mature 5.00% 27.00% 12.00% o v
0, . . A
Overall % 0 1 0 e e
Immature 0 5.
17
2 Input i Intermediate 3 ” 9 45_0%
Variables® [Mature 0 . 15.00% 75.00%
[ o 48.33%
[ Overall % 36.67%

imeterN, LengthN;
a Area(, PerimeterC, LengthC, ShapeFactorC, AreaN, Perimeter

b. Area( P
¢ Perimere

erimeterC, LengthC, ShapeFactorC;
1C, ShapeFactorC.

32 K-Means Cluster Analysis

K.Means Cluster
dawl’_\ Ing cage
While the num
Ahieyeg with

Analysis has been used for
s with iterative updating of cluster centers,
ber of clusters was set to 3. Convergenge

. convergence criterion 0.000 that means laz
?m””“”’ absolute coordinate change for any center w
J"“U“ Mle a number of iteration varied from 3 to 5 (seg
With ¢ fj‘ The besy result of classification was zzl;z\rfg )
ind ¢ r&;ﬂp Ut variables (PerimeterC and Shape

70 correctly classified cases.

is - PLUM
3.3. Ordinal Regression Analysis 4 by the PLUM
" lassification l*c:sulti Obtal.n " fuc.i'on in Table 3.
he o hown in the matrix ”r.“m slication PLUM
method are $ It of classification with apt?l < and 96.67%
The bes 1‘835” ith all seven input variables ¢
was achieved w

lassified.
cases are correctly classifi



ytes Classification using K-Means Cluster anal

ysis

Table 2. Erythroc
- Predicted Number (ﬂ
Sample Observed . Percent iteration /
P Immature Intermediate Mature Correct Chuster Qualiy
Immature I 0 9 35.00%| 3
Zinput | Intermediate 0 6 14 30.00% | /
variables" | Mature 0 5 I5 75.00% | Poor
Overall % 18.33% 18.33% 63.33% $333%)
Immature 11 0 9| 55.00% | . n
4 input Intermediate 0 0 14 30.00% /
variables” | Mature 0 3 = 15 75.00% Poor
| (Overall®% | 18.33% 18.33% 63.33% 53.33%
Immature [ 1 2 0|  55.00%]
2 input Intermediate Y 146 ~70.00% 5/
variables® | Mature B 0 8 12 60.00% Poor
| Overall % 18.33% 51.67% 30.00% 61.67%
a. AreaC. PerimeterC, LengthC, ShapeFactorC, AreaN, PerimeterN, LengthN;
b. ArcaC. PerimeterC, LengthC, ShapeFactorC;
¢. PerimeterC, ShapeFactorC.
Table 3. Erythrocytes Classification using Ordinal Regression Analysis - PLUM
Sample  Observed Predicted
Immature Intermediate Mature Percent Cluster Quality
Correct
Immature 20 0 0 100.00%
7 input Intermediate 0 19 1 95.00%
variables’ | Mature 0 1 19 95.00% Excellent
Overall % 33.33% 33.33% 33.33% 96.67%
Immature 19 1 0 95.00%
4 input Intermediate 0 19 1 95.00%
variables’ lh@lure 0 2 18 90.00% Excellent
77_*_JrOverall % 31.67% 36.67% 31.67% 9333%)
Immature - 19 1 0 95.00%
3input | Intermediate 0 19 1 ‘);O()T/o
variables' ' Mature 0 ’ | | ' 5 B m’ 000' Excellent
D /0
Overall % 31.67% 35.00% 33.33% 95.00%)
Immature 17 3 0 85.00%
2 input Intermediate 2 15 3 75.00% ]
variables' \ Mature 0 5 . oy Good
_Overall % 31.67% 33.33% 35.00% §3.33% -

a. AreaC, PerimeterC, LengthC, Shapel-actorC', AreaN, Peri

, LS , aN, PerimeterN, Le :
b. Shapelactor(’, AreaC’, PerimeterC, LengthC AR
c¢. ShapebactorC, AreaC’, Penmeter(’;

d. Shapelac

tor(’, ArcaC’
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4. . : |
3. | repetitions of MLP analysis based on 7 or 4 &
In @ only one case was misclassified. Interestingly, Bias l LER
\.umhltr came case. Parameters in the analysis: Number ;
¢ 5S¢ N . . . . . Sh
1 \\.1;1‘ o layers was equal to 1 and activation function in oot | ")
Y < -~ N “ 5 L
of h“l;dcn “layer was hyperbolic tangent. Dependent B %
the 1 as the developmental stage of erythrocytes [A,..‘tw N / !
\ arable was U er and activati s 5 I % W9 /
"1 (hree units in the output layer and activation function /
“"!‘ ax. Percent of correct predictions was 98.30%. Fig. [Penml il - ~ -
nax. . N : : -
'\“"]“ vs a one hidden layer MLP with four variables in c // bl -
> shows ¢ . 3 ocvies |
e input laver and the type of erythrocytes in the output ‘ -
the LengthC| Hit 4y
layer- - J

or Per on
aulti-laye? Perceptr

Synephe waeigh . 0

Aynann, Patgha - o

Hidden layer activation function Hyperbolic tangent

Output layer activation function. Sofmex

Fig. 2. A one hidden layer MLP with four variables in the
input layer and the developmental stage of erythrocytes in

the output layer.

Table 4. Erythrocytes Classification using Neuronal Networks - Multilayer Perceptron

Sample | Observed Predicted No of units in
Immature | Intermediate Mature Percent Correct | AUC hidden layer
Cluster Qualin
B Immature 20 0 0 100.0% | 1.000 )
; Intermediate 0 19 1 95.0% | 0.999 ’
variables" | Mature 0 0 20 100.0% | 0.999 —
. Overall % 33.3% 31.7% 35.0% 98.3%
Immature 20 0 0 100.0% | 1.000
4 Intermediate 0 19 1 95.0%| 0.984 G
variables” | Mature 0 0 20 100.0% | 0.991 S
Overall % 33.3% 31.7% 35.0% 98.3%
Immature 18 2 0 90.0%f 1.000
3 Intermediate 0 19 ! 95.0% 0,954 !
catablest (o i 0 0 20 100.0% 0,99
§_ Excellent
- Overall % 30.0% 35.0% 35.0%) 95.0%, R
] Immature 19 1 0 95.0% 0.994 .
* variableg® Intermediate 0 19 1 05.0%{ 0.962 ’
Mature 0 ! = — = T'Qul 00}0 1 Excellent
—— |Overall % 31.7% 35.0%  33.3% osovd |
Immature 19 I 0 950% 1.o00 .
- Viriah]eg® Intermediate 0 18 R : 90.0% 0.980
Mature 0 I I‘{ 93.0% 0.988 Excellent
— Overall %, 31.7% 33.3% S5.07 S
d

AreaC, PerimeterC, LengthC, ShapeFactorC, AreaN, PerimeterN, LengthN;

b, wreaC,
¢ ‘S,hap‘:["“"'UTC, AreaC, PerimeterC, LengthC
d S,hapc"'aCI(’r(', AreaC, PerimeterC;
e ﬁhapel“aclor(', AreaC,

ShapeFactorC, PerimeterC.
*DIScussion

ata on the application of models in studies on fish

H N > . & .
erythrocytes  morphometry s Luk;ng._ Rowan [5] did
erythrocytes classification, by a proportional odds model,
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: ane factor as
with the cellular and nuclear arca and shape factor

independent ariables. Since the aim of this study was |1(le
to replicate existing research, we tested different models
with the different number of variables, with the idea l.ﬂ
find the model best suited for complementing expert's
visual analysis

From that point of view, n
four classification methods to classify the '
stage of fish erythrocytes the TSC analysis. the KM(
analysis. MLP, and an Ordinal Regresston Model. Our
ﬁndings clearly justify that Pl UM and MLP models are
more successful than the other two The best results in the
classification of the maturity of erythrocytes were
achieved using neural networks MLP model with 7 or 4
input variables correctly classified 98.3% cases. 'I.'hc
result received by application an Ordinal Regression
Analysis - PLUM is slightly Jess accurate (96.67%) but
with all 7 variables as the input. The best result in TSC
analysis was obtained with four input variables: 78.33%
accurately classified cases. The much lower percent of
correct classification (61.67%) was achieved by using
KMC analysis and only the two input variables.

The TSC method is used in the study [7] to disclose
sperm subpopulations based on morphometric parameters
of the sperm head and midpiece. The authors have
demonstrated that a simple TSC procedure successfully
revealed the existence of 6 subpopulations within a semen
sample. They conclude that the great advantage of this
system is that all the analyses can be done in one step
more rapidly and easily than with the techniques used so
far to disclose sperm subpopulations. Despite the
advantages of this method and the aforementioned
successful application of cell clustering, in our analysis,
this method proved to be relatively unsuccessful.
Generally, KMC performances are not as good as those of
other more advanced clustering techniques, because small
variations in data can lead to large variance in
classification. However, in their study [8] successfully
used KMC in the unsupervised morphological
classification of ganglion cells in the mouse retina. The
cells were imaged in three dimensions and the
morphologies of a series of 219 cells were analyzed
quantitatively. A total of 26 parameters were studied,
however. the cells were effectively clustered only on the
basis of three parameters. In our analysis, the best result
was achieved by using two input variables, but it was not
sufficient with respect to the quality of clustering.

In [1]. the authors successfully used the model of a
neural network model for the purpose of classification for
diagnosing disease. The proposed system automatically
counts white blood cells, accurately determines their size
and classifies them into five types. The advantage of the
MLP model is the ability to learn non-linear models even
in real ume. Although MLP has certain disadvantages

this study, we have used
developmental

such as the requirement for setting a specific number of

hyperparameters (the number of hidden neurons, layers
and iterations) or sensitivity to feature scaling; in this
analysis they have not proved to be crucial because SF is
standardized, and the vanables area, perimeter, length are
vh‘ncarly increasing — with — erythrocyte  maturation
I'herefore, we had a relatively simple task that was snlvc(i
using the MLP model. An interesting situation is observed
for one specific erythrocyte. Expents classified it as an

intermediary. however, both PLUM and MLP classifieq
as mature. In some cases, it is difficult to diSlingui :
whether the erythrocyte 15 in the final intermediary ph;
or in the initial mature phase. This also highlights t}f-
usefulness of tested models as a tool to help or chL
correct the visual analysis of experts and it could help i:
better AassessINg contamination exposure by erythrqn,
profile (9]

5. CONCLUSION
Our findings have shown that Multilayers Perceptron

and OLR models are appropriate for classification of the
development phase of erythrocyte fish. These methods
can be used as a tool in automatic classification or ag 4
help to traditional manual techniques.
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