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ABSTRACT 

This study investigates the interplay between forward error correction FEC and digital 

back-propagation DBP nonlinearity compensation on a long-haul fibre channel. First, a 

research-based approach is used to identify the state-of-the-art technologies in FEC for 

the fibre channel and adapt them to the final design. The design choices includes the 

usage of trivial bit interleaved coded modulation T-BICM architecture with a concatenated 

code scheme that uses an iterative soft decoder. The requirement for a concatenated 

FEC implementation motivated another investigation of a well-performing code 

combination. The Irregular LDPC and quasi-cyclic QC-LDPC, adopted from DVB-S2 and 

IEEE 802.11 standards, respectively, were each concatenated with staircase code and 

compared based on the attained performance. We prove that increasing the fibre 

transmission distance by a factor of 1/3, from 300km to 400km, while maintaining the 

same performance and using the same overhead, i.e. 27.5\% is achievable when 

implementing DBP with 2 steps/span or 3 steps/span, depending on whether the 

decoding iterations are 10 or 5. This study concludes with favouring LDPC from DVB-S2 

over IEEE 802.11's QC-LDPC for long haul fibre channel. The conclusion is made based 

on the better attained performance for LDPC-DVB, due to its long code lengths, and its 

support for high coding rates resulting low overhead requirement. 
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1. INTRODUCTION

The dependency on the fibre channel to fulfil the enormous internet traffic demand
is a crucial motivation to fully maximise its capacity. These future high-capacity
networks can achieve high spectral efficiency, by deploying high multilevel mod-
ulation formats. Adapting to a higher modulation scheme requires an increase in
the signal quality to maintain the signal-to-noise ratio within the receiver’s require-
ment. Increasing the signal power level is constrained by the nonlinear behaviour
of the fibre channel due to the Kerr effect. Digital signal processing strategies,
such as Digital Back Propagation, which mainly address the nonlinear behaviour
of the fibre channel are attracting the attention of photonics researchers. In par-
allel, strategies concerned with decreasing the error by performing corrections
to the distorted received information, such as forward error correction FEC have
also emerged. The implementation of FEC mandates adding processing units
that utilize information overhead to correct errors. Integrating coding components
adds a complexity cost to the system and translates into increased energy con-
sumption. In addition, the required overhead for the error correction decreases
the spectral efficiency. Therefore, careful consideration is taken in the design
phase to achieve the least requirement of complexity and overhead. Implement-
ing FEC in nonlinear fibre channels had recently started to catch more attention.
The interplay between FEC on the one hand and the other compensation ele-
ments existing in the fibre DSP chain on the other is a vital research topic that
requires more engagement.
This work investigates the effect of the fibre nonlinearities compensation, using
DBP, upon the integration with coded modulation. A literature review is conducted
to identify the state-of-art in FEC for fibre channels. Accordingly, the coded-
modulation architecture alongside the coding algorithms is chosen. The exis-
tence of two coding candidates, irregular LDPC and QC-LDPC, partially adapted
from recognised standards, DVB-S2 and IEEE802.11, motivated a sub-research
question of which performs better. The comparative study in [5] addressed this
question for the wireless channel; however, there is no research that conducted
such a study on the nonlinear fibre channel. That motivated the endeavour to
investigate which configuration works best for the fibre channel and subsequently
use it in the primary model. Numerical simulations were developed in MATLAB
for an end-to-end coded modulated system, which integrates DBP compensation.
The model is based on the design choices made at the early research stage and
specific simulation experiments that were held and reported in this document to
define some design metrics that required optimisation for the particular imple-
mentation. The simulation’s intensity required the usage of the high-performance
computing system of the Aston Institute of Photonics Technologies. The end-
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Forward Error Correction for High Capacity Transmission Systems

to-end coded-modulation system’s numerical simulation can be used to perform
further investigations on the performance impact of other DSP technologies when
integrated with coded modulation; probabilistic and geometric shaping are poten-
tial candidates.
Following this chapter, the background chapter presents the literature review and
information about the history of FEC, its related important milestones, concepts
and debates. Later, Chapter 3 explains the procedure and the appropriate design
choices and algorithms used. The following chapter presents the results and
provides a thorough analysis. Last but not least, the conclusion chapter highlights
the main achievements of the undertaken research and proposes directions for
future study.
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2. BACKGROUND

To achieve successful transmission of information between two ends, a reliable
channel is required. Reliability is an ever-existing issue due to the imperfections
of the communication medium. Therefore, various strategies that serve the pur-
pose of assuring the correct reception of the message were developed in the field
of information theory and coding from very early. Among them, Forward-Error
Correction (FEC) has been one of the most powerful. FEC procedure involves
the addition of a small efficient fraction of overhead OH to the original message
prior to transmission. At the receiver, this overhead is used to detect if the re-
ceived message had experienced any erroneous events and correct them, up to
a certain extent. From an information-theoretic perspective, the introduction of the
overhead redundancy targets to increase the amount of information that is trans-
mitted from the input to the output of the channel, quantified by what is known as
mutual information (MI) [1].
Mutual information is an information-theoretic measure that identifies the proba-
bilistic dependency between the channel’s output and input. To provide a more
precise definition of this term, let us assume a typical scenario of message trans-
mission over a communication channel, depicted in Figure 2.1. A discrete mem-
oryless source (DMS) is assumed at the transmitter generating a continuing flow
of discrete and independent symbols. The DMS feeds the channel with its in-
put X, where X is a random variable that accepts any value x from the space of
possible values, aka alphabets X . At the other end, the receiver receives the
channel output, which is consequently also a random variable, Y. Ideally, those
two random variables are to be identical, however, the various impairments (e.g.
white Gaussian noise) of the transmission channel prevent this from happening.
The more severe the effect of the channel is on the input x, the more variant the
output y becomes and the effective information carried in y about x decreases
as it gets mixed with channel noise. Mathematically, the amount of information
carried out by Y about X, i.e. the Mutual Information (MI) can be defined by the
averaged conditional probability logarithm [1] :

I(X;Y ) =
∑
x∈X

∑
y∈Y

P [X = x, Y = y] log2
P [x|y]
P [x]

(2.1)

In his remarkable work published in 1948 [6], Shannon used MI to define R;
the maximum attainable quantity of information in a symbol i.e. bits that can
be accommodated in a single transmittable symbol while maintaining a reliable
communication, which he called capacity. It represented an upper-bound metric
of the channel’s capability to transmit information. The work of Shannon inspired a
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Forward Error Correction for High Capacity Transmission Systems

Figure 2.1: Block Diagram of Typical Transmission System (Adapted from
[1])

century-long research endeavour in the FEC field. The quest of FEC is concerned
with developing codes that are able to enhance the performance to get closer to
the channel capacity.

2.1 Forward Error Correction development

Forward Error Correction FEC, is a course of processing the message undergoes
at both ends of the communication system to deal with errors. At the transmitting
end, the encoder uses the message bits to evaluate the parity bits based on the
encoding scheme it follows. At the receiving end, the decoder tries to make the
best interpretation out of the received distorted bits to detect the occurrence of
errors and correct them.
As Figure 2.2 shows, the encoding process takes place on a limited number of
bits, k. Once encoded, the parity bits addition represented increases the size of
the output binary sequence to become N , where N > k.

Figure 2.2: Transmission with FEC integration

Encoding and decoding blocks underwent intensive growth over the seven past
decades. The development of FEC included new encoding schemes, decoding

S. Dabwan 4



Forward Error Correction for High Capacity Transmission Systems

algorithms, and coding architectures and setups. There is also an application-
dependent line of development. Many FEC schemes were designed to serve
certain types of communication channels. FEC in IEEE 802.11 developed for
wireless channels is a representative example [7].
A milestone in the development of FEC was the pioneering work of Claude Shan-
non who introduced the concept of channel coding. His contributions marked
the start of the FEC from the dark ages and fueled the progress that followed
up. Although the development of the encoder moved rapidly, the decoding part
didn’t follow the same pace because of the complexity of the corresponding al-
gorithms. The limited computational capabilities of the available hardware at that
time played a role in slowing down technological developments. That didn’t last
long though. After a couple of years, advanced Coded-Modulation CM architec-
tures got into the picture, with the recent stages marking the research endeavours
in establishing flexible high-performing FEC architectures. A visualization of the
different development stages in the FEC history is shown in 2.3. A more detailed
discussion follows in the below subsections.

Figure 2.3: FEC Evolution Timeline

2.1.1 Dark ages - before FEC

Earlier to FEC, increasing the rate at which data was transmitted while maintain-
ing reliability was thought to be limited only by signal power, channel bandwidth
and modulation level [1]. However, Shannon in his work [6] showed that the sta-
tistical behaviour of the information source plays a significant role and based on
this characteristic he defined an upper bound of the achievable transmission rate
for bandwidth and power-limited AWGN channels. He even went beyond that

S. Dabwan 5
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stage by suggesting how to manipulate the statistical characteristics of the infor-
mation source in a way that increases the mutual information. This manipulation
was nothing else but channel coding, or FEC. He showed that by applying ran-
dom coding he could achieve maximum utilization of the channel without reliability
loss. Shannon, however, did not manage to demonstrate any practical algorith-
mic implementation of his coding work. Therefore, the research endeavour of the
following decade got directed towards establishing one.

2.1.2 The quest of a coding scheme

During the 50s and 60s, various coding strategies were invented. These differed
in the way parity bits were generated. Hence, a natural differentiation in the per-
formance and the implementation complexity occurred.

The coding scheme categories include Linear Block Code LBC, and Convolutional
Code CC. The Cyclic Code, which is quite popular nowadays is a subcategory of
LBC. The LBC deals with the information bits in finite uniform blocks. It uses a
generator matrix formed by linear relationships between the information bits to
generate the parity bits [1]. On the other hand, CC uses shift registers to enforce
state-dependent relationships, forming a finite-state Markov process [2]. As a re-
sult, the output of the convolutional encoder is dependent on the input information
bit as well as the state of the registers resulting from the preceding bits [1]. The
first invented coding scheme was of LBC nature, developed by Richard Hamming
and called after him [8]. Hamming codes are simple to implement but were limited
in their error correction ability to a single error. The single error correction limi-
tation did not last long, as Reed-Muller coding scheme was established a couple
of years later to tackle this issue [9]. After that, CC saw the light, upon its in-
troduction in [10]. CC gained great acceptance, as it exhibited simpler encoding
requirements relative to LBC [2]. Also, the decoding complexity had reduced with
the introduction of trellis representation for codes [2].

Later on, another encoding breakthrough emerged; the discovery of the Cyclic
Codes. Originally they were introduced as BCH codes [11] and Reed-Solomon
RS [12] codes. Eventually, Low-Density Parity Check LDPC Code also emerged
in Gallager’s master’s thesis [13]. However, the LDPC was more computationally
demanding than what technology could support at that time. As a result, it was
forgotten for 3 decades, before being rediscovered by Dan Spielman in his thesis
[14]. That justifies the initial lack of interest in LDPC codes right after their inven-
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tion. However, nowadays LDPC is among the best-performing coding schemes
[2]. LDPC is the main subject of this thesis, therefore it will be described in more
detail in the next chapter.

Another coding scheme that came into the arena was Turbo code (TC). TC was
discovered a couple of years before the rediscovery of LDPC. A TC encoder con-
sists of two concatenated encoders of convolutional type in parallel, separated
by a pseudorandom interleaver. The input of the encoder is a sequence of the
information bits, while the output is a combination of the original sequence, a se-
quence of parity bits generated from the first convolutional encoder, and another
sequence of parity bits generated from the interleaved version of the same se-
quence of bits. Scientific literature points out that TC is a strong competitor in the
performance race among FECs [2].

2.1.3 The pursuit of an efficient decoding algorithm

Decoding reverses the effect of encoding. However, despite its complementary
operation, it is characterized by a significantly higher complexity. This has driven
researchers to focus on encoding schemes that can be easily decoded. They un-
derstood that a well-encoded system should have a minimal-complex decoding
process possible. That explains the interference between the encoding and de-
coding eras in 2.3. Thus, reducing the complexity of the decoding process while
maintaining high performance was one of the main targets in FEC research.

Decoding techniques can be classified into either hard or soft, or into optimum
and sub-optimum. Hard decoding, is the traditional method for decoding, which
corresponds to using binary sharp estimates as inputs to the decoder i.e. 1 and 0.
Soft decoding, on the other hand, uses soft values that carry the reliability infor-
mation as well [2]. Soft decoding is the state of the art in decoding as it achieves
better performance, despite its complexity.

Ideally, decoding can be achieved with a Maximum Likelihood ML operation that
obtains the most probable codeword in the codebook space. However, this pro-
cedure is computationally very extensive, as it includes enumerating all the code-
book’s codewords to check the closest one to the received distorted codeword.
The ML decoder formal mathematical equation is represented as [15]:

x̂ml =∆ argmax{log pY |X(y[n]|x[n])} (2.2)

S. Dabwan 7
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The right side of the equation is the vector form of all the symbols consisting of
a single codeword. Y and X are the random variables representing the channel’s
output and input, respectively. Since Equation 2.2 is characterized by an expo-
nential complexity, other sub-optimal methods representing reasonable approxi-
mation have been invented [1]. Those algorithms compromise the performance
for reduced complexity. A good example is the bit-wise iterative decoding that
repetitively occurs in the literature and the recent FEC implementations. Fur-
thermore, by observing the development timeline in Figure 2.3, we can see that
sequential decoding was the first decoding algorithm. It was a tree-search-based
algorithm, that became very popular because of its implementation simplicity and
its pipelined structure, which was vital for a good performance [2].

In 1967, the remarkable invention of the decoding algorithm known today as
Viterbi Algorithm VA emerged [16]. VA is a maximum-likelihood optimal decoding
algorithm developed specifically for convolutional codes. Its moderate complex-
ity and high performance, contributed to its acceptance in many applications [1].
Afterwards, in 1969, Berlekamp–Massey algorithm was published in [17] to be-
come for a decade the standard decoding algorithm. It decoded BCH codes and
exhibited high computational efficiency. It was developed based on obtaining the
shortest linear feedback shift register needed to attain the target sequence [2].
Last but not least, this era concluded with the development of BCJR algorithm
[18]. Unlike VA, BCJR is dependent on the Posteriori Probability APP in its esti-
mation. It mandates an iterative implementation to enable the exchange of data,
and as a result, it is characterized by a more complex implementation [2]. The
complexity issue hindered the ability of this algorithm to replace VA. However, it
most importantly contributed to introducing the concept of Soft-Input-Soft-Output
SISO. SISO system facilitates the exchange of prior knowledge to future iterations
in a Maximum A posteriori MAP decoder. The SISO idea, played a major role in
the implementation of iterative turbo decoding [2].

2.1.4 Coded-Modulation CM Architecture

The Coded Modulation era was based on the idea to build efficient systems by in-
tegrating coding and modulation altogether. It was the next obvious step after the
maturity coding schemes had reached at that time, leveraging also the computa-
tional developments of the current hardware. The first CM system was a Trellis
Coded Modulation TCM in [19]. It mainly relied on coupling a convolutional en-
coder with a high-level constellation mapper, working closely together to reduce
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the error probability. Multilevel Coded Modulation MLC followed up in the famous
paper of Imai et al. [20]. The principal idea of MLC was about offering mul-
tistage coding through cascading several independent encoders and decoders,
combined with modulation. Although the latter CM schemes could achieve a very
good performance, they had the disadvantage of a fixed and complex design,
which forced scientists to start striving for more adaptable design solutions.

The target was soon achieved with the Bit Interleaved Coded Modulation BICM
system, which was introduced in 1992. BICM systems caught the attention of
researchers for decades afterwards and marked the current era of channel en-
coding.

2.1.5 The era of flexible and adaptive systems

The motivation behind BICM introduction was to enforce adaptable system design
by decoupling processing functions, such as modulation and coding. The BICM
was introduced by [21]. It normally consists of a binary encoder, permutation,
and sub-optimal bit-wise decoding, each of them being an independent modular
block. Bit level encoding is facilitated by an interleaver separating the blocks of the
encoder and the modulator. Its modular structure allows for amending the config-
uration of each block without affecting the others, enabling simpler designs with
less complexity, while maintaining a reasonably good performance [15]. Later
on, BICM underwent many developments, as it was easier to experiment with dif-
ferent variants. For instance, research took place to compare the performance
of TTCM (Turbo codes in TCM) and BICM with Turbo codes [22], showing that
there are cases where TTCM outperforms. However, the over-performance of
TTCM over BICM, [15], does not necessarily mean that TTCM should be pre-
ferred over BICM. Firstly because there are still scenarios where BICM maintains
performance superiority, e.g when increasing the coding rate of the encoder [23].
Secondly, the inherent flexibility of BICM simplifies the parameter tuning proce-
dure allowing an easier search for best-performing configurations. That’s how the
researchers’ attention was shifted towards developing variants of BICM.

Among the variants of BICM that had seen the light is; BICM with LDPC [24].
BICM originally constitutes a bit-interleaving block, however, [24] demonstrates
that the scheme where LDPC is used as an encoder does not require an inter-
leaver. The implicit random nature of LDPC enforces the statistical independence
of the bits [24]. Thus, the computational complexity is reduced. Observations
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like this paved the way for the introduction of BICM-Trivial or BICMT [?], which is
based on the usage of a trivial interleaver, that does no interleaving whatsoever.

Another variant of BICM proved to achieve an enhancement in the performance,
by including the state-of-the-art input distribution shaping [25]. The particularly
used input distribution shaping technique in [25] is Probabilistic Shaping PS. Es-
sentially, PS observes the input binary stream and tries to correspondingly invent
an “alphabetical language” by grouping bits. The number of bits to be grouped
is found by a search process for the arrangement that achieves an alphabetic
frequency distribution equivalent to the design probabilistic distribution, which is
usually Gaussian. The hatch is that the most frequent alphabets are assigned to
the low-power signals on the constellation graph. An illustrated explanation of the
concept can be found in [26]. To date, implementations targeting achieving high
performance by integrating probabilistic shaping with BICM are being developed.
Discussions have been also going about the key role of bit-labelling proper se-
lection on the performance of BICM schemes. In [27], Gray code binary labelling
was proven to optimise the performance of BICM.

When it comes to decoding, BICM has two possible configurations. BICM with
Iterative Decoding BICM-ID, or BICM with Bit-wise decoding BICM-BW. The sim-
plest one is the BICM-BW, where the received bits are taken out of their symbol-
based assembly and treated independently. The result is not exploiting all the re-
ceived information, however, that is an acceptable performance-complexity trade-
off [28]. The other decoding approach, BICM-ID, introduced in [29], mainly tar-
geted mitigating the loss of information due to the sub-optimal implementation. It
creates an information feedback loop between the demodulator and the decoder
to exchange information iteratively. Thus, it exploits some of the bit dependency
within a single symbol instead of neglecting it as it happens with the BICM-ID
scheme. A new configuration of BICM is the Delayed BICM. It uses memory to
restore information from past bits relating the current bit [30].

BICM is the state-of-the-art in FEC. Hence it was chosen as the basic configura-
tion for this study. More details about its structure and components are presented
in Chapter 3.
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2.2 The debate on performance evaluation for an FEC-based system

The accurate evaluation of the communication channel performance is a vital
component in the process of designing a communication system. The conse-
quences of inaccurate metric results in a misguided development process. Nor-
mally, channel quality is quantified by the bit error rate BER. The BER is defined
by the probability of a received bit to not match the transmitted bit, given C coding
scheme, M modulation method, and PY |X channel, as Pr(b̂ ̸= b|C,M,PY |X). In
Monte Carlo-based numerical simulations, the number of bits required to mea-
sure a h BER, needs to be at least 100/h to achieve a less than 10% error in our
results [31].

For a high-capacity transmission link, such as a long-haul fibre channel, the typi-
cal requirement for the BER after decoding BERpost is to be as low as 10−15 [32],
[33]. Such a low BER imposes the need for at least 1017 bits to achieve a 10%
error margin. This massive number of bits makes very difficult the practical per-
formance evaluation of such systems. Thus, design simulations and experiments
of high-capacity links exclude implementing channel coding and replacing it with
the so-called FEC-Threshold examination.

As Figure 2.4 demonstrates, the FEC threshold examination consists of three
steps. First, deploying the communication system without including channel cod-
ing. Then, measuring a metric β that reflects the performance quality of the trans-
mission. Finally, β is compared against a pre-defined threshold θ, at which if it
exceeded it, then the desired BERpost e.g. 10−15 is guaranteed to be achieved
with an arbitrary coding channel.

Figure 2.4: FEC-Threshold Definition

This workaround exempts researchers from including FEC in their system studies
and running extensive simulations. However, it also brings up several important
research questions. The first question is; what could θ, the required threshold,
be? researches such as [34, 35], and [36] addressed the question by perform-

S. Dabwan 11



Forward Error Correction for High Capacity Transmission Systems

ing the necessary extensive simulations for certain choices of channels, modu-
lation format, and symbol rate, and concluded their research with a ready-to-use
BERpre threshold requirement for achieving the desired BERpost. Another ques-
tion is about the appropriate performance metric that can accurately and reliably
resemble the performance of the communication system between the FEC com-
ponents at both ends. Metrics that exhibit dependency on the type of channel, or
the modulation scheme need to be identified and disqualified.

A prevalent metric is the BER before decoding, i.e. BERpre. Using BERpre

perfectly suited the popular usage of hard decoders and when soft decoders
emerged, it was the default metric to be used. However, this notion was critically
criticised and proven to be unreliable in the work conducted by A. Alvarado et al.
[33]. The authors performed two types of simulation experiments. One where
they deployed FEC and measured the performance. The other is where they fol-
lowed the notion of using FEC-threshold, by measuring several types of metrics
β’s (refer to Figure 2.4. The surveyed β’s include BERpre, as well as information-
theoretic values; mutual information MI and general mutual information GMI. The
GMI is a statistical measure for the dependency between the channel observa-
tion and its input, but contrary to MI, it measures the dependency at a bit level
rather than a symbol level (the modulated system is assumed) [1]. The reported
results in [33] had proven that using BERpre as a β metric does work only in the
cases where FEC schemes with hard decoding are assumed. When soft decod-
ing is adopted, an accurate β would be MI. Furthermore, GMI would be the best
β metric in the case of BICM system, as it is based on a bit-level processing [33].

2.3 The state-of-the-art in FEC for fibre channel

According to [37], the main FEC schemes for fibre optical channel are; staircase
codes (SC) [38], Quasi-Cyclic LDPC (QC-LDPC) [39], Spatially-Coded LDPC
(SC-LDPC) [40], Soft-Decision Turbo Product-Code (SD-TPC). [41]. Each one
of them varies in its setup, it has its own advantages and disadvantages, but all
manage to reduce the BER to 10−15 [32]. The FEC schemes listed above differ
in various ways. Their coding structure is one of them. Some of them consist
of a single encoder and a decoder in the transmitter and the receiver, respec-
tively, whereas others are a concatenation of encoding and decoding elements.
A representative example is a transmitter, where we could have two encoders of
different types, inner and outer. While at the receiver, there would be a compat-
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ible concatenation of two decoders, addressing sequentially the correspondent
codeword frame. A concatenated scheme holds higher complexity than a single
ex-coder configuration [39], it is a necessity for addressing error-floor phenom-
ena. The error floor occurs in scenarios where the BER cannot drop below a
certain level, e.g. see Figure 2.5. Concatenated FEC schemes have been used
in various works, [42, 25, 43] to name few.

Figure 2.5: The Issue of Error Floor as Low BER is Obtained - BER at the
y-axis and Eb/No (dB) at the x-axis (Adapted from [2])

The decoding strategy is another point FEC schemes might differ. There are
usually two decoding techniques; either soft decoding SD or hard decoding HD.
HD, which is the simplest form of decoding, uses binary values as input for the
decoder and performs its operation upon them. The moderate complexity of this
technique made it find its way to commercial applications. SD, on the other hand,
deals with the soft values of the bits. A bit’s soft value consists of its binary value,
0 or 1, and the certainty of the belief about the selected binary value. The number
of bits required to represent a soft value is apparently more than the hard one. A
single bit of information would be represented by more than one bit, hence, the
complexity of SD increases [1]. Next generation FEC of fibre channel utilises SD,
due to its enhanced performance advantage [44], and the revolution the hardware
sector is experiencing [39] in terms of computational power. Eventually, a differ-
entiation metric that can be used over the various FEC schemes, is the overall
complexity. Addressing complexity requires a thorough consideration of different
aspects of the scheme, including code construction, type of constraints imposed,
codeword length, decoding algorithm, and decoding quantisation [37]. Another
differentiation metric that can be used to compare FEC schemes is the overhead
OH. The OH is a representation of the ratio of the parity bits counts to the origi-
nal number of information bits. OH% can be calculated using the coding rate R
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through:

OH% =
1

RT

− 1 (2.3)

where RT is the total coding rate of the concatenation if existed. It is the result of
multiplying each concatenated scheme’s coding rate; RT = REn1REn2

A work that benchmarked several proprietary FECs currently available in the mar-
ket for long-haul optical fibre channels, based on the OH is [3]. Figure 2.6 shows
the OH% added by each FEC scheme with the developing company name. The
OH% requirement ranged between 15% and 35%, which represents the state-of-
the-art acheivement in terms of OH% requirement.

Figure 2.6: The overhead cost of various FEC systems developed for the
fibre channel. [Adopted from [3]]
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3. PROCEDURE

The goal of this study is to test the performance influence of DBP compensation
over fibre channel when integrated with coded-modulation. Therefore, we devel-
oped a simulation model of a coded-modulated transmission system, which uses
the nonlinear fibre channel as a communication medium. We added DBP com-
pensation to the model, and checked the prior and post performance in terms
of the bit error rate BER. This chapter discusses the design choices and their
theoretical principles in the following sequence:

• The coded-modulation CM architecture choice.

• The coding used in the CM architecture, from encoding point of view then
decoding.

• The methodology at which the information propagates in the channel and
how information is extracted from the channel observations i.e. mapping
and demapping.

• Interleaving Implementation; a function part of the chosen CM architecture.

• Fibre channel definition and a description of the DBP implementation for
nonlinearities compensation.

3.1 Coded-Modulation CM Architecture

There are several potential candidates that could have been used as CM architec-
ture for our model. The chosen one is the state-of-the-art in coding in general and
fibre FEC implementations in particular, bit interleaved coded modulation BICM
[15]. BICM architecture consists of a concatenation of encoder and mapper which
independently functions, and usually are separated by a permuting function that
is called interleaver. Figure 3.1 demonstrates the building blocks of a BICM archi-
tecture. As previously mentioned in Chapter 2, the advantage of using BICM is
its support for a bit-level processing, which makes it a sub-optimal but also afford-
able and practical implementation. The aforementioned feature, implicitly facili-
tates another advantage, which is the ability to choose the encoder and mapper
specifications independently from each other. This simplifies the implementation
further more and allows an adaptive and configurable system that adjust itself as
per the channel conditions, which consequently enhances the capacity utilisation.
Those key advantages facilitated the increased interest in BICM at which is was
adapted in wide range of practical implementations of communication systems,
such as DVB-S2 for satellite communication, wireless LANs, DSL, WiMax, and in
the evolutionary cellular systems; LTE and 5G-NR [28, 45].
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Figure 3.1: Communication Block Diagram Based on BICM Configuration

3.2 The encoding scheme

The BER requirement for a high-capacity channel as fibre channel, is very low;
10−15 [32]. Coding schemes that guarantee such low performance levels are
mostly concatenations of two encoders and decoders [46]. This is due to the
error floor phenomena discussed in Chapter 2. The concatenation of an inner
soft code and outer hard code had proven to be a successful workaround this
problem. Accordingly, we choose for our implementation of encoders, a pair of an
outer En1 and an inner En2 encoders. At the the outer encoder, staircase codes
based on the published work in [47] is chosen. Staircase code is commonly used
in fibre channel’s FEC implementation, due to its ability to correct large number of
errors and reduce the BER to very low levels, i.e. 10−15. Figure 3.2 demonstrates
the described concatenation. The interleaver separating both encoders, assures
that decorrelation of the errors that take place at the inner decoding process at
the receiving end, to mitigate their effect on the outer decoder [33].

Figure 3.2: The Binary Encoder Concatenation

The encoder performs coding by adding a number of parity bits, P , to a sequence
of information bits of length K. The result of adding those two, the parity bits and
the information bits, generate the codeword, which hold the value N = P + K

as its length. Two essential parameters that are commonly used to characterise
any coding scheme is the code-length, N, and the coding rate, R. The coding rate
is the ratio of the information bits count to the code length, where higher coding
rates correspond to a smaller overhead but weaker error correction capability.
The equation that defines overhead as a function of coding rate is presented in
Chapter 2.
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Table 3.1: Description of the Examined Inner Encoders

Examined Inner Encoders
Encoder-a: DVB code Encoder-b: QC code

Type Irregular LDPC Quasi-Cyclic LDPC

Usage
Digital Video Broadcasting

DVB
Satellite Communication

IEEE 802.11
WiFi

Codeword
Length(s)

64,800
1944
1296
648

Supported
Coderates

1/4
1/3
2/5
1/2
3/5
2/3
3/4
4/5
5/6
8/9
9/10

1/2
2/3
3/4
5/6

Standardizing
Organization

European Telecommunications
Standards Institute - ETSI

IEEE

The chosen staircase code comes in two different coding rates, 0.9412 and 0.75
corresponding to 6.25% and 33.33% of overhead, respectively. Our ability to
choose any of them is highly dependent on the attained performance from inner
coder. If the inner decoder managed to decrease the BER to the FEC threshold
level defined for 6.25% staircase code as 4.7× 10−3, then this code is guaranteed
to generate a BER as low as 10−15. The other staircase code with the 33.33% OH
requirement has a more modest BER FEC threshold of 2.12 × 10−2. The usage
of FEC threshold paradigm to predict the performance post outer decoding, is
justified by the hard nature of the staircase decoder. Refer to Chapter 2 for more
details.

3.2.1 The inner code choice

Based on the earlier discussion, a good choice of the inner code to a critical
enabler for achieving the required performance at the lowest possible OH cost at
the staircase code. Consequently, two inner code candidates were examined and
assessed comparatively to subsequently choose the one best performing. The
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Table 3.2: The Investigated Configurations for each Inner Coder

Configuration DVB (OH%) QC (OH%)
Config-1 R = 3/4 (33.33%) R = 3/4, N = 648, Z = 27 (33.33% )
Config-2 R = 5/6 (20%) R = 3/4, N = 1944, Z = 81 (33.33%)
Config-3 R = 9/10 (11.11%) R = 5/6, N = 648, Z = 27 (20%)
Config-4 R = 5/6, N = 1944, Z = 81 (20%)

investigated codes; irregular LDPC adopted from DVB-S2 standard developed for
satellite communication [48], and the Wifi protocol’s quasi-cyclic QC-LDPC from
IEEE 802.11 protocol [49]. Table 3.1, describes the important characteristics of
each coding candidate. The DVB code has a very long single codeword length,
while the QC code supports three different code-lengths. Both codes have a
range of supported coding rates. Although both codes intersect in most supported
coding rates, DVB code tends to support higher coding rates.
To investigate the QC and DVB codes in an appropriate comparative form, certain
identical coding rates were chosen from each protocol, 5/6 and 3/4. In the case
of DVB, 9/10 was also picked in order to examine the system with the highest
possible coding rate. While DVB code comes in single code-length, QC supports
three different length, two at which were chosen to allow better characterisation of
the scheme; 648 and 1944. The details of the studied configurations is shown in
Table 3.2. DVB has three configurations which are defined as per the coding rate,
while the QC uses four configurations with different coding rate and length. The
definition of each code scheme is made through the parity check matrix PCM.

3.2.2 Parity check matrix - a code definer

The parity check matrix PCM, is a P × N binary matrix that represents all the
parity equations by marking the participant bits by 1. Figure 3.3 demonstrates the
method at which PCM is generated. They start from the parity check equations cj

which define the linear algebraic relations that gather the bits bi. In the example
shown in Figure 3.3, a total of 3 parity bits exist, which justifies the rows count the
PCM, H i.e. the first 3 columns resembling b1, b2,&b3.
Parity check matrix of Irregular LDPC from DVB-S2 standard
Being an LDPC based code, the H-matrix is sparse. The fact that it belongs to ir-
regular LDPC suggests that the columns and rows weights are not consistent (the
weight means the number of ones in a row or column). Although it was optimised
to be used for satellite communication, it has found applications in various fields,
due to its good performance and wide off-the-shelf availability. Authors in [33],
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Figure 3.3: Parity Check Matrix Formation from the Parity Equations. The
⊕ operator is modulo 2 addition.[Adopted from [4] and edited]

for example, had used it in their experimental setup for examining FEC on fibre
channel. The PCM has 64800 columns as a result of the long codeword length it
supports. As it supports various coding rates, each coding rate has its own parity
check matrix that can be found in the standard definition appendix [48].
Parity check matrix of Quasi-Cyclic QC LDPC from WiFi protocol
The H-matrix for QC-LDPC is distinguished for its cyclic nature and systematic
reformation. The matrix defined in [49] is specified in terms of three pieces of
information; the base matrix, the expansion factor Z, and the codeword length.
The based matrix is represented by a matrix of numbers ranging from -1 to Z.
Those numerals are then replaced by an identity matrix of size Z or a version of
it. The version of the identity matrix is dependent on the particular number it is
replacing in the base matrix. For example, if it is replacing a 1, then it corresponds
to an identity matrix that is circularly shifted to the right by 1, and the logic is the
same for all other numbers. The number 0 and -1 might be less intuitive, as 0
corresponds to a straight identity matrix, and -1 corresponds to a matrix of zeros.
The typical length for codewords generated by this protocol is relatively small,
which results a smaller PCMs.

3.2.3 Encoding Algorithm

Encoding takes place following a certain procedure that starts with the coding
scheme’s parity check matrix, which are usually used to define coding schemes.
PCM can be defined as:

H(N−K×N) = [−P T |IN−K ] (3.1)

where IN−K is identity matrix of size (N −K × N −K). The reformulation of H,
performed with Gaussian elimination, results an important element that makes
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up the Generator matrix G, P matrix. Consequently, the generator matrix that is
required to generate the codewords, is defined based on the obtained P as:

G(K×N) = [IK | P ] (3.2)

By having the generator matrix, the encoder that generates codewords C be-
comes a mere matrix multiplication between the information bits sequence, of
size K and the generator matrix, as in Equation 3.3.

C1×N = x1×K GK×N (3.3)

Equation 3.3 validates the increase of the bits sequence length from K to N upon
performing coding, at which the extra parity bits are utilised in decoding.

3.3 The Decoding strategy

The decoder is responsible for utilising the overhead in the coded data to correct
the errors the message experiences upon the transmission. The choice of the
decoding algorithm is made to mainly address the complexity concern, as decod-
ing is the most expensive element in the coding process. Hence, we favour the
sub-optimal algorithm, min-sum which operates on soft input values to enable a
state-of-the-art implementation of soft iterative decoding. This decoder collects
the information carried by each bit in the codeword concerning each and every
message bits in an iterative message passing manner. Properly designed cod-
ing schemes performs better as the number of allowed iterations increases, at an
expense of increased complexity. The min-sum algorithm is a variant of the Be-
lief Propagation BP algorithm that offers a less complex solution at an acceptable
performance loss. Decoding Algorithms are usually explained on a type of graphs
that facilitate a better visualisation of the message passing between code bits.

3.3.1 Tanner Graph - A visualisation tool for decoding

There are several ways to present codes other than parity check matrices; one
graphical way is Tanner graph i.e. bipartite graph. It is a convenient method for
visualising the relationship between bits, and the information exchange between
code bits during the decoding process. Figure 3.4 demonstrates several rep-
resentations of an exemplary dummy code, starting from primitive parity check
equations, PCM, and Tanner graph.
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Figure 3.4: Different Representations of a channel Code. (a) Algebraic
Parity Equations. (b) Parity Check Matrix. (c) Tanner Graph

In Figure 3.4(c), information relating the parity bit equations is assembled to the
right and the code bits to the left. The bi’s are called variable nodes while the cj ’s
are check nodes. The equations shown in 3.4(a) define the edges between the
check nodes and their participant variable nodes. If accurate channel observa-
tions were received about b1, b5, and b9 then the substitution in c1 will results zero.
This acts as an evidence for the correct transmission of the participant variable
bits. The aim of the soft iterative decoder is to gradually accumulate such beliefs
about each message bit and form a decision about its value.
The nodes shown in Figure 3.4(c) are loaded with soft values about the binary bits
generated by the mapper from the channel observations. A soft value is a signed
number that holds the bit’s hard value (whether it is believed to be 1 or 0) in their
sign, where 1 corrsponds to positive and 0 corresponds to negative sign. The
absolute value represents the certainty level i.e. confidence of the belief. Details
concerning the generation of the soft value will be discussed in the context of
demapping. These soft values feed the min-sum algorithm

3.3.2 The Min-sum Algorithm

At the algorithm’s initial state, every variable node holds its intrinsic soft L-value
which it receives from the demapper. The final state, on the other hand, is an
accumulation of as many as possible of extrinsic L-values concerning each mes-
sage bit, which are collected within the permitted decoding iterations number.
Starting from the initial state, the dynamics of the algorithm are as follows [4, 50]:

1. Each variable node sends its intrinsic L-value to all the check nodes it is
connected to.
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2. Check nodes uses the received information and generates a belief concern-
ing each variable bit by performing the check-equations. The processed
values are not binary values, thus, modulo-2 addition cannot be simply per-
formed over beliefs. Rather, single parity check SPC decoding is performed,
which as defined as following. Suppose the following check node equation
in the hard-value space:

Z = X1 ⊕X2 ⊕X3 (3.4)

where the X ’s hold binary values and ⊕ represents a modulo-2 addition.
When transforming Equation ?? to the soft-value space, where the X’s hold
soft values, lXk

:

sgn(lZ) = sgn(lX1) sgn(lX2) sgn(lX3) (3.5)

|lZ | = abs(f [f(lX1) + f(lX2) + f(lX3 ])]) (3.6)

where f(x) = log(tanh |x|
2
) The functions shown in Equations 3.5 and 3.6

represent the exact implementation of the original algorithm, BP. Min-sum,
however, is an approximated variant that uses an approximation for comput-
ing the function in Equation 3.6;

|lZ | = min (lX1 , lX2 , lX3) (3.7)

The complete mathematical proof for Equation 3.5 and 3.6 is presented in
[51]. In both implementations, When the check node computes the extrinsic
L-value for a variable node, b1 for example in check node c1, it excludes b1’s
intrinsic value. This exclusion assures independence between observations
over iterations for the sake of an unbiased propagation of the belief.

3. The check node passes to each variable node extrinsic L-value it measure
about them based on the information received from other variable nodes
participating in the equations.

4. Variable nodes receive from different check nodes what the other check
equation’s participants say about its value. The variable node at this stage
acts as a repetitive code decoder, as the received information from differ-
ent check nodes are statistically independent. Therefore, it simply adds the
received extrinsic L-values to its intrinsic L-value.
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The steps 1-4 represent a single decoding iteration, which can be repeated as
per the defined number of allowed iterations Imax. The selection of the maximum
number of iterations allowed enhances the quality of the belief, but comes at
a computational complexity and energy consumption costs. The iterative soft
decoding algorithm, min-sum, is dependent on the soft values generated by the
demapper based on the received channel’s observations.

3.4 Mapping & Demapping

The mapper and demapper perform modulation and demodulation to assure an
efficient utilisation of the available channel while maintaining the BER level within
the transmission reliability definition. Another aspect they also responsible for, is
the bits sequences assignment to constellation’s complex signals while maintain-
ing the least error probability.

3.4.1 Mapper

The mapper shown in Figure 3.1 receives interleaved coded binary bits and di-
vides them into symbols i.e. sequences of m long bits. The m value is depen-
dent on the multi-level modulation format choice, which increases the spectral
efficiency the higher it gets, but at requirement of higher SNR. Our modulation
format choice is the 256-QAM, which offers a high level of spectral efficiency,
8 bits/symbol/Hz. It is also offers an adequately challenging scenario for our
coded-modulation system that enables a better characterisation and assessment
opportunities [1]. After chunking the bits stream into 8 bits long symbols, the
mapper assigns the binary sequences to the constellation’s 256 complex signals
which have differentiable amplitude and phase characteristics. Labelling, is an-
other responsibility mapper which is mainly concerned with mapping the binary
sequences to the complex signals. Many different labelling strategies exist [52],
including binary and Gray. For BICM architecture, studies had show that Gray
mapping attains the best performance [53, 15], therefore, it we chose it for our
implementation. The specifications of the mapper, including the constellation for-
mat and labelling, is a shared information with the demapper which reverses the
mapper’s work.
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3.4.2 Demapper

The main task of the demapper is to perform demodulation to recover the mes-
sage bits from the distorted received channel’s observation. There are two meth-
ods of demapping, hard demapping and soft demapping. The conventional way,
hard demapping, is the simplest and least computationally expensive technique
which is a practical option for demapping implementation. It works by defining
equidistant thresholds that separates the constellation’s symbols and then classi-
fying the received signal according to the area it lays on. An illustration of the hard
demapper’s thresholds is shown in Figure 3.5 for a 4-QAM constellation. As the
figure demonstrates, the four symbols have their own areas (each shaded with
a different colour) that are defined by the purple threshold lines that are parallel
to the constellation’s axes. The simplicity of this technique is not only due tho
the easy definition of those thresholds, but also because of the delivery of the
estimation which is exactly m-bits long. The hard demapper does not provide any
confidence information about its estimate, which means that its perception to a
measurement recorded close to the constellation point, is equivalent to another
one recorded close to the threshold line. This information omit, is a disadvantage
of this technique, and restricts its performance level.

Figure 3.5: Hard demapping threshold’s for a 4-QAM constellation

Soft demapper, addresses the shortcomings of the hard demapper by providing
information related to the confidence too, at a complexity cost. Soft demapper
differs from hard demapper by three main points. First, it does not define the
separating lines between symbols using thresholds, rather it depends on a prob-
abilistic approach. Second, it reports its estimation’s confidence. Third, it requires
at least one extra bit to represent besides the hard value’s m-bits the confidence.
The topic of quantising the soft values is out of this research scope, but interested
readers can refer to [54].
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The high performance of soft demapper combined with soft iterative decoding
made it be the state-of-the-art in FEC, especially with the receiver’s developing
computational capabilities [15]. The soft demapping that was used in this work
is based on Logarithmic Likelihood Ratio LLR, which works at a bit level. The
bits of the constellation’s symbol are processed independently each as per its bit
position. While a 4-QAM symbol consists of 2 bits, b1b2, is assumed, the algorithm
[15] is explained in following the steps:

1. To start with b1’s value, the whole constellation’s symbols are divided into
two groups, Group-0 and Group-1. Group-0 consists of the symbols identify
0 at their first bit position. Group-1 contains the rest of the symbols which,
on the contrary, has the first bit position equal to 1. Refer to Figure 3.6(a), to
visualise the Gray-mapped 4-QAM constellation being divided as per the first
bit position. The upper intensively blue shaded area represents Group-0,
while the lower one is Group-1 for the first bit position. The forming threshold
based on this is parallel to the horizontal axis.

2. The Euclidean distance ED separating the received signal from each con-
stellation point is calculated and then fed into the assumed channel’s Gaus-
sian probability density function PDF, characterised by a zero mean and an
arbitrary variance σ. The prior knowledge of σ is not required as it would
be cancelled out in a later stage. This step results the probability of the
received signal being certain symbol, given the channel observation based
on the ED. There are various assumption introduced in this step, including
that the channel noise is Gaussian, and a uniform type of distortion is expe-
rienced among all the symbols and the bit’s positions.

3. The probabilities computed at step 3 are added up for each group following
the classification logic in step 2. The result of this, is a summation of the
probabilities for b1 being 1, and another summation of it being 0.

4. The logarithm of the ratio is computed and referred to as, Logarithm-Likelihood-
ratio LLR or the L-value using the information collected in step 3.

The mathematical equation representing LLR estimation for the 2nd bit posi-
tion in symbol n is [15]:

lb1 [n] = log10

∑
i∈Ib1=0 pY |x(y|xi) PX|b1 (xi|0)∑
i∈Ib1=1 pY |x(y|xi) PX|b1 (xi|1)

(3.8)
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5. Steps from 1-4 are repeated for the second bit position. Figure 3.6(b), shows
the division based on the second bit position in the constellation.

Figure 3.6: Soft demapping threshold’s for a Gray labelled 4-QAM constel-
lation based on each bit position

Soft demapping is very dependent on the choice of the labelling scheme, as it
directly affects the probability of errors. The thresholds shown in Figure 3.6 are
identical to the one generated by the hard demapper shown in Figure 3.5. This is
due to the usage of Gray labelling. In case of using another label scheme such
as the arbitrary one used in Figure 3.7, the thresholds for each bit position differ.

3.5 Interleaving

Deploying permutation of bits between the encoders concatenation, as well as
before mapping, proved to be effective in enhancing the performance [15]. It
mainly breaks the implicit statistical dependency between bits belonging to the
same symbol or same codeword, which maximizes the efficiency of the decoder
that is build upon the assumption of independent bits. There are two architec-
tures of interleavers, S-interleavers (for single), and M-Intereavers (for multiple)
[15]. Figure 3.8 shows the architecture of both interleavers. S-interleaver receives
p codewords, permutes them, then pass them to the following functional block. M-
interleaver on the other hand, uses m parallel interleavers that get parts of several
codewords depending on the specifications of the interleaving function. Another
parameter that requires optimization in the M-interleaver is number of the parallel
interleavers to be used. Due to the simplicity of the S-Interleaver, it was preferred
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Figure 3.7: Soft demapping threshold’s for an arbitrary labelled 4-QAM
constellation based on each bit position. (a) Thresholds for first bit posi-
tion. (b) Thresholds for section bit position.

Figure 3.8: Types of Interleavers (a) S-Interleaver, (b) M-Interleaver

over the M-Interleaver. Ideally, interleavers work best with an infinite number of
codewords being interleaved. However, due to the impracticality of that, interleav-
ing is optimized to work on the largest possible number of codewords. An exper-
iment was performed to measure the performance enhancement as the number
of codewords being permuted increases. The permutation takes place, by buffer-
ing the required number of codewords, generating a pseudo-random array of an
equivalent size from a specific seed, then reorder the buffered codewords’s bits
according to those random indices. At the receiving end, undoing the interleaving
is performed at the deinterleaver. It has the seed’s information that was used to
generate the pseudo-random indices’ array at the transmitting part, which enables
it to recover the correct order of the interleaved bits. Although the interleaver is a
major component in the original BICM, its impact on the performance has been
questioned and in some work denied [55], and brought forward a new variant
called Trivial-BICM. In this work, interleaving’s impact would be studied on the
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simulated transmission model.
Up to this point, a thorough discussion related to the system and its design ele-
ments was conducted. Due to the limited computational capabilities, numerical
simulations that measure for a BER as low as 10−15 are not possible. Therefore
the inner coder is implemented in the simulated model, and further outer coder
processing is assumed based on the results reported in [47]. The assumption
is valid by assuring the compliance to the FEC-threshold criteria. Therefore, the
simulations excluded staircase codes, but it will come back to the picture when the
system’s total overhead cost is defined. This workaround is a common practice
[33] among researchers working on high capacity fibre channel.

3.6 Fibre channel

The FEC subjects of this study were examined on two different states of the Fibre
optical Channel, a state includes nonlinearities and another one where they are
compensated with DBP.

3.6.1 Nonlinear fibre channel

A recognisable way of representing light propagation in fibre and the material-
signal interactions is non-linear Schrodinger equation NLSE (Equation 3.9) [56].
The implemented numerical model simulates signal’s propagation in the fibre
channel by solving the NLSE using split-step Fourier SSF method [57].

∂A

∂z
+

∂2A

∂t2
+

α

2
A = iγ|A|2A (3.9)

The simulated fiber channel accepts as an input quadrature amplitude modulated
QAM, pulse-shaped signal with a raised cosine filter with a roll-off factor of 0.25.
The transmission is tested among a range of launch power, while experiencing
chromatic dispersion, attenuation, and nonlinearities due to Kerr effect. Along the
propagation channel there inline amplifiers are installed at the end of each span.
Those amplifiers boost the signal up, and add an amplification noise to the signal.
At the receiver, chromatic dispersion is equalized, the modulated information is
recovered by performing matched-filtering. Demodulation takes place, and the
transmitted data is received with some error. Table 3.3 lists the specifications
related to the fiber channel used in this study’s experiments.
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Table 3.3: Fiber Link Specifications

Parameter Value
Baud-rate 60 Gbaud

Span Distance 100 km
Number of Spans 3

Attenuation 0.2 dB/Km
Nonlinearity Coefficient 1.4W−1Km−1

Dispersion Coefficient 17 psnm−1Km−1

Amplifier Noise Figure 5 dB

3.6.2 DBP-Compensated Fiber Channel

As for the nonlinear behaviour of the fiber channel being the dominant type of
distortion that limits its performance, techniques that compensate this type of
impairment thrived. A common technique to do that is Digital Backpropagation
DBP technique. DBP is implemented based on SSF method again. However it
works in a reversed form in order to compensate the nonlinear effect generated
by the fiber channel. The SSF method is an approximation that deals with the
nonlinear and linear effect separately [58]. The solution also includes splitting the
propagation through a single span to small steps and integrate them to find an
approximate solution[58]. While implementing DBP using SSF method, the more
steps considered per span, the more accurate the non-linearity approximation,
and therefor the mitigation is better. However, that comes at the cost of increased
complexity [58]. Accordingly the selection of the number of steps/span in the
simulations was conservative. The investigating study that tested coding on DBP-
compensated channel used 2, 3, and 4 steps/span only.
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4. RESULTS AND ANALYSIS

The results presented in this chapter are obtained assuming the numerical sys-
tem model and parameters of Chapter 3. We first identify the critical FEC design
parameters and perform system-level optimisation targeting a moderate complex-
ity and optimum performance for the lowest achievable OH%. The parameters
under consideration include the interleaving size and the maximum number of
iterations the iterative decoder permits. In our simulation experiments we have
considered two FEC candidates, candidate-1; QC-LDPC from IEEE802.11 pro-
tocol, and candidate-2; irregular LDPC from DVB-S2 standard. Based on the
obtained results, the optimum design FEC choices are made and used for subse-
quent system-level studies that investigate the impact of DBP-based non-linearity
compensation over the fibre channel. Our goal is to benchmark the performance
of those two FEC candidates over the nonlinear fibre channel, to identify their op-
timum settings and explore operational system margins as a function of the fibre
channel length.

4.1 Assessing the interleaving’s significance on performance

As discussed in the previous chapters, the basic architecture of BICM involves
interleaving between encoders and the mapper. Challenging this design choice,
however, was one of the early determinations this research started with. Not only
because there is literature that challenges its true importance, [55], but this func-
tion comes also at a complexity and power consumption cost. It is always wise
to direct the DSP computational power towards the strategies that achieve higher
performance gain. For the fibre channel, a critical question that needs to be ad-
dressed is the impact of the interleaving size on the overall system performance.

The coded modulation system that has been illustrated in the block diagram of
Figure 3.1 is simulated here numerically using MATLAB. The experiment is per-
formed over the fibre channel defined in Section 3.6. The total transmission
distance is 300km. The initial simulation experiments were conducted on the
transmission channel without assuming non-linearity compensation whatsoever.
Nevertheless, we have assumed an ideal compensation of chromatic dispersion
effects in the digital domain. Furthermore, we assumed a Nyquist-shaped pulses
with a roll-off factor of 0.25, modulated with a 256-QAM scheme and transmitted
in a 60 baudrate channel. A high modulation scheme results an 8-bits per symbol
which achieves a high spectral efficiency.

As the subject channel has nonlinear characteristics, the simulation experiments
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investigated the targeted configurations over a range of launch power levels.
Then, measuring for each of them the achieved BER and selecting the mini-
mum. Figure 4.1 demonstrates the behaviour of the performance metric, BER,
as a function of the launch power in dBm. The lowest BER is always observed
around 0 dBm launch power, whether the system is coded or not.

Figure 4.1: Fibre Channel performance measured against launch power in
coded and uncoded modes

The configuration above is tested in different scenarios for various interleaver
sizes. The random interleaving structure described in Chapter 3 is used. The
size of an interleaver indicates the number of codewords that are buffered and
permuted together before feeding the mapper. We have examined interleaving
sizes of 0, 10, 20, and 30 on the configuration of our two FEC candidates. Both
used an iterative decoder, and to achieve a fair comparison a single iteration was
allowed. A size-0 interleaver corresponds to no interleaving.
Figure 4.2 demonstrates the BER performance of each FEC candidate, in the
various configurations discussed in Chapter 3. For the LDPC DVB-S2 case, we
considered three separate coding schemes of different rate. For the QC-LDPC
we considered four separate coding schemes, of different coding rate and code-
word length. Refer to Table 3.2 for more information about each configuration
characteristics. The results show no significant influence of interleaving on the
system’s BER performance. This applies to uncoded and coded transmissions
for both FEC candidates, regardless of the configuration.
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Figure 4.2: The Performance of Coded Systems with Different Interleaving
Capacities. (a) FEC Based on DVB-S2 Standard. (b) QC-LDPC from IEEE
802.11 Protocol to the right

4.2 Impact of increasing maximum iteration of the decoder

Following the discussion in Chapter 3, the decoding functionality is performed in
a number of iterations. The maximum permissible number Imax is a parameter
that is subject to optimisation depending on the particular transmission scenario.
The higher the allowed Imax is, the better the attained performance. However, this
enhancement is constrained by the complexity the Imax imposes on the system.
In addition, increasing the Imax should be carefully chosen as per the encod-
ing scheme girth [46]. By aligning Imax to the coding girth, cycles are avoided
and better performance is attained [1]. Therefore, a set of simulation experiments
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were performed to investigate the optimum number of decoding iterations for each
FEC candidate. A non-interleaved coded-modulated system was simulated over
the aforementioned fibre channel assuming the following set of Imax’s values: 1,
5, 10, and 20.

Figure 4.3: The Performance of Coded Systems with Different Decoding’s
Iterations. (a) FEC Based on DVB-S2 Standard. (b) QC-LDPC from IEEE
802.11. The coding rates {3/4, 5/6, 9/10} corresponds to the OH% {33.33%,
20%, 11.11%} respectively

Due to the nature of the study that is Monte-Carlo based, the simulations enabled
to measure only up to 10−4 BER with an accuracy of %10. To achieve this, the
simulated bit phrase had over 106 bits. Despite this large bit number, there were
cases in which we did not manage to capture even a single error to characterise

S. Dabwan 33



Forward Error Correction for High Capacity Transmission Systems

the performance improvement that was achieved. In Figure 4.3 those cases are
reported with a cross and signify the BER resolution of our simulator.
The horizontal dotted lines represent the BER performance thresholds required
by the outer staircase decoder, for reaching a target BER of (10−15). The up-
per threshold line is for a staircase code that requires a modest BER to function
properly, but with a relatively high requirement of overhead (33.33%). The lower
line has a more demanding BER threshold (4.7 × 10−3), but it can be offered at
a much lower overhead cost (6.25%). In both cases, the overhead introduced
by the staircase decoder is added to the overall OH% of the FEC concatenated
system. Figure 4.3 shows that the transmission system is incapable of achieving
the desired BER without coding, as it couldn’t pass reaching of coding on the
performance. Figure 4.3 clearly demonstrates that increasing the number of it-
erations to 5, significantly improves the performance for all the configurations in
both coding schemes. All the squares are shifted to below both targeted perfor-
mance thresholds, which means that 5 iterations is a fair choice for the system’s
number of iterations. Therefore, the following investigations will use 5 iterations.
An exception to the latter observation, is the Config-3 in the DVB scheme, which
corresponds to the lowest overhead (11.11%). Its low overhead explains why it is
tough to influence its performance. In a trial to address that, a higher number of
iterations i.e. 10 will also be used in the next phase simulations. This inclusion
will allow us to determine the existence of a particular decoder and DBP configu-
ration that can achieve the desired performance, if any.

We also observed that without coding, the performance does not qualify to pass
any of the two hard-decoder’s thresholds. This suggests that coding is quite im-
portant for the system in order for it to achieve the required reliability. Further-
more, the various QC-LDPC coding schemes, shown in Figure 4.3(b), differ in the
coding rate and the code length. Although the configurations have similar coding
rates, they exhibit differentiation in the behaviour due to the code length differ-
ence. If we compare the red squares to the cyan, or the blue to the green, we
would spot that there is a supremacy of performance for longer codes.

4.3 Combining FEC with DBP-based non-linearity compensation

The purpose of this section is to evaluate the effect of compensating the fibre
channel non-linearities using the DBP technique in the presence of coding. The
same 300km transmission link defined in the previous sections with 256 QAM
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modulation format is considered also here. As explained in Chapter 3, the ac-
curacy of the DBP compensation is critically affected by the number of computa-
tional steps per span of the back-propagation link. Although increasing this num-
ber brings better performance, this comes at a cost of high complexity. Therefore,
a conservative selection of the steps/span parameter is made when implementing
DBP for the sake of preserving design practicality. The steps/span under investi-
gation were 2, 3, and 4.

Following the conclusions of Sections 4.1 and 4.2, the Coded-Modulated archi-
tecture does not include interleaving, and only performs iterative decoding with
5 or 10 iterations. Based on that, five different scenarios were considered for
each subject coding scheme (refer to Figure 4.4 ). The first is the baseline, which
represents transmission with neither coding nor DBP compensation. The second
scenario assumed coded transmission with the correspondent FEC, but without
any DBP compensation. The third, fourth and fifth scenarios represent coded
transmissions, alongside DBP with 2, 3, and 4 steps/span, respectively. All the
different scenarios are illustrated in Figure 4.4.

As discussed in Chapter 3, DVB-LDPC includes 3 configurations, while QC-LDPC,
four, see Table 3.2 for the details of each configuration. Each one was examined
The different FEC configurations were examined for two different maximum de-
coding iterations numbers, namely 5 and 10.

The numerical simulations took place on an HPC system. Each setup ran over a
range of launch powers -10dBm to 10 dBm, and the minimum BER was recorded.
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Figure 4.4: Block diagrams of the various simulation scenarios under in-
vestigation

The results of the DVB-coded system and QC-LDPC are shown in Figures 4.5 and
4.6, respectively. In those figures the horizontal lines mark the BER performance
that needs to be achieved so the outer hard-decoder of the staircase codes is
able to function and attain the targeted BER; 10−15. The line labelled with 6.25%
represents OH requirement of the staircase code, while the 33.33% the highest
one. A lesser OH requirement comes at the cost of a lower BERpre threshold,
and vice versa.

Figure 4.5: Performance of DVB-Coded Systems with and without DBP
Compensation on a 300km long fibre channel. The coding rates {3/4, 5/6,
9/10} corresponds to the OH% {33.33%, 20%, 11.11%} respectively

In Figure 4.5 we can see that the uncoded scheme fails to pass the staircase
decoder threshold, which means that concatenation is mandatory to attain the
desired reliable performance. Coding with DVB succeeds in passing the required
threshold without the help of DBP-based compensation (see the area shaded
with purple in Figure 4.5). Indeed, we can obtain the desired BER of 10−15 with
only 5 decoding iterations and with an overall overhead of 27.5%. The increase of
iterations from 1 to 5 (when compared with the results of Figure 4.3 ) reports an
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Figure 4.6: Performance of QC-LDPC-Coded Systems with and without
DBP Compensation on a 300km long fibre channel. The coding rates, R,
{3/4, 5/6} corresponds to the OH% {33.33%, 20%} respectively, and N re-
sembles the code length

enhancement of 20.64% in the OH. On the other hand, integrating a DBP com-
pensation with 3 steps/span and using 10 decoding iterations achieves a 30%
enhancement with a resultant OH of 18.06%. This particular OH can be also
achieved using less number of iterations i.e. 5, but at the cost of a higher number
of steps/span in the DBP (4 steps/span).

Figure 4.6 demonstrates the performance results for a QC-LDPC-based coded
system. We notice that there are two main configurations achieving different OHs
and none of them requires implementing DBP, due to the relatively low coding
rates this scheme is based on. The first configuration achieves 41.66% OH by
using a 5 iterations decoder and any coding scheme with 3/4 coding rate (Config-
1 or Config-2). The second scores a less OH, 27%, as it is dependent on a
coding scheme with higher rates, 5/6, represented by Config-3 and Config-4. The
27% OH coding configuration is favoured over the 41.66%. When comparing the
competent results from DVB and QC, we notice that DVB could lower the OH%
by 9.44% after fulfilling the required conditions of 3 steps/span and 10 decoding
iterations. This is due to the fact that DVB standards can offer very high coding
rates such as 9/10.
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4.4 Towards achieving a better reach with coding & DBP

The approach used in Section 4.3 is implemented for an increased number of fi-
bre spans. The same experiment is repeated for 4 i.e. a total of 400km. To enable
the comparison with the previous 300km case all the results are presented in the
same format.
The results shown in Figure 4.7 and 4.8 suggest that there are three different
ways to achieve the 10−15 BER target. The first is by accommodating a 41.67%
OH without the need for DBP with a scheme of 3/4 coding rate and 5 iterations
(i.e. Config-1 in the case of DVB and Config-1 or Config-2 in the case of QC). The
second way is quite similar, except that it uses a scheme of 5/6 coding rate (i.e.
Config-2 in the case of DVB and Config-3 or Config-4 in the case of QC)) resulting
in an overall OH of 60%. When comparing the second way to the first, we notice
it requires an increased overhead although its inner encoder uses a higher coder
rate. That is due to the performance enhancement the lower coding rate (3/4)
achieves enabling the utilisation of an outer staircase code with a higher coding
rate i.e. 0.9412 or equivalently 6.25% OH. The third way is by incorporating DBP
in a system that uses 5/6 coding rate at the inner encoder adding an OH of 27.5%.
The DBP should have 2 steps/span if 10 decoding iterations are considered, or a
3 steps/span if 5 were used instead.

Figure 4.7: Performance of DVB-Coded Systems with and without DBP
Compensation on a 400km long fibre channel. The coding rates {3/4, 5/6,
9/10} corresponds to the OH% {33.33%, 20%, 11.11%} respectively and N
= 64800

Another way of representing the data by highlighting the total overhead required
to implement the various coded scenarios mentioned above may facilitate a bet-
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Figure 4.8: Performance of QC-LDPC-Coded Systems with and without
DBP Compensation on a 400km long fibre channel. The coding rates {3/4,
5/6} corresponds to the OH% {33.33%, 20%} respectively, and N resembles
the code length

ter understanding of the results. Tables 4.1 and 4.2 summarise the configurations
which successfully achieved the targeted BER using DVB and QC based FECs,
over the investigated channel lengths.

As already mentioned, the system is using a concatenation of an inner code with
an HD staircase outer code. The optimum inner code is to be chosen from one
of the FEC schemes under study, i.e. LDPC from DVB-S2 or the QC-LDPC. The
coding rate of the outer code is dependent on the performance enhancement
attained by employing the inner code. There are two possible coding rate con-
figurations for the outer code, Router, 0.9412 and 0.75, which correspond to an
OH of 6.25% and 33.33%, respectively. The DVB-based inner encoder, Rinner,
supports coding rates of 3/4, 5/6, and 9/10, which correspond to the OH% of
33.33, 20, and 11.11 whilst the QC-LDPC supports only the rates of 3/4 and 5/6.
The various configurations shown in Table 4.1 and 4.2, are based on 4 specifica-
tions; the steps/span requirement in DBP, the iterations number of decoding Imax,
the coding rate of the inner coder Rinner, and the coding rate of the outer stair-
case code Router. For each distance, there are several configurations that could
achieve the required reliability level at different costs. The cost is mainly quantified
by the overhead amount. Therefore, the configurations are ordered based on the
total overhead of the concatenation, OHT , which is measured using Equation 2.3.

By observing Table 4.1, we notice that the concatenation that is based on an in-
ner code of 5/6 rate results in a better OH than the one that uses a rate of 9/10.
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Table 4.1: The configurations which reported a performance achieving the
target BER in DVB-based codes

Configuration
DBP

(steps/span)
Imax

Rinner

(OH%)
Router

(OH%)distance
(km)

OHT %
0 2 3 4 5 10

3/4
(33.33)

5/6
(20)

9/10
(11.11)

0.75
(33.33)

0.9412
(6.25)

48.15
27.5

300
18.06

48.15
41.67400

27.5

This might sound counter intuitive, due to the higher OH% the 5/6 code holds
relative to 9/10. However, it makes sense if we take into account the significant
performance enhancement the 5/6 coder achieves, allowing an outer code of only
6.25% overhead instead of 33.33%. Achieving the desired performance is possi-
ble without the use of DBP at an overall overhead cost of 27.5%. A decrease of
8.94% can be achieved if we use DBP with either 3 steps/span or 4 steps/span,
and decoder iterations of 10 or 5, respectively. It is also evident that adding the
3 steps/span DBP increases the system reach by 33.33% without affecting the
required overhead, which remains 27.5%.

Table 4.2 clearly demonstrates that when implementing QC-codes as an inner
code for a 300km long transmission, there is no point in adding DBP to the sys-
tem. Indeed, the relatively low coding rates this scheme supports, make it suf-
ficient to enhance the performance up to the desired level with FEC without the
need for DBP. In the case of 400km long transmission, we can attain the same
performance as the 300km long channel at the same overhead cost, 27.5%, by
implementing a 3 steps/span DBP.

Overall, both coding schemes achieved the targeted performance successfully.
However, When comparing the precise performance enhancement caused by
codes having identical coding rates, from the different investigated schemes, we
notice that DVB outperforms. The first blue stem in both figures 4.7 and 4.8 is
a sound proof. This over-performance is justified by the code length difference
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Table 4.2: The configurations which reported a performance achieving the
target BER in QC-based codes

Configuration
DBP

(steps/span)
Imax

Rinner

(OH%)
Router

(OH%)distance
(km)

OHT %
0 2 3 4 5 10

3/4
(33.33)

5/6
(20)

0.75
(33.33)

0.9412
(6.25)

300 27.5
60

41.67
400

27.5

between both schemes, when LDPC codes perform best for long codewords [1].
DVB-S2 codes are of 64800 bits long, while QC-LDPC supports a range of code
lengths between 648 and 1944 bits per codeword. The huge gap in the length is
due to the channel characteristics those codes were developed for. The investi-
gated QC-LDPC codes are adapted from IEEE 802.11 protocol which is mainly
developed for fading wireless channel. Therefore, smaller packets design suits
the application which frequently requires re-transmission, thus, long codewords
are impractical for such a channel.
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5. CONCLUSIONS

This study aimed the development of a forward error correction FEC system for
long-haul fibre channels integrated with a DBP-based fibre nonlinearity compen-
sation scheme targeting the stringent BER performance requirement of 10−15.
The significance of compensating nonlinearities using DBP compensation in a
coded system is investigated. A concatenated FEC system is used in a trivial
bit interleaved coded modulation T-BICM architecture. The FEC concatenation
consists of an outer encoder, inner encoder, soft inner decoder, and hard outer
decoder. The outer coder uses staircase code with two options of coding rates;
0.9412 and 0.75. The outer coder corrects most of the errors at a low overhead
cost if the inner coder successfully corrects a small number of errors to elevate
the performance to a certain required level. The higher the attained performance
enhancement post inner soft decoding, the lower the overhead required for the
outer code. The inner encoder is adopted from recognised standards defined for
other channel types that are attractive for their off-the-shelf availability. The sur-
veyed inner coding schemes are irregular LDPC adopted from DVB-S2 standard
and IEEE 802.11’s Quasi-cyclic QC-LDPC. The investigated coding rates are 3/4
and 5/6 in both FECs, besides the addition of 9/10, which is only supported by
DVB-S2.
In the scenario of 300km long fibre channel, the least attained overhead, 18.06%,
is encountered when using DVB-Staircase concatenation with an individual over-
head of 11.11% and 6.25% at the inner and outer coders, respectively. This
achievement’s prerequisites are either implementing a DBP with 3 steps/span,
alongside 10 decoding iterations, or using 4 steps/span with 5 decoding itera-
tions.

A less complex option that does not require DBP, and uses five decoding iter-
ations is the concatenation of inner and outer codes holding overheads of 20%
and 6.25%, respectively. The total overhead of this concatenation is 27.5%, which
marks a minor difference of 9.44% relative to the DBP-integrated implementation.
This study proves that it is possible to achieve a one-third increase in the trans-
mission reach, from 300km to 400km, while using the same overhead require-
ment if a 2 steps/span DBP with 10 decoding iterations is used. Alternatively,
a 3 steps/span DBP with 5 decoding iterations can be adopted. The preferable
implementation is a vital point that requires further study by taking also into ac-
count the complexity of the iterative decoding along with the DBP complexity. The
time frame restriction for this thesis prevented us from diving into addressing this
question. However, we acknowledge its importance for and we are considering
itwas conducted It is also found that the QC-LDPC-staircase concatenation does
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not require DBP to meet the performance requirements of a 300km fibre channel.
This is due to the low coding rates QC-LDPC codes support, which make them
adequate and robust enough to obtain the required performance enhancement,
although at the cost of higher overhead requirements.

The comparative study concludes by favouring DVB-based codes over QC-LDPC.
The long codeword length they support makes them perform better than short
QC-LDPC codes, which aligns with the expectations built upon the nature of
LDPC codes. LDPC codes are known to perform better in very long code-length
configurations. The other reason for recommending the LDPC codes adopted
from the DVB-S2 protocol is its support for low overhead formats, which aligns
with the long-haul fibre channel’s FEC requirement.
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ABBREVIATIONS

FEC Forward Error Correction
MI Mutual Information
DMS Discrete Memoryless Source
OH Overhead
IEEE Institute of Electrical and Electronics Engineers
LDPC Low Density Parity Check
QC-LDPC Quasi-Cyclic Low Density Parity Check
SC-LDPC Spatially Coded Low Density Parity Check
SD-TPC Soft-Decision Turbo Product-Code
DBP Digital Back Propagation
SD Soft Decoding
BER Bit Error Rate
HD Hard Decoding
NCG Net Coding Gain
SNR Signal to Noise Ratio
ED Euclidean Distance
LLR Logarithm-Likelihood-ratio
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