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ABSTRACT

Singing voice separation aims at separating the singing voice signal from the background
music signal from music recordings. This task is a cornerstone for numerous MIR (Mu-
sic Information Retrieval) tasks including automatic lyric recognition, singer identification,
melody extraction and audio remixing. In this thesis, we investigate Singing voice sepa-
ration from monaural recordings by exploiting unsupervised machine learning methods.
The motivation behind the employed methods is the fact that music accompaniment lies
in a low rank subspace due to its repeating motive and singing voice has a sparse pattern
within the song. To this end, we decompose audio spectrograms as a superposition of
low-rank components and sparse ones, capturing the spectrograms of background music
and singing voice respectively using the Robust Principal Component Analysis algorithm.
Furthermore, by considering the non-negative nature of the magnitude of audio spec-
trograms, we develop a variant of Archetypal Analysis with sparsity constraints aiming
to improve the separation. Both methods are evaluated on MIR-1K dataset, which is de-
signed especially for singing voice separation. Experimental evaluation confirms that both
methods perform singing voice separation successfully and achieve a value above 3.0dB
in GNSDR metric.

SUBJECT AREA: Machine Learning and Signal Processing

KEYWORDS: Machine Learning, Signal Processing, Blind Source Separation, Singing

Voice Separation, low-rank, sparseness



NEPIAHWH

O dlaxwpIoudS TPAYOUdIOTIKAG @WVAG OTOXEUEI OTO VA BIAXWPICEI TO ONUa TG TPAYOUdIOTI-
KNG @WVNG a1rd TO OfUa TNG MOUCIKAG UTTOKPOUONG £XOVTAG WG £I0000 HOUTIKEG NXOYPAPn-
o¢lg. H epyaoia auth cival évag akpoywviaiog AiBog yia TTARB0G €pyaciwy TTOU aVAKOUV
OTNV KATNyopia "avakTnon MOUCIKAG TTANPO@OPIag” OTTWG yia TTApAdEIYUa auTouaTn
avayvwplion oTiXwy, avayvwpion TpayoudioTr, €€0pugn MEAwDIOG Kal peUIE fxou. 2Tn
TTapouoa dIaTPIRr, dIEPEUVOUNE TOV AIaXWPICHO TPAYOUDIOTIKNG QWVAG OTTO HOVOPWVIKEG
NXOYPOYPNOEIG EKUETAAAEUOUEVOI HEBGOOUG U €TITAPOUPEVNG UNXAVIKAG paBnong. To
KivnTpo TTiocw a1rd TIg neEBOdOUG TTou XpnolhoTToINONKayv gival To yeyovog OTI N JOUCIKN
UTTOKPOUON TOTTOBETEITAI O€ Evav XapNANG-TAENG UTTOXWPO Adyw Tou eTTavaAauBavousvou
MOTiBou TNG, evw TO TTPOTUTTO TNG QWVNAG TTAPATNEEITAI WG APAId HECA OE £VA POUOIKO
KOMMATI. ZUVETTWG, QVAOUVOETOUHE NXNTIKA QOCUATOYPAPHNATA WG UTTEPOBEON XaUNANG-
TaENG KAl apaItV CUVIOTWOWYV, ATTOTUTTWVOVTAG TO ACHUATOYPAPHHATA TNG MOUCIKAG
UTTOKPOUONG Kal TPAYOUBIOTIKAG QWVAG QVTIOTOIXO XPNOIUOTTOIWVTAG TOV aAyopiBuo
Robust Principal Component Analysis. EmimrAéov, AaupdavovTag utrown Tn un apvnrikn
QuUON TOU PETPOU TOU NXNTIKOU (QOOCHUATOYPA@NAMATOS, QVOTITULOUE dia TTapaAAayni Tng
APXETUTTIKAG AvAAuoNG PE TTEPIOPICHOUG aPAIOTNTAG OTOXEUOVTAG VO BEATILOOOUUE TOV
dlaxwpIiopud. Aueodtepeg ol péBodorl aglohoyriBnkav oto cuvolo dedopévwyv MIR-1K, 10
OTTOIO €ival KATAOKEUAOUEVO EI0IKA YIA TOV IAXWPICHO TPAYOUDIOTIKAG GWVAG. Ta TTEIpapa-
TIKG aTroTEAéoUaTA OEIXVOUV TTWG Kal 01 U0 pHEB0SOI EKTEAOUV TOV DIaXWPICHUO TPAYOUdIOTI-
KNG @WVAG ETTITUXNUEVA Kal TTETUXAiVOuV aTnV PETPIK) GNSDR Tipr peyaAuTepn Twv 3.0dB.

OEMATIKH NEPIOXH: Mnxaviki Mdbnon kai ETreéepyacia Zuarog

AEZEIZ KAEIAIA: Mnxavikr) MaBnon, Emreéepyacia ZApaTog, TUPASS SiaxwpIoPog TTNYWY,
Alaxwpiopdg TpayoudioTikAG Pwvng, XaunAR-Tagn, apaidtnta
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Singing Voice Separation from Monaural Recordings using Archetypal Analysis

1. INTRODUCTION

1.1 Overview

Blind source separation (BSS) refers to the separation of a set of source signals from
their mixed signal. Neither the initial sources nor the mixing procedure is a-priori known.
Singing Voice Separation (SVS) is a subcategory of the broad BSS category that is aim-
ing to separate the singing voice from the music accompaniment. Singing voice carries
important information about the singer, the lyrics, the language, the genre and other char-
acteristics of a song. So there is a need to remove or attenuate the background music
because it acts like noise and that is confusing the information retrieval procedure. This
challenging task is even more complex when the available sources are recorded by one
microphone, i.e. monaural. The human auditory system has the ability to isolate sources
and separate voice from music accompaniment even if the mix is monaural. Machines
need to extract some features from a trained dataset or make some assumptions about
the form of the song to perform separation. Existing methods that perform SVS are clas-
sified as supervised and unsupervised.

Supervised methods have a model for each source or for one of the sources (voice,music)
and follow a method that classifies signals onto a feature space where the separation is
performed e.g. pitch-based interference [4], [5], adaptive Bayesian modeling [6]. There
are also deep learning methods that perform separation with very good results, as Huang
et al. in [7], but they surpass our theoretical framework and we will not analyse them in
this thesis.

On the other hand, unsupervised methods make some fundamental assumptions about
song’s nature that do not require prior labeled datasets and extracted features. The most
popular methods used today for SVS are Independent Component Analysis (ICA) [8], [1],
Non-negative Matrix Factorization [9], and Robust Principal Component Analysis (RPCA)
[10]. Each one of them decomposes the signal using a different logic, for example ICA
considers the input mixed signal matrix as a linear combination of the true sources and
performs an algorithm that finds statistically independent components that each one corre-
sponds to a true source. Non-negative matrix factorization (NMF) algorithms also perform
audio source separation [11], [12] using a different methodology. NMF is a matrix de-
composition method that performs separation in a two dimensional matrix X, resulting to
a product of two non-negative matrices W, H such that their product is almost equal to
the initial matrix. W consists of basis vectors and H their corresponding weights. Each
column of the basis vector matrix represents a note event or a dictionary and each row
of the weight matrix is a temporal envelope of the same note event or an activation co-
efficient. The goal of this method is to decompose the initial matrix into components that
after multiplying them with the phase of the initial matrix, can reproduce the true sources.

Another approach is called Robust Principal Component Analysis (RPCA) and is based
on the assumption that popular songs have a background that is mainly repeating itself so
it can be expressed in a low-rank subspace, while the singing voice is considered sparse
within a song and non-repetitive [2]. This is the baseline method for our experiment, which
we reproduced and compared with our proposed method. In chapter 2.2.3 we will present
the RPCA method and analyse its results.

M. Sinni 11
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In this thesis, we propose a model based on proven Robust PCA’'s assumptions, that is
the separation of a song into low-rank and sparse representations. Our hypothesis is that
besides its repeating nature, the background music is also non-negative, because the
magnitude of a spectrogram is always non-negative, and also has other inherent charac-
teristics (like melodic, rhythmic, morphological) that we want to capture. These charac-
teristics are called archetypes and we believe that they will encapsulate the background
with higher precision, in order that the rest of the song (i.e voice) will be more clear and
as a result we will have better separation quality. The contribution of this thesis is a novel
algorithm about singing voice separation.

1.2 Thesis structure

The present thesis is organized as follows. In Section 2, we introduce existing methods
that perform singing voice separation and focus on Robust PCA method. In Section 3 we
analyse our Proposed Method in detail. In Section 4, we present the results of our experi-
ments using MIR-1K dataset. Finally, a concluding statement summing up the findings of
this research and various ideas for system improvement are included in Section 5.

M. Sinni 12
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2. RELATED WORK

In this chapter, we present some existing algorithms for solving singing voice separation
problem that will help us look into the problem and make comparisons. Early methods for
SVS, as mentioned earlier, are separated in two main categories based on the existence
of prior knowledge, namely supervised and unsupervised methods.

2.1 Supervised methods

Supervised methods perform pretraining techniques to the model before performing the
separation. Firstly, they map signals into a feature space and then they identify the singing
voice segments. After singing voice detection a source separation technique is applied.
For example, some methods that are presented below are based on pitch detection or on
algebraic properties.

2.1.1 Pitch-based interference methods

One way to explore and extract information from a song is to take advantage of the fact that
vocal signals and some musical instruments are approximately harmonic. This means that
they are composed of harmonic partials, i.e. positive integer multiples of the fundamental
frequency of the sound. Pitch-based interference methods use the vocal pitch envelope
as a clue to separate vocal harmonics from the musical background.

Li and Wang [4] proposed a computational auditory scene analysis (CASA) [13] system
which uses a binary masking technique to separate the singing voice from the accompa-
niments. This method decomposes the mixed signals into sensory elements called time—
frequency (T-F) units using an auditory filterbank. Afterwords, T-F units are labeled based
on which label (voice,music) is dominant according to detected pitch contours. These de-
tected pitch contours are then used for singing voice separation by grouping into T-F units
by their harmonicity.

Hsu et al. [5] proposed a pitch-based inference system that detects unvoiced parts of
the input signal, then separates them from the musical background and by combining
this method with Li et al.’s method [4] managed to separate both voiced and unvoiced
singing voice from the music accompaniment. First, they take a mixed input and detect
Accompaniment/Unvoiced singing voice/Voiced singing voice (A/U/V) and make a time-
frequency (T-F) decomposition. Next, the system identifies voiced-dominant T-F units
within each voiced frame and unvoiced-dominant T-F units within each unvoiced frame
and finally these unit are re-synthesised and construct the separated singing voice.

2.1.2 Adaptive Bayesian modeling

Another approach is exploiting algebraic properties, that is taking advantage of a training
database by learning some parts of the model, in order to guide the estimation process
into improved solutions. Ozerov et al. [6] proposed an adaptive Baysian model for single-
channel separation. This model is based on the observation that the models of the source
signals match precisely the statistical properties of the mixed signal. They developed this
idea by adding the adaptation technique to the source signals with respect to the mixed

M. Sinni 13
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signals so that they train the model. They represent each source (vocals, accompaniment)
with a Gaussian mixture model (GMM) and train the model to make source estimation.
Afterwords, they use the Maximum a posteriori (MAP) adaption criterion [14] to adapt the
general music model on the non-vocal parts of a particular song.

2.2 Unsupervised methods

The next source separation category does not use any a priori knowledge or particular
features in order to train the model. Unsupervised methods make some fundamental as-
sumptions about the song’s structure and then choose the proper separation technique to
classify the audio into individual components. In the case of music signals, each compo-
nent usually represents a musically meaningful entity or parts of it, so that different entities
are represented with different components. The entities can be for example the sounds
produced by a percussive instrument or in our case, the music accompaniment and the
singing voice.

Mathematically, assuming that a mixture signal y(¢) is composed of N sources, x,(t), for
n = 1...N, such that

the goal of an unsupervised source separation system is to recover one or more x(t)’s,
given only y(t). Now we will present some examples of unsupervised methods for SVS:

2.2.1 Independent Component Analysis (ICA)

Hyvarinen and Oja [8] developed Independent Component Analysis algorithm which is
targeting on finding a linear combination of non-Gaussian data in order that the individual
components are statistically independent. In BSS, in order to separate N signal sources,
we must have at least N microphones. In the simple scenario (motivated from the Cocktail-
Party Problem [15]), two sounds are generated by music and a voice and recorded simul-
taneously in two microphones.

music original signals recorded

%‘?5 raN _/m\ _.";'_\"/fr‘-..\\_,-ﬁ\\._r-" e : % WM é’
voice \a2’<
b4 2
VTN (:H '
:O b, > M‘MMWM )
L‘ cocktail party problem I

Figure 1: Example of cocktail party problem [1]
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Let s1(t),s2(t) be the signals emitted by the two sources and the recorded signals are
denoted by z,(t),z2(t). These recorded signals can be expressed as a linear combination
of source signals:

l’l(t) = a11<t)51<t) + alg(t>82(t>
932(15) = agl(t)Sl(t) —+ agz(t)SQ(t)

aip Qa2
az1 @G22
speaker, along with other microphone properties. With mixed sources z;(t),z5(t) given,
the goal is to find an estimate about the matrix A and finally the true sources s;(t),s2(t).
This can happen by finding the reverse A matrix and multiply it with the mixed sources.

where parameters in matrix A={ } depend on distances of the microphones to the

ICA requires that the number of observed mixtures must be larger or equal to the number
of sources. This requirement makes this algorithm be very specific in terms of audio
source separation because most songs are usually mixed in one or two channels (mono
or stereo), always less than the source instruments.

There are several ways of implementing ICA based on the contrast function that mea-
sures independence. For Blind Source Separation (BSS) tasks most researchers use an
approximation of negentropy in an ICA version called FastICA [8].

2.2.2 Non-negative Matrix Factorization (NMF)

NMF is an unsupervised iterative algorithm that factorizes a nonnegative m by n matrix
X € R=%mxn "into a product of two nonnegative matrices, W € R=%™*" and H ¢ R=0xn
where r<m is matrices’ rank’. The goal is to minimize the distance (error of reconstruction)
between X and the product W H:

We could alternatively examine this factorization as reduced-rank basis decomposition
such that:
X~WH

In the source separation task let input matrix X be a magnitude spectrogram and its rank r
be the number of components of the decomposition. We target on finding matrices W and
H such that the columns of IV are the basis vectors (or features in the frequency domain)
and each column of H represents the corresponding weights that vary over time.

For example, let’'s assume that we have an input mixed signal that consists of two source
signals: one piano and one singer. We want to decompose the mixed signal X in a product
of W and H. The result we get after the decomposition is one linear combination that
corresponds to the piano component and one to the singer component. Each component
consists of a subset of some columns of W multiplied by the corresponding subsets of H.
Now if S C {1,...,r} then the two parts are:

'The quality of the separation procedure depends directly by the selection of rank parameter r.That
means that if we choose an appropriate rank, we will probably have a very good estimate of the target
sources.

M. Sinni 15
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T
‘/piano = Z thz

T
Visinger = Z w; hz

In figure 2 we can observe the spectrogram/frequency representation of a simple piano
compose where V' is the magnitude spectrogram of the input signal, Wy is the subset of
basis vectors and Hy is the activations properly chosen to reconstruct source S.

Figure 2: NMF of Mary Had a Little Lamb with piano for r=3

For example, Virtanen [11] presented an NMF algorithm for monaural source separation
which combines temporal continuity with sparseness objectives. The algorithm is per-
formed in pitched musical instrument mixed samples and percussion instruments. Firstly,
the magnitude spectrogram of the input signal is factorized into a linear sum of components
which are a basis function and its time-varying gain. Each components sum corresponds
to a source and is non-negative. Then, the algorithm groups these components such that
they form an individual source. (A source can be percussive instrument or a certain group
of all pitch-notes of all instruments.) The components’ gains are restricted to be slow-time
varying sparse. Temporal continuity is measured by assigning a cost to large changes be-
tween gains and neighbour frames. This restriction is proved that improves the detection
of pitched musical instruments, therefore the separation.

Smaragdis and Brown [12] presented a methodology about non-negative matrix factor-
ization for polyphonic music transcriptions. They model the song content of the music
transcription by a linear basis transform and perform NMF on the input mix matrix. By
performing NMF, they decompose the input matrix in two matrices (W,H), one for spectral
note events (W) and one for the envelopes (temporal activity) of these note events (H).
The pairing of a group of 1/’s columns with the corresponding rows of H describes a note
event. Here, the choice of the matrices’ rank plays a very important role in the quality of
the results. If the rank is smaller, the analysis is incomplete. So a safer choice would
be to choose a bigger rank. One of the shortcomings of this approach is that it requires
music passages from instruments with notes that exhibit a static harmonic profile. They
tend to address this issue in future with alternative decomposition methods that have more
expressive power than linear transforms.

M. Sinni 16
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2.2.3 Robust Principal Component Analysis (RPCA)

In this chapter we will analyse Robust Principal Component Analysis algorithm, which is
the baseline method and our inspiration for this thesis. Candes et al. [10] proved that a
large data matrix M can be decomposed as:

M = Lo+ S (2.1)

where Lgis low-rank and S, is sparse. The problemis formed using the Principal Component
Pursuit(PCP) approach:

Let M € R™*™ ||M||, = )_,|o:(M)| be the nuclear norm (sum of singular values; a
convex relaxation of the rank of the matrix) of the matrix M and ||M ||, = >, ;| M;,| the ;-
norm (sum of absolute values; a convex relaxation of /,-norm) of M. The formed problem
is:

minimize  ||L||, + A||S||1

2.2
subjectto L+ S=M (2.2)

where the parameter )\ has the value 1/\/max(n;, ny), as suggested in [10].
By solving ( 2.2), a low-rank matrix and a sparse matrix are exactly recovered when the
next two assumptions are satisfied:

1. low rank component is not sparse

2. sparse matrix is not low rank
Neither [,-norm nor nuclear norm are separable functions. Problems that consist of non
separable functions are solved using proximal operators [16].

To solve the convex PCP problem ( 2.2) writers transformed it using Augmented La-
grangian Multiplier (ALM) method [17]:

minimize ||L||. + M|S|1 + (Y, M —L—S) + g||M—L—S||§, (2.3)

If we apply ALM directly to the problem, the minimization will occur at both L and S si-
multaneously. This is a tough problem and does not take into account that the objective
function is separable.

An optimal solution for this problem is Alternating Directions Method [18] which divides
the problem in two sub-problems that minimize over L and S respectively. To achieve this
the problem is transferred in an equivalent form:
Y
£= 1Ll + NSl + 5IIM = L= 5+ [ (24)

so that we solve the individual:

Ly = argmin L(L, Sy, Yy), (2.5a)
S

Sk =argmin L(Lg.1,S,Y%), (2.5b)
L

Vi1 =Yy + pu(M — Liyy — Sky1)- (2.5¢)

M. Sinni 17
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Let S, : R — R be the soft-thresholding (shrinkage) operator: S, [z] = sgn(x)max(|z|—T,0)
where x € Rand 7 > 0. This operator can be extended to vectors and matrices by applying
it element-wise. It is easy to show that:

argmin £(L,S,Y) =8y/,(M — L+ p7'Y) (2.6)
S

Likewise let, D, (X) be the singular value thresholding operator, where D, (X) = US,(2)V*,
where US,V* denotes the singular value decomposition. We can easily show that:

argmin £(L,S,Y) =Dy, (M — S+ p'Y) (2.7)
L

Finally, the parameter Y is updated with the rule: Y., = Y, + (M — Ly — Sg11). Tore-
duce the number of iterations the algorithm selected to solve the RPCA problem is called
“Inexact ALM” [17]. This algorithm updates each unknown parameter once, and repeats
until it converges.

Based on the assumption that the background music follows a repeating pattern, so it
is considered low rank, and singing voice is sparse within the song, Huang et al. [2] pro-
posed a method that uses RPCA algorithm to perform singing voice separation in monaural
recordings. The music accompaniment is considered to be a low-rank matrix L and the
singing voice a sparse matrix S such that M = L + S.

Firstly, they perform Short-Time Fourier Transform (STFT)(check Appendix A) to the in-
put signal and take its magnitude to obtain the spectrogram denoted as matrix M. The
spectrogram of each mixture is computed using a window size of 1024 and a hop size of
256.

Next, they apply the "Inexact ALM” algorithm with input the magnitude matrix | M| in order
to perform separation. This procedure resulted in two matrices, one for the background
music part (L) and one for the vocals part (S). From the spectrograms in figure 3 we can
observe the differences between the sparse part and the low-rank part:

(a) Original Matrix M (b) Low Rank Matrix L (c) Sparse Matrix S

Figure 3: Example RPCA results for yifen_2_01 at SNR=5 for (a)the original matrix,
(b)the low-rank matrix, and (c)the sparse matrix. The figure is borrowed from [2]

After that, they restored the phase component to the magnitude spectrogram in order to
get back the complex matrix form and performed Inverse Short Time Fourier Transform
(ISTFT) (for more details check chapter 4.3).

For better separation results researchers experimented by applying a binary time-frequency
mask at the mix. A mask is a matrix that is the same size as a spectrogram and contains
values in the inclusive interval [0.0,1.0] and is defined as follows:

M. Sinni 18
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1 if |S(m,n)| > gain x |L(m,n)|

0 otherwise

My(m,n) = { (2.8)

forallm=1..nyandn=1..ny

The mask is applied to the original STFT matrix M to obtain the two components, one for
the singing voice and one for the accompaniment:

{ Xsinging(m,n) = My(m,n)M(m,n)
Xusic(m,n) = (1 — My(m,n))M(m,n)

forallm=1..nyand n=1..ny

The figure below describes the whole procedure from input mixed signal until the evalua-
tion of RPCA model:

Low Rank

Robust Matrix L
Signal ——> STFT —> —
PCA
Sparse

Matrix 5

Time
Evaluation ISTFT Frequency «—
Masking

Figure 4: Robust PCA framework [2]

For the evaluation procedure writers used MIR-1K dataset (chapter 4.1) and mixed the
clips for -5, 0 and 5 SNRs. The performance of the model was measured using the stan-
dard Blind Audio Source Separation (BASS) metrics: Source to Distortion Ratio (SDR),
Source to Interference Ratio (SIR) and Source to Artifacts Ratio (SAR) (chapter4.4.1,[19])
and also Global Normalized SDR (GNSDR) metric [5], [20].

They experimented examining different gain values {0.1, 0.5, 1, 1.5, 2} (energy between
the sparse matrix and the low-rank matrix), different \;, = k/\/max(n;,ns) values for k =
{0.1,0.5,1,1.5,2,2.5} (the trade-off parameter between sparsity of S and the rank of L)
and performed separation with and without mask.

They empirically chose \; and gain = 1 to compare RPCA with other models. The results
showed that singing voice separation using RPCA with and without mask achieved a very
good performance and the comparison with previous systems confirmed this assertion.
For SNR=0 they achieved a GNSDR value about 2.37dB without mask and 2.57dB with
the use of ideal binary mask.
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3. ARCHETYPAL ANALYSIS FOR SINGING VOICE SEPARATION

In this chapter we present our proposed methodology for singing voice separation from
monaural recordings using Archetypal Analysis in detail. We analyse the theoretical frame-
work of Archetypal Analysis method and how it can be implemented for blind audio source
separation purposes and specifically for singing voice separation which is our objective in
this present work. Based on Huang et al.’s work [2] in which SVS problem is solved using
Robust Principal Component Analysis (RPCA), our innovation is the exploitation of sig-
nal’s structure (format) in order to improve the separation of music accompaniment. This
can happen if we introduce archetypes in the separation procedure which will produce
better low rank matrix and consequently a better sparse matrix.

Singing voice separation problem has multiple solutions. One of the most popular is in the
spectrogram factorization field and is about separating a matrix X into a low-rank matrix L,
which represents the music accompaniment, and a sparse matrix S, which represents the
singing voice. In previous works [2], low rank matrix was found using the nuclear norm.
Alternatively, we can represent L as a product of two low-rank matrices if we know their
rank.

By taking advantage of the fact that the magnitude of the spectrogram is non-negative by
definition, we separate the low-rank matrix into a product of two low-rank and non-negative
matrices C' and S. We develop our idea by deploying more inherent characteristics of the
background music, like repetition, melodic, rhythmic and morphological characteristics.
These characteristics are called archetypes and in order to capture them we use Archety-
pal Analysis algorithm.

Archetypal analysis proposed by Cutler and Breiman (1994) [21] estimates the principal
convex hull (PCH)' of a dataset. The convex hull of a set of points V is a polytope whose
‘corners’ contain all representative points of IV (Figure 5). These points are identical to the
data. By finding the convex hull we find the most informative samples of a dataset that
describe all data as a linear combination of the informative ones. Convex hull does not find
an arbitrary non-negative low-rank decomposition, but a decomposition that is adapted on
the musical background. We expect to find these features that describe the low-rank part,
so the rest of them will be adopted by the sparse part.

A set of points in a Euclidean space is defined to be convex if it contains the line segments connecting
each pair of its points.
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g

(a) data z; € R? and convex
hull (b) convex hulls for k = 3,4,7 archetypes

Figure 5: Archetypal Analysis computes the convex hull of the data. In this figure we can observe
the significance of the number of i archetypes selection. More archetypes make the convex hull
more informative [3]

3.1 Background

Let us consider a sample of n data points x; in R™. We gather them in a data matrix
X = [x1, 29, ..., x,] € R™™,

and determine the number of archetypes 1 < k£ << min{n, m} and two column stochastic
matrices
C = [c1, ¢, ..., c) € R™F

S = [s1,52, ..., Sm] € RF*™
These two matrices form the matrix factorization problem:

min ||X — XCS||3 (3.1)

Now we introduce matrix A such that A = X C and rewrite X as:
X~ XCS=AS

where the & column vectors a; of the matrix A € R™** are the archetypes of data.
Archetypal analysis has two properties:

1. Since A = X and C'is a column stochastic matrix, each archetype a; is a convex
combination of data points: a; =~ X¢;,

where vector c; corresponds to the j-th column of C'

2. Since X ~ AS and S is a column stochastic matrix, each data vector z; is a convex
combination of archetypes: z; = As;,

where vector s; corresponds to the i-th column of S.
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3.2 Proposed method: Archetypal analysis with sparsity constraints

Let X be the input spectrogram that represents the mix. We want to formulate a learning
framework that is derived by the following optimization problem:

min ||X — XCS||%
G5 (3.2)
st. ¢>0,5>0, 1TCc=17, 175 =17,

where the constraints ensure that the archetypes are convex combinations of the data
points and that data points are well approximated by convex combinations of archetypes.

The matrix XC'S represents the low-rank term that stands for the music accompaniment
part we tend to improve. Problem (3.2) has to be reformed in order to contain the singing
voice part, that is represented by the sparse matrix E.

The sparse term is introduced to the problem following the same logic as RPCA algorithm
[2]. In that problem the sparse part is expressed with [,-norm, which has been a standard
technique for sparse solution. Therefore, our minimization problem is reformulated as:

1 )
min - SIIX —XCS = Elfp + A[E[h (3.3)

C>0,8>0 1T"c=17, 115 =17,
After solving (3.3) matrix X C'S will represent the convex hull of the low-rank part and the
rest of the data, matrix E, will be the sparse part.

The problem (3.3) is not convex [22] for C, S, E simultaneously. In order to solve the
problem we deploy an iterative approach that updates the values of C', S 'and E individually,
while holding the other variables constant. Hence, a local optimal solution can be found
by solving a sequence of convex optimization problems.

3.3 Optimization methodology

In order to solve the minimization problem 3.3, the associate Lagrangian function is ex-
pressed as:

1
L= 5HX -~ XCS - E|% + M|E|h

= %tr((X — XOS - E)'(X — XCS - E)) + tr(®CT) +tr(¥ST) (3.4)
= %tr(XTX — XT'XCS - XTE - STCTXTX + STCT"XTXCS

+STCTXTE — E*X + E"XCS + ETE) + tr(®CT) +tr(¥sST)

where ® and ¥ the Lagrangian multipliers corresponding to the non-negativity constraints.
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Update C, S for fixed E

By taking the partial derivative of the Lagrangian with respect to C' we have:

% = %%(tr(—XTXC’S —STCTXTX + STCTXT XS

+ STCTXTE + ETXCS) + tr(®CT)) (3-5)
= —XTXST + XTXCSST + XTEST + @,

and by differentiating with respect to S we get:

oL 190 T T AT T T AT T
5 = 535 (—XTXCS = STCTXTX + STCTXTXCS
+ STC"XTE + ETXCS) + tr(vST)) (3.6)

=-CTXT"X +CT"XT"XCS+CT"XTE + v

From the Karush-Kuhn-Tucker (KKT) conditions [22] we get:

* ¢ijcij =0

* Yijsi; =0

o (—XTXST 4+ XTXCSST + XTEST)ci; =0
¢ (-OTXTX +CTXTXCS+ CTXTE)s;; =0

From the last two equations we construct the multiplicative update rules with respect to C'
and S respectively:

(XTXST),;

cijlt] < cilt — 1] (XTXCSST 1 T )5 (3.7)
(CTXTX)y;

Sij[t] < Sij [t — 1] (CTXTXCS T CTJXTE)Z] (38)

Update E for fixed C,S

For the optimization of the sparse matrix £ a different method is followed. It is known
from the literature that the kind of problems having this form: || || + || |1 are con-
vex optimization problems and in order to solve them with respect to the /,-norm we use
Proximal Operators [16] and specifically soft thresholding or shrinkage operator. Since
C, S are fixed, the optimization problem is formed as:

. 1
min - S|lX = XCS — Bl + ME]. (3.9)
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Theorem 1. Soft Thresholding Operator is defined as:

x—T,1fx>T
Slxl=qa+T1ifr<T (3.10)

0, otherwise

where z € Rand 7 > 0.

This operator can be extended to matrices by applying it element-wise. Now, consider the
following [,-minimization problem:

) 1
min  —{le = 7% + il (3.11)

The unique solution 7 of Equation 3.11 is given by S, [z].

According to the Theorem 1, the optimal solution to problem 3.9is S,(X — XCS). Hence,
the update rule for F is:
E + S\(X —X(C9) (3.12)

3.4 Stopping Criteria

The algorithm below describes the whole procedure of solving this convex optimization
problem that combines Archetypal Analysis for low-rank representation and proximal op-
erators for finding the sparse part. The reconstruction error is defined as:

I X = XCOS — Ellp

3.13
BSE (3.13)

err

After plotting the reconstruction error for a bunch of different test sets and for maximum
iterations max_iter = 700, we noticed that the error plot was converging before it reaches
the maximum iterations. This observation means that our algorithm tends to a solution
and the optimization procedure is working. Hence, our first stopping criterion is activated
when the remainder between the current and previous iteration’s reconstruction error tend
to zero with tolerance tol =1 x 1073.

Another convergence criterion has to do with the optimization success of each matrix
individually [18]. For this criterion we create a condition that says: when the maximum
value of the three individual errors of the matrices C,S and E is smaller than a threshold
then we have guarantees about the convergence.

We decided the threshold value empirically. Having decided the maximum of iterations,
as we mentioned before, the error for each matrix is saved in a vector and plotted, in order
to observe how it decreases as the iterations increase. The goal is to decrease until it is
almost stabilized. We conducted this experiment for a test set of 10% of the songs and
observed that our goal is achieved.
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The threshold value we chose is 1 x 1073. So the stopping criterion is formulated as:

|C«t _Ct—1||F

A 15* = 57 lr
| X |7

[1X][ 7

|E* — EM|r

, B=
X1

O =

and the algorithmic procedure we followed is:

Converged < False, iter =0, e =1 x 1073
if mazimum(A, B,C) < e then

Converged = True
else

Continue until iter = 700

end if

Thus, if both of the stopping criteria are activated or the algorithm reaches the maximum

of iterations then the iteration procedure stops.
Finally, we summarize our Robust Archetypal Analysis algorithm in Algorithm 1.

3.5 Algorithm

Algorithm 1 Archetypal Analysis with Sparsity Constraints

Require: Data : {X € R"™*"} . Parameters : A, k,tol
1: Initialization: Initialize matrices C,S with random values and E with zero values
2: Converged = False
3: while Converged = False do

4: Clt] + C[t —1](XTXST)/(XTXCSST + XTEST)
5: Normalize columns of C'[t + 1] to unit sum
6:  S[t]«+ St —1](CTXTX)/(CTXTXCS + CTXTE)
7: Normalize columns of S|t + 1] to unit sum
8: E[t] «+ S\(X — XCS)
9: Check stopping criteria:
10: if stop_crit_1 and stop_crit_2 or iter=max_iter then
11: Converged = True
12: end if

13: end while

M. Sinni
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4. EXPERIMENTAL EVALUATION

In this chapter we will analyse the experimental procedure we followed and the results
we obtained. Our main goal was to build a framework that will have its roots in the logic
of Singing Voice Separation using Robust Principal Component Analysis(RPCA) [2], pre-
sented analytically in Chapter 2.2.3, and optimize it using Archetypal Analysis Method.
To achieve this we firstly reproduced RPCA method using python language in order to
compare these results with our experiment’s.

For the performance evaluation of the proposed method we used MIR-1K dataset’ and
Blind Audio Source Separation(BASS) evaluation metrics [19]. Finally we got the desired
results and compared them with RPCA'’s. In the rest of the chapter we analytically present
our data, the evaluation metrics we used, the parameter selection procedure and the re-
sults of the comparison.

4.1 MIR-1K Dataset

For the evaluation procedure we used MIR-1K dataset [5] that consists of 1000 song clips
recorded at 16 kHz samplerate, with duration from 4 to 13 seconds. These clips are
extracted from 110 karaoke Chinese pop songs that are sung by both male and female
amateur singers. The music accompaniment and the vocals are recorded separately in
left and right channels respectively. This tactic offers the advantage that anyone who uses
the dataset has the real sources available in order to evaluate the performance. MIR-1K
dataset also contains manual annotations of pitch contours, unvoiced frames, indices of
the vocal and non-vocal frames and lyrics.

To proceed to source separation we need our sources to be monaural. So the dataset is
converted to mono by averaging the left and right channels.

4.2 Audio Representation

Our data, coming from MIR-1K dataset, are 1000 wav clips. We have to represent these
files in a form suitable to perform separation. By performing the Fourier Transform in
an audio track we get its most unprocessed form, the waveform, which is a time domain
representation of a signal. Some source separation approaches operate on the waveform
directly, although many require some prepossessing before separating sources.

Waveforms are a time-domain representation of signal and by applying the Discrete Fourier
Transform(DFT) to them we get the frequency representation?. It would be more useful
to know when each frequency is present, so we need a time-frequency representation i.e.
spectrogram. To obtain the matrix that we will use for the separation procedure and its
representation we perform Short Time Fourier Transform(STFT)(check Appendix A) us-
ing a hann-window of size of 1024 and a hop size of 256, at samplerate sr = 16000. The
magnitude of the spectrogram we obtained of the STFT constitutes the input to Archetypal
Analysis algorithm.

'https://sites.google.com/site/unvoicedsoundseparation/mir-1k
2The presence of each frequency component of the signal across its whole duration
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4.3 Audio Reconstruction

The results we obtained after Archetypal Analysis algorithm (Algorithm 1) are two 2-
Dimensional matrices that correspond to two magnitude spectrograms. One for the low-
rank part and one for the singing voice part.

In order to turn the magnitude spectrogram of their estimated source back into a waveform
so that someone may listen to the source estimation, the magnitude spectrogram has to
be inverted to its complex form i.e restoration of the phase component. A good strategy
that is usually preferred for this kind of problems [2] is to copy the phase from the mixture.
Let a mixture STFT Y € C:

Xi = Xz ® GjlY

where X; € R represents a magnitude spectrogram of the source estimate, j = /—1,
”/” represents the angle of the complex-valued STFT, X; € C indicates that the esti-
mate for source i is complex-valued similar to an STFT and ® denotes the Hadamard
product(element-wise product). After that, we calculate inverse Short-time Fourier Trans-
form(ISTFT) to covert the signal back to waveform.

4.4 Evaluation Metrics

In this section we will describe the most popular evaluation metrics that are used as objec-
tive measures for Blind Audio Source Separation(BASS) problems. Firstly we will present
BASS evaluation metrics, and then a global performance measurement named GNSDR.

441 SDR,SIR,SAR

In [19] the authors proposed a framework for evaluation of BASS problems’ results. One
of the assumptions they made is that the true source signals are known and that the mixing
system or the demixing technique don’t have to be known (the other assumptions refer
to noise and allowed distortions that are out of our scope). In our experiment all two true
sources are known.

Firstly, the estimate source signal z; is decomposed in the target source plus three error
terms:

Ti = Ttarget + €interf + €noise + Cartif (41)

* Ziarger 1S the signal we target to find

* emers IS the estimated component of other sources interference to the signal

* enoise 1S the estimated noise component

* eqrig IS the estimated component of unwanted artifacts (resulting from the editing or

manipulation of a sound)

These four terms represent the sound we perceive: z;, that comes form the wanted source
z;, other unwanted sources z;/, sensor noises n, and other distortions.
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The performance criteria come from three orthogonal projections of signals. LetI1{z, .., z}
be the orthogonal projector in the subspace spanned by vectors x4, z», ..., z,,, such that:

Py = T{(xi )vi<ir<nizi } (4.3)
Pan = W{(zir )vi<ir<ns (0j)vi<j<m} (4.4)

The estimate source signal z; is the sum of the following terms:

Ltarget = leiz (45)
Cinterf = Py — Prjjz (46)
Cnoise — Px,nji - Pxi‘z (47)

Cartif = T; — Pxn; (4.8)

Finally the calculation of performance measurements of the similarity between z; and z;
expressed in decibels (dB) are:

Source-to- Artifacts Ratio

tha'rget + Cinterf + enoise| |2

leartis]|?

SAR

= 10l0g10 (49)

Ltarget

This is usually interpreted as the amount of unwanted artifacts a source estimate has with
relation to the true source.

Source-to-Interference Ratio

_ ||xtarget| |2
= 1ozong (4.10)
Einterf

SIR

Ttarget

This is usually interpreted as the amount of other sources that can be heard in a source
estimate. This is most close to the concept of “bleed”, or “leakage”.

Source-to-Distortion Ratio

SDR

2
— 10logg [Ftarger (4.11)

Ttarget Hemterf + €noise + €artifH2

SDR is usually considered to be an overall measure of how good a source sounds. If a
paper only reports one number for estimated quality, it is usually SDR.
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4.4.2 Global normalized source-to-distortion ratio (GNSDR)

In order to have an overall view of our separation performance we need a metric to com-
pare the improvement of the distortion between the original source and the estimated one.
This metric is called Normalised Signal to Distortion Ratio(NSDR), which measures the dif-
ference of the SDR in decibels(dB) between the original mix and the estimated source.
In the context of audio source separation and in order to perform comparison with other
methods we are mainly interested in voice estimation. Therefore, the separation perfor-
mance is evaluated using the voice NSDR and not the music one.

NSDR(z,v,2) = SDR(v,v) — SDR(z,v)

where z and z are the estimated and the original mix input source respectively, v is the es-
timated vocals and v is the original voice. For overall separation performance, the Global
NSDR (GNSDR) was calculated by taking the mean of the NSDRs over all the mixtures
of each set, weighted by their length. Higher values of GNSDR mean better separation.

Z(NSDR<X7 ‘/7 X) X Xduration)

GNSDR(X,V,X) = P
duration

4.5 Experimental Results

In this section we present the details of our experimental procedure and analyze the results
we obtained. Our goal is to estimate the separation quality of our model and especially
the singing voice part.

We implemented our experiment in Python from scratch in order to have a base to compare
it with RPCA code that was originally implemented in MATLAB3. For matrix operations we
made use of numpy and scipy libraries and matplotlib library for visualization. After the
successful algorithmic to code translation we experimented mostly with the initialization
of matrices and the hyperparameter tuning. The proposed method includes two hyper-
parameters that have to be optimal to improve the quality of our results: the number of
archetypes k and the trade-off parameter \.

4.5.1 The effect of A

Parameter ) is the trade-off parameter between the sparsity of matrix F, that represents
the vocal part, and the rank of low-rank matrix X C'S, that represents the background music
part. Matrix E is sparser when )\ has higher values and vice versa. We conducted many
experiments with different values of A\ and noticed that the selection of this parameter is
crucial for the separation quality. We chose the value range empirically ending up to these
five values {0.1,0.5,1.0,2.0,3.0}.

3https://github.com/posenhuang/singingvoiceseparationrpca
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The experimentation showed that in higher values of A\, which is translated in sparser ma-
trix £, the interference is reduced unlike artifacts that are increased and opposite. When
a matrix is sparse some parts of the signal are deleted so artifacts are created. So if we
reduce the sparsity of £/ we will also reduce the artifact error, so the Signal to Artifacts
Ratio (SAR) is increased. In figure (6) we can observe the aforementioned.

JLERE L)

10

946146

mmm SDR
SAR
mm SR

B.8093

7.3471%9 1413
EES

5 55945

454606
410

311806

290259 278538 292523

259038

01

05 10 20 30

Figure 6: Grouped barplot chart for vocals, for different values of A

Table 1: Results for vocals for different A values
SDR SIR SAR
A=0.1 | 2.90259 | 9.46146 | 4.54606
A=0.5 | 2.78838 | 7.34719 | 5.6945
A=1.0 | 3.11806 | 6.6099 | 6.97413
A=2.0 | 2.92523 | 5.11592 | 8.8093
A=3.0 | 2.59038 | 4.16066 | 10.3949

Also, we can observe that Signal to Distortion Ratio (SDR) values range from 2.5 to 3.1,
ending up to choose A=1.0 which achieves the higher value. This value is translated
to good separation results when unsupervised machine learning methods are used for
singing voice separation. Also SAR, SIR present a good behaviour, but SDR is the basic
evaluation metric from which we chose the best version for our model.

4.5.2 The effect of &

Choosing the number of archetypes is a very important task because it defines the quality
of the entire separation procedure. Matrix X C'S is low-rank so to make sure that we have a
number of archetypes that corresponds to the background music of each song we took the
rank of the separated low-rank matrix from Robust PCA method and we set the number
of archetypes k equal to this rank.
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4.5.3 Comparison with Robust Principal Component Analysis

The main point of our experiment is to prove that the quality of singing voice separation
improves if the music accompaniment part is bounded in a more clear way, i.e. by intro-
ducing archetypes to the separation method. To prove this statement we compare our
experimental results with Huang et al.’s [2] experiment, that performs Singing Voice Sep-
aration (SVS) using Robust Principal Component Analysis (RPCA). To achieve this we
reproduced Huang et al.’s [2] experiment in Python code so that we can compare the
results with our model.

We chose two characteristic, well separated wav files that consist of a man’s voice
(stool_4 07.wav) and a woman'’s voice (amy_7_08.wav) to highlight the improvement of
the separation through our method. In figure(7) we see the visualization* of Log Power
Spectrograms® that are produced from the mixed signal for these two wav files.

In figures (8) and (10) we can observe the visualization of the separated background mu-
sic part using RPCA and Archetypal Analysis method. Music accompaniment seems to
be better separated when the separation method used is Archetypal Analysis. As we can
see in the heatmaps, darker colours, that indicate higher amplitudes, are gathered in low
frequencies and they have repetitive schema in both pictures. In Archetypal Analysis de-
piction, though, they have almost no interference from the vocals (sparse higher rank dark
colours or spikes) like RPCA’s spectrogram has. This last observation makes Archetypal
Analysis a better separation method.

This confirms our claim that when the music accompaniment part is improved then the
quality of the vocal part is also improved. As we can observe in the representations in
figures 9 and 11, the singing voice is clearly better separated when separation method
used is Archetypal Analysis. Likewise the background case, vocals in the Archetypal
Analysis magnitude spectrogram have almost no interference from the background part.
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(b) amy_7_08.wav

Figure 7: Spectrogram visualization for source mix signal

4Each TF bin in the heatmap represents the amplitude of the signal at that particular time and frequency.
The brighter colors indicate high amplitudes and darker colors low amplitudes.

SFor a complex-valued STFT, X € CT*F, the Log Spectrogram is calculated taking the log of the square
of each element in the STFT, log | X |> € RT*F.
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Figure 8: Separated background music for stool_4_07.wav

(a) RPCA (b) Archetypal Analysis

Figure 9: Separated singing voice for stool_4_07.wav
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(a) RPCA (b) Archetypal Analysis

Figure 10: Separated background music for amy_7_08.wav
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Figure 11: Separated singing voice for amy_7_08.wav
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Another usefull representation is the one that provides the isolated components of each
method. Archetypal Analysis is based on the finding of the correct number of archetypes
that better describe the background part. As we already mentioned, the number of archetypes
is smaller than the number of samples or the frequency bins of the STFT. In the figures
below we compare three out of eight archetypes taken from the separated background mu-
sic of yifen_2_11.wav”, with the three first principal components that came out of RPCA
separation method.

In figure (12a) we see the rows of the matrix XC, that contain the archetypes and in
figure(12b) are the columns of the matrix S that contain the activations of the archetypes
i.e their weights.
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Figure 12: Archetypal Analysis, yifen_2_11.wav

For the RPCA method we computed the singular value decomposition(SVD) of the back-
ground music magnitude spectrogram for the largest k=3 singular values. This compu-
tation gave us two matrices, W and H. The rows of W (figure 13a) represent the most
dominant principal components of the background music, or the eigenvectors that corre-
spond to the frequencies, and the columns of H (figure 13b) represent their activations in
the time domain, or their weights that vary over time.
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Figure 13: Robust Principal Component Analysis, yifen_2_11.wav
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From the above visualization we can notice that the archetypal analysis method gives us a
better representation of the frequency patterns that exist in a song. All eight archetypes of
"yifen_2_11.wav” provide a full description of the background music part, and specifically
the rows of X C' contain its spectra while the columns of S contain the respective temporal
activity.

The representation above is useful because it is easier for us to confirm that the back-
ground music is low rank by observing the frequency patterns that exist in each archetype.
The thing that makes the archetype representation better is the non-negativity factor that
is the result of the archetypal analysis algorithm that takes advantage of the spectrogram’s
non-negative nature. So the plots contain only non-negative values and it is easy for us
to get information about archetypes behaviour.

Finally we compare these two methods in terms of Global Normalized Signal to Distortion
Ratio (GNSDR) which is a globalized metric that authors of "SVS using RPCA” [2] used
to present an overall picture of the separation quality. We conducted the experiment in
the 70% of the MIR-1K dataset for the best version of both models and we obtained the
following metrics:

Table 2: Comparison between Huang [2] and our approach in terms of GNSDR.

Model | RPCA for A=1.0 | Archetypal Analysis for A=1.0

GNSDR 3.39dB 3.13dB

Table 2 gives us the final guarantee that our model works as good as Huang et al.’s [2].
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5. CONCLUSION AND FUTURE WORK

In this thesis, we proposed an unsupervised approach which applies archetypal analy-
sis with sparsity constraints on singing-voice separation from music accompaniment for
monaural recordings. Our methodology was based on the assumption that the background
music lies on a low rank subspace, while singing voice is sparse within the song. We
enriched this assumption by introducing the archetype factor, which implies that the back-
ground music can be described better by certain number of archetypes according to its
inherent characteristics. This innovation improved the separation quality of the music
accompaniment and as a result the quality of the separated singing voice. Hence, we
achieved to build a strong base for better separation results in the future.

We examined the parameter )\, and the parameter k (the number of archetypes) and tuned
them to improve our model’s performance. We also performed an overall comparison with
RPCA method using the same dataset and the same evaluation metrics. We managed to
achieve almost the same separation quality with SVS using RPCA, indicated by the global
metric (GNSDR) that reached values bigger than 3.0dB.

The visualization of our results in the previous chapter gives us a detailed view of the
separated results. This is a useful tool for us to analyze a song’s information in order to
improve our method in the future and it is also an indicator that if we perform some more
optimization techniques, the proposed model will surpass RPCA’s results.

In future work we can expand our experiments by investigating dynamic parameter selec-
tion methods according to different contexts, try different Signal to Noise Ratio (SNR) [19],
that control the energy levels of both singing voice or music accompaniment and also per-
form ideal binary mask to our STFT matrix to check if it improves the separation results.

Another interesting experimentation can be the estimation of phase component. In our
method we copied the phase from the initial mix (Chapter 4.3), which is an easy and fast
way to return our spectrogram back to its complex form in order perform ISTFT and listen
to the song, but this strategy has a certain drawback. If we use the phase from the source
mix signal and multiply it with the separated singing voice signal, the vocal part will contain
mix’s phase and as a result the output will contain artifacts.

Finally, another direction that has guaranteed good separation results is around deep
learning methods. But these methods are supervised and surpass the scope of our thesis
which is singing voice separation without the use of prior knowledge i.e. unsupervised.
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ABBREVIATIONS - ACRONYMS

SVS Singing Voice Separation

BSS Blind Source Separation

STFT Short Time Fourier Transform

RPCA Robust Principal Component Analysis
ICA Independent Component Analysis
NMF Nonegative MATRIX Factorization
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APPENDIX A. DEFINITIONS

Definition A.1 (Short Time Fourier Transform)

Short Time Fourier Transform (STFT) is a time-frequency (TF) representation of a signal.
An STFT is calculated from a waveform representation by computing a discrete Fourier
transform (DFT) of a small, moving window across the duration of the window. The location
of each entry in an STFT determines its time (x-axis) and frequency (y-axis). The absolute
value of a TF bin | X (¢, f)| attime ¢ and frequency f determines the amount of energy heard
from frequency f at time t.

Each binin STFT is complex, meaning each entry contains both a magnitude component
and a phase component. Both components are needed to convert an STFT matrix back
to a waveform so that we may hear it.

Complex valued STFT is invertable, i.e. it can be converted back to waveform. This
transform is called inverse-STFT (ISTFT)

STFT has two parameters that have to be defined, window length and hop length. The
window length determines how many samples are included in each short-time window.
Due to how the DFT is computed, this parameter also determines the resolution of the
frequency axis of the STFT. The longer the window, the higher the frequency resolution
and vice versa. The hop length determines the distance, in samples, between any two
adjacent short-time windows.

Definition A.2 (Frobenius Norm)

The Frobenius norm is matrix norm of an m x n matrix A defined as the square root of the
sum of the absolute squares of its elements [23]:

AllF =
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