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ABSTRACT

This thesis investigates how to implement an own-built neural network for
electroencephalography signals classification on an STM32L475VG microcontroller unit.
The original dataset is analyzed and processed to better understand the brain signals.
There is a comparison between three machine learning algorithms (linear support vector
machine, extreme gradient boosting, and deep neural network) in three testing
paradigms: specific-subject, all-subject, and adaptable to select the most appropriate
approach for deploying on the microcontroller. The implementation procedure with
detailed notation is presented, and the inference is also performed to feasible
observation. Finally, possible improvement solutions are proposed within a clear
demonstration.

SUBJECT AREA: Signal processing, machine learning, embedded system
KEYWORDS: electroencephalography, artificial neural network, STM32 microcontroller,
SVM, XGBoost
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Deep Learning in FPGA or Microcontroller to classify EEG/ECG signals for a brain training application

1. INTRODUCTION

Using electroencephalography (EEG) signals in neuroscience and brain disease
diagnosis was started in the first half of the twentieth century. Even today, the principles
of operation have unchanged, but the field of study for electroencephalography signals
has now considerably broadened along with the development of science and technology.
Many patterns were found between electroencephalography signals and studies of motor
activity, mental state, and brain activity. However, the valuable information extracted from
the electroencephalography is still limited. Science in this area is still in the early stages
of development.

The evolution of machine learning has made significant strides in the previous ten years,
influencing several industries, including signal processing for EEG. Among them, neural
network (NN) is a flourishing tool for working with EEG signals. Thousands of publications
about NN applications for EEG signals were published in various areas, such as
diagnosing diseases, lie recognition, researching the physiology process, image
classification, control artifacts, etc. However, the research on implementing NN for EEG
application on embedded systems is limited. This thesis will deal with designing NN for
EEG classification and implementing NN on an embedded system as the STM32
microcontroller.

1.1 Related work

For the comfort of understanding, the related work will be divided into two domains: the
first is works about neural networks in EEG signal recognition/classification, and the
second is works about machine learning on microcontrollers.

In [1], the authors used machine learning to automatically detect alertness/drowsiness
from the combination of EEG and electrooculography signals. An efficient extremely
learning machine (ELM) was employed for state classification. The proposed algorithm
performed a high accuracy and also computed in a fast speed. The best state-detection
accuracy when using ELM within radial basis function is 97.3%.

Xiaojun Bi et al. [2] applied deep learning for EEG spectral images to detect the early
Alzheimer’s disease. EEG data was collected from 12 Alzheimer and Mild Cognitive
Impairment patients to build a whole dataset with 12000 EEG spectral images with
32 x 32 resolution. The outcome was impressive with 95.04% accuracy, and it had a
better performance compared with SVM method.

Another work on proposing a Brain-Computer Interface system for mental state
recognition based on real time EEG signals was introduced by Li et al. in [3]. A k-NN
classifier built using the Self-Assessment Manikin (SAM) model identified three different
degrees of attentiveness. Although the average accuracy peak is 57.03% but the
method’s advanced aspects are low latency in computation and real-time.

EEG data recorded from six people on the cognitive tasks was analyzed and classified
by the SVM algorithm in [4]. The multiclass SVM classifiers were designed to detect five
cognitive activities for each participant. The average accuracy estimated for all candidates
was 93.33+8.16%. However, there was not a standard paradigm for all participants, and
this work is only used for studying with the less practical contribution.

Aci et al. [5] developed a passive brain-computer interface using machine learning
approaches for observing the attention states of human being. They designed the SVM
model to classify three attention levels (focused, unfocused, and drowsy), then made a
comparison with two other methods as k-Nearest Neighbor and Adaptive Neuro-Fuzzy
System. The results were promising for the future work when the individual’s attention
identification reached 96.7% (best), and 91.72% (average) accuracy.

T.Pham 9



Deep Learning in FPGA or Microcontroller to classify EEG/ECG signals for a brain training application

The volume of Internet of Things (IoT) devices is growing explosively with more than 75
billion connections to the Internet by 2025 as estimated [6]. It makes the trending of
shifting computation to the edge devices is becoming reasonable. Additionally, this
pattern is applicable to machine learning methods, particularly for inference runs, which
requires significantly less processing power than the earlier training phase [7].

Several industry giants released the platforms to support implementing machine learning
on embedded systems such as: Google has the Tensoreflow Lite, which supplies the
powerful engines to convert the original models into the simplified and lighter version;
ARM also released a free library that is only compatible with their Cortex-M processors;
even STMicroelectronics introduced the X-CUBE-AI extension for STM32CubelDE
software to deploy deep neural networks on STM 32-bit microcontrollers feasibly.

A convolutional neural network on STM Nucleo-L476RG for human presence detection
was presented by Cerutti et al. [8]. They used the Cortex Microcontroller Software
Interface Standard Neural Network (CMSIS-NN) library for maximizing the NN efficiency.
The network performed 76.7% of accuracy while solely used 6 kB of RAM, and consumed
16.5 mW in steady mode.

A substance detector named MobileNet-Single Shot Detector (SSD) was introduced by
Zhang et al. [9], and used the well-known Caffe framework in a deep convolutional NN.
That model was implemented on NanoPi2, using Samsung Cortex-A9 Quad-Core
1.4GHz, and 1 GB DDR3 RAM.

Emotion detection by a bracelet which could run multilayer NN was published by Magno
et al. [10]. The power measurement proved that application could fit the mW power ARM
Cortex M4F microcontroller. The emotion was detected with 100% of accuracy
surprisingly while using only 2% of available memory.

Several examples were presented in [11] to give the fundamental knowledge of tiny
machine learning. These projects were deployed on Arduino Nano 33 BLE Sense board,
STM32F746G Discovery kit, and SparkFun Edge board.

There are a bunch of works on implementing NN on embedded systems, however most
of them used the robust edge devices (e.g., Cortex-A9, Raspberry PI, Cortex-A53). A
great work in [7] showed the effort to compensate the lack of works on mainstream
microcontrollers.

1.2 Project duration

The time duration for this project is from 2" May, 2022 to 315t August, 2022 (including
holidays and weekends). The time estimation is an approximate evaluation and could be
affected by exteriors (hardware and software resources such as boards, devices for
collecting the own dataset; or project scope, etc.)

T.Pham 10
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2. BACKGROUND

This chapter will supply the basic concepts about electroencephalography signals,
machine learning classifiers, neural networks, and edge device computation. A section
on electroencephalography which includes definition and fundamental features will be
presented. Furthermore, there are parts describing the conventional classifying methods
in machine learning. Lastly, embedded deployment contexts such as number
representations and quantization will be investigated.

2.1 Electroencephalography

Electroencephalography (EEG) is the study of capturing and figuring out the electrical
activity generated from the brain’s surface. When the brain receives the impact from
senses such as sight, hearing, taste, etc. it will produce the biological electrical signals
which was transmitted through the neural system. Electrical activity can be recorded with
electrodes placed on the scalp; each electrode as considered as a channel will capture
the electrical pulse in each specific area. Depending on the application, the number of
electrodes can be used in range of 2 to 512.

The EEG is recorded and displayed as waveforms of varying frequency and amplitude
measured in voltage [12]. EEG consists of mainly 4 standard patterns: delta (0.5-4 Hz),
theta (4-8 Hz), alpha (8-12 Hz), beta (13-30 Hz) as shown in Figure 2-1. Delta and theta
signals are often monitored while human is in drowsy or asleep state. Graphic chart
shows the amplitudes varies from 0.5 — 1.5 mV and reaches several millivolts at peaks.
However, these values on scalp are within 10 — 100 pV regularly.

Beta (B) ‘MMW”MWWM&

13-30 Hz

Alpha () p s ANV~ AN A WA,

8-13 Hz
D

Theta (8) N\/\/\/\/\A’\/\/\/\/\/\/\/\/‘\/\’\

4-8 Hz

Delta (8)
0.5-4 Hz

200
uv 1(1()}
0

Figure 2-1: 4 typical dominant brain normal rhythms [13]

[ | [ I |
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Time Sec

As proven, each frequency band for brain activity is identified with particular cognitive
function. There is a considerable quantity of information in EEG signals which indicates
the spatial, temporal, and spectral aspects. These benefits make EEG an alternative
option to consider in not only neuroscience but also clinical treatments and disease
diagnosis. However, in contrast, the EEG method also pays the cost of data processing
complexity due to high dimensionality, non-stationary, and a low signal-to-noise ratio.
Following the technology tendency, machine learning has been considered as a sufficient
solution to engage in natural challenges of EEG approach.
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In order to determine the user's mental state, raw EEG signals must be processed into
the group of these signals. The two basic steps of a pattern recognition approach that is
typically used to accomplish this translation are as follows:

e Feature extraction: the initial signal processing phase, tries to characterize the
EEG signals by a small number of relevant values referred to “features” [14]. Such
features should exclude noise and other irrelevant information when capturing the
information included in EEG signals that is pertinent to describing the mental states
to be identified. The arrangement of all extracted features into a single vector is
called a feature vector.

¢ Classification: the second stage is where a class is assigned to a set of features
derived from the signals. This class is appropriate for the type of identified mental
state. Each classification algorithm is named as “classifier”.

For example, the imagined left-right hand movement labeled process is shown in Figure
2-2. There are two mental states (imagined right hand and imagined left-hand
movements) are distinguished. Band power features, or the strength of the EEG signal in
a particular frequency range, are common characteristics that can be used to distinguish
them from EEG signals. The following step is using a Linear Discriminant Analysis (LDA)
classifier to detect the states.

L]
el on ‘Xl
VA A
X"l
NV - ? -
N Xu
EEG Feature . . .
si : Classification Estimated
gnals extraction class
Ex: signal recorded Ex: band power in Ex: Linear Ex: Left or Right
dunng left or night the u and g rhythms Discriminant |u'mag.'neo‘
hand motor for electrodes located Analysis hand movement)
imagery over the motor cortex (LDA)

Figure 2-2: EEG signal processing pipeline [15]
2.2 Machine learning classifiers

Machine learning frequently encounters categorization problems, where the model must
give anticipated class labels to a set of input data. Binary classification is used when there
are only two classes from which to choose, and multi-class classification is used when
there are more than two groups [16]. The classification accuracy is good parameter for
evaluating performance and one can get additional details through monitor a confusion
matrix. The confusion matrix plays a role as highlight potential issues such as whether
the model frequently conflates two classes. Each row of the matrix corresponds to the
instances in an actual class while the columns represent the classes that the model
predicted [17]. The illustration of a confusion matrix is shown in Figure 2-3.

It is crucial that the input data must be balanced for categorization accuracy to be
significant and pertinent. It means that each class should appear in the training dataset
equally about time, number of samples, etc. A bias toward one class maybe occurred
through an imbalanced class distribution. In the worst scenario, the accuracy of model
will only perform the underlying class distribution [18]. There are some alternative indices
using for measuring model’s performance as precision and recall. Along with accuracy,
precision and recall can also be estimated through true positives (TP), true negatives
(TN), false positives (FP) and false negatives (FN) quantities.

T.Pham 12
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True label
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Figure 2-3: Confusion matrix for 3 classes
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The following equations will be used for calculating each type of metric:
TP+ TN

TP+TN+ FP + FN
Precision = L Equation 2-1
TP + FP
TP
TP + FN
Lastly, F1-score is defined as the metric that regard to both precision and recall with
expression as:

Accuracy =

Recall =

Precision * Recall

Flgore = 2 Equation 2-2

*
Precision + Recall
In next subsections, some widely used classifiers in machine learning will be discussed

briefly. They all support for classification effectively and belong to supervised learning
algorithms.

2.2.1 Linear Kernel Support Vector Machine (SVM)

The SVM is a supervised machine learning model used for both classification and
regression aims [19]. However, SVMs are usually applied in classification issues than by
computing the hyperplane that best separates a dataset into two subsets. The
advantages of SVMs are memory efficiency and able to determine the complex constraint
between data samples. However, if the dataset is massive and noisy, the time execution
will increase [20]. The simplest implementation of SVM is a linear kernel while the linear
model only performs the first order function: y = w * x + b, where w and b are the support
vector and the bias correspondingly.

¥

Figure 2-4: SVM mechanism illustration [19]
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2.2.2 Extreme Gradient Boost (XGBoost)

XGBoost is a tree-based algorithm that also belongs to the supervised machine learning
class as SVMs [21]. Although using the same tree-based algorithm as Gradient Boosting
approach, XGBoost has a different way of building a tree decision where it drives the best
node division through Similarity Score and Gain values. The node split that achieves the
highest Gain is the best choice for the tree [22].

2.3 Artificial neural networks

Artificial neural network (ANN) is a concept that was presented in mid-1940s and was
defined as “... a computing system made up of a number of simple, highly interconnected
processing elements, which process information by their dynamic state response to
external inputs.” — by Dr. Robert Hecht-Nielsen — the inventor of the first neurocomputer
[23]. Many ideas supposed that artificial neural networks were first inspired by neurology
and biological information processing. Simply, ANNs are composed of several
computational layers; each layer is made of multiple artificial nodes, which play a role as
biological neurons of the human brain. The nodes interact with each other by links and
each link is presented by a weight. The input of ANNs can be the raw data or features,
then the nodes will do computations on input data and pass the results to other neurons.
Output at each neuron is defined as activation or node value. Figure 2-5 shows the simple
architecture of neural network that consists of several dense layers. A dense layer or a
fully connected layer takes responsible for connects all outputs from every node from the
previous layer to the inputs of neurons in the next layer.

Input Layer Hidden Layers Output Layer

o - @
it @ @ - @
e QL@ - @ @ - o
e —— @) ® - @ '
® - @
Figure 2-5: An ANN with multiple hidden layers

ANNSs have the ability to learn, which happens through changing the weight values. It is
one of the most impressive and renowned machine learning algorithms, which can be
deployed in a diversity of applications, such as natural language processing (NLP), image
recognition, prediction of stocks, medical analysis or disease diagnosis, etc.

Deep learning was introduced as the branch of machine learning area using artificial NNs.
The definition of deep can be understood as neural networks include multiple (hidden)
layers in its architecture [24], or maybe it associated with the deeper understanding
through learning on data directly rather than using handcrafted features as input. There
are variety of deep-learning architectures such as: deep NNs, deep reinforcement
learning, convolutional NNs and transformer, however these frameworks are out of this
work scope, but can be recognized for future improvements and implementations.

2.3.1 The perceptron

The fundamental block of most artificial neural networks is a single neuron — the
perceptron as considered. The perceptron is also known as a single-layer neural network
that composes of input values, weights and bias, net sum, and an activation function.
Basically, it calculates the output y from input signals x4, x,, ..., x,, by multiplying each
input x,, with a specific weight w,, then adding them together into the weighted sum [25].

T.Pham 14
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The bias is optional to put in the sum. Lastly, an activation function is used to map the
data to the final output. The schematic of a perceptron is illustrated in Figure 2-6.

From the schematic, the output can be formed consequently as:
y = (p(W1x1 + Wy Xo + W3X3 + -+ WnXn + b) Equation 2-3

Where ¢ is an arbitrary activation function. Moreover, the formular can be rewritten in a
matrix form:

y = @X"W + b) Equation 2-4

With: XT = [x; x, ... x,] and WT = [w; w, ... w,,].

@le) 34

Qutput

Inputs

Activation
Function

Weights

Figure 2-6: A perceptron schematic

As consequently, the neuron can only solve the linear problems when missing the
activation function. So that non-linear features of activation functions can help the ANN
to be able to deal with more complicated problems and performing arbitrary functions.

2.3.2 Activation functions

There are 2 common activation functions used in NNs: the Sigmoid function, and Rectified
Linear Unit or ReLu function as Figure 2-7. The Sigmoid function (Equation 2-5) is suitable
for solving probabilistic problems. However, an unexpected issue for this precise function
is the vanishing gradient problem. Briefly, the gradient will be strikingly small at the ends
of the output space due to the function’s derivation, the weights in neural networks can
be updated barely. This cause leads the neural network to work less effectively or even
stop for further training.

Equation 2-5

f(x):1+e‘x

To compensate for the disadvantage of the Sigmoid function, in 2010, Vinod Nair and
Geoffrey E. Hinton introduced the new activation function: ReLu [26]. The ReLu (Equation
2-6) is a non-linear function that if the input is positive, the output will be unchanged and
if the input is below zero, it will output zero. This function is also the most used function
at the moment because of its simplicity and efficiency.

f(x) = max (0, x) Equation 2-6

At notion, in the last layer of neural networks, a Softmax function (Equation 2-7) is often
handled because the sum of all output values equals 1 and can be described as a
probability distribution. The summation of data will be arranged in the range of 0 to 1 and
represents the predicted output of the neural networks.

zj

f@) ==

- Equation 2-7
j=1€7 |
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flxy = maxil, x)

Figure 2-7: Activation functions: Sigmoid (left), ReLu (right)

2.3.3 Training the network

The training of the network is the loss function optimization step, also called a cost
function. The loss function indicates the error of the network, then the purpose of
optimization is to minimize the value of the loss function. Equation 2-3 shows the
relationship between input and output through the set of weight values. Determining the
correct weight values is done by using the concept gradient descent of the loss function.
If the gradient descent vector moves toward the negative gradient, the loss will be
reduced as quickly as possible.

There are two main stages in the training process: the training phase and the validation
phase. The original data set is separated into two subsets; the training set gives the
parameters to the network for learning, and error estimation will be executed through
validation data. The ratio between two subsets is defined as the validation split. The usual
ratio is 80 percent for training data and the remaining amount for validation evidently.

Another significant aspect that needs to be considered carefully in the training process is
hyperparameters adjustment. Several factors can be used for optimizing the neural
networks: structure of the neural networks, kernel size, learning rate, etc. Especially when
implementing a neural network on microcontrollers that has restrained memory, the
arrangement of hyperparameters is extremely essential.

2.4 Machine learning on microcontrollers

Nowadays, the trend to expand machine learning in edge devices and microcontrollers is
attractive to more researchers, especially in Internet of Things (loT), sensor fusion, and
synthetics sensors areas. Conventionally, all the steps of machine learning have been
completed on the cloud or the server computers, which have powerful computation
abilities and limitless storage. However, this method creates many concerns: latency,
scalability, and privacy [27], [28]. Dividing the computation portions to the edge devices
helps to alleviate the shortcomings of the approach. For example, data privacy will be
secured since less data is sent to the server and mostly done on the devices.
Furthermore, the bandwidth is also retained because fewer frequency resources are used
for transmitting data.

In contrast to sufficient pros, there are still limitations to deploy machine learning on
embedded devices. Due to resource-scarce property, the complex computation and large
memory size are obstacles in machine learning deployment on microcontrollers.
Typically, there are some target applications that are already invested in as activity
recognition, voice recognition, and simple classification.

In this work, the current method for implementing machine learning on microcontrollers is
to first train a model (neural network) on the computer or the cloud, then convert model
to a simplified version, offload it on the target device, finally perform the inference.
Tensorflow Lite platform is a tool from Google to convert a neural network model and an
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proper open source library CMSIS-NN is specifically manipulated for microcontrollers with
Cortex-M processor in implementing optimized neural network algorithms [29].

2.4.1 Fixed-point quantization

In order to represent data, there are two frequent ways: fixed-point format and floating-
point format. In deep learning, the 32-bit floating-point format is utilized mostly due to the
good accuracy. The drawback of this format are the memory occupation and complexity
of operation. Otherwise, fixed-point numbers are often applied to perform values on
microcontrollers and digital signal processors (DSP) for productivity and reducing the
memory. The technique converting 32-bit floating-point numbers to the fixed-point
numbers is called quantization.

Impressively, the only difference between a fixed-point humber and its floating-point
counterpart is the range that each one represents. The range of fixed-point numbers is
always linear. It can conserve that the smallest error will always be well-defined and
constant as the step between two successive values. Moreover, the real numbers
performed by fixed-point numbers will be stored as integers in the memory with limited
resolution. As defined in CMSIS library [30], Q-notation is used to express the schema
for converting these integers to real numbers, or vice versa. Q-notation is form of Qx.y
that x is number of bits for integer part (also include sign bit) while y specifies for decimal
part. The range of representable values depends on what kind of notation used. In
general, the value ranges can be expanded from —2*~1 to 2*~1 — 27Y (signed number)
[31].

Post-training quantization is one of the quantization approaches that can be used. This
strategy is easy to put into practice; there is no changes to training procedure required.
Quantization of learnable parameters and quantization of activations make up post-
training quantization process. The first class — quantization of weights and biases, is
simplified because these parameters are set, and the quantization range is accessible
determined. As shown in Figure 2-8, the activation quantization depends on the input
data, and is also needed to bypass the de-quantization of weights and biases in previous
steps.

Q4 o

/

Figure 2-8: Post-quantization in an ANN layer

In this work, only quantization of weights and biases stage is invested and deployed.
Because the model after quantization has sufficient memory size to implement on
microcontrollers.

2.4.2 The STM32L475 discovery kit

It is essential to choose an algorithm to operate on an embedded device. However,
parallelly selecting an optimal hardware solution is also tricky. The criteria for hardware
choice are according to accuracy, energy consumption, and cost [32]. Several
microcontrollers can be used for artificial intelligence applications but invoking the
algorithms on them requires more effort. Nevertheless, microcontrollers are excellent
choices if they can run networks that are not too large for rare data fusion activities [28].
The X-CUBE-AI [33], which is only compatible with STMicroelectronics microcontrollers,
is a valuable tool for facilitating the deep neural networks implementation on
microcontrollers. The tool is an extension of the STM32CubeMX environment, which
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enables automatic conversion of pre-trained NNs to scarce-resource hardware.
Moreover, X-CUBE-AI also improves libraries by modifying layers and mitigating the
number of weights. It helps the model is slighter and more friendly in term of memory.
Among some tiny hardware for 10T purposes recommended on the Tensorflow Lite site
[29], STM32 microcontrollers are a great option. Therefore, in this work, the
microcontroller STM32L475VG based on an Arm Cortex M4 core is chosen for executing
inference. Its features include, among other things, 80 MHz of maximum operating
frequency, 1 MB of flash memory, 128 kB RAM memory including 32 kB with hardware
parity check, 5 embedded universal synchronous/asynchronous receiver transmitter
(USART) using baud rate up to 204 Kbaud [34]. As any Arm Cortex-M4 processors, this
microcontroller features a floating-point unit (FPU) and using ultra-low-power. The peak
current in the Standby mode is 420 nA, which proves that it also meets the requirement
of hardware choice.

Table 2-1: Board specification

Board MCU Clock Flash SRAM Cost
Speed memory
STM32 B-L475E- 32-bit Arm
TOLAL o 80 MHz 1 MB 128 kB $53

Figure 2-9: The B-L475E-IOTO1A discovery kit [35]
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3. IMPLEMENTATION

This chapter describes the details of the using dataset firstly. In the next step, the signal
processing procedure and training phase (including NN training) are presented in different
scenarios. Finally, implementing a neural network on the microcontroller is illustrated as
well as evaluating and verifying criteria.

Due to unexpected causes, the self-collected dataset was not done then the used dataset
in this project is available on [36].

3.1 Dataset

The data collection was built for monitoring the attention states in human being using
passive EEG Brain-computer Interfaces (BCI). The original dataset of 25-hour EEG
recordings from 5 individuals engaged in a low-intensity control task was used in this
investigation. The task entailed using the “Microsoft Train Simulator’ program to control
a computer-simulated train. In each experiment, participants used the simulation tool to
drive the train for 35 to 55 minutes over a mostly nondescript route [5]. Each person joined
7 experiments, in which 2 first exams were used for subject familiarize with the process,
and the last 5 records were helpful data. All the EEG data was collected by EMOTIV
device.

However, there were some points needed paid attention to:

e Total number of records is 34 instead of 35 because the last participant only took
6 experiments. All the export files are available as .mat format that can be imported
to Matlab or Python.

e There are 3 mental states labeled in dataset: the focused, the unfocused and the
drowsy state. Time distribution for each state is: the focused was measured during
first 10 minutes, then the unfocused occupied the next 10 minutes, lastly the
remaining slot was taken by the drowsy.

e The 14 channels feasible in the dataset are AF3, F7, F3, FC5, T7, P7, O1, O2, P8,
T8, FC6, F4, F8, and AF4. However, only 7 channels named F7, F3, P7, O1, O2,
P8, and AF4 have non-corrupt data. It is the reason this work only considered them
as the proper channels for processing.

e The sampling frequency is F; = 128 Hz.

Table 3-1: Sample data

Chan. Chan. Chan. Chan. Chan. Chan. Chan.

Cnt Intp F7 F3 P7 o1 02 P8 AF4 X Y

30 0  4332.8 5312.8 4566.7 4651.8 43385 44456 44867 1571 1716
31 0 43344 53154 4569.2 4655.4 4343.6 44518 44851 1572 1717
32 0 43431 53195 4569.7 4662.6 4349.7 4465.6 44851 1572 1718
33 0 43405 5319.5 4561.5 4659 4351.3 4465.1 4489.2 1572 1717
34 0  4331.8 53164 45554 4651.8 43431 4459.5 4490.3 1572 1718
35 0 43287 5309.7 4554.9 4651.8 4329.2 4453.8 4481 1573 1720
36 0 43272 5302.6 4552.3 4650.3 4327.7 44456 44731 1572 1720
37 0 43241 5300 4549.7 46451 4331.8 4442.6 4464.6 1571 1720
38 0 43241 5301 4551.3 4643.1 4328.7 4439 44559 1569 1720
39 0 43267 5302.6 4551.8 4643.1 4327.7 44354 44467 1568 1716
40 0 43251 5302.6 4553.3 4643.1 4334.9 4440 44467 1566 1717
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With Cnt = sample counter; intp = indicate if data is interpolated; X, Y = gyroscope axis.

The general block diagram of implementing neural network for EEG classification on
microcontroller (Figure 3-1) shows that raw data needs to be processed before training
the machine learning models.

@‘” —~
— g Data processing =) —
Data u

acquisition
Figure 3-1: The general work flow of implementing neural network on microcontroller

Thus, the next subsection will present the data processing procedure.

3.2 Data processing

The flowchart of data processing was inspired by the original work in [5] with illustration
as shown in Figure 3-2.
Short-Time Bin 0.5 Hz Restrict to Smooth15 Obtain 252-

Fourier frequency 0-18 Hz second running dimensional
Transform bins range average feature vector

Raw EEG

data

Figure 3-2: Feature extraction step

Processing the time-series signals as EEG signal can be solved through several
approach. One of the most convenient tools is Fourier transform. In this step, EEG signals
in each channel will be represented in time-frequency domain, using a Fourier-related
transform — the short-time Fourier transform (STFT). Because the continuous EEG
signals were sampled thus it can be considered that the obtained data is discrete-time
data. The discrete-time STFT can be expressed as [37]:

co

STFT{x[n]}(m w) = X(Mm,w) = z x[n]w[n — mle=/on Equation 3-1

n=-o

Here, x[n] is the EEG signal in single channel, w[n] is window while m is discrete and w
is continuous. The spectrogram is calculated by raising the STFT magnitude to the power
of 2:

S(m,w) = |X(m, w)|? Equation 3-2

STFT is calculated for each channel. The STFT’s characteristic is dividing the time signal
into equal length segments and then computing the Fourier transform in each segment.
Hence, after doing STFT for each AT = 15 second fragment, the Blackman window was
applied to subside the EEG signal at two sides of each segment. The Blackman window
function is described as [38]:

0.42 — 0.5c05 2% 1 0.08c0s K 0<k<M
W(k)z . .COSM_l . CcoS =

M-1
0, otherwise

Equation 3-3

With M = F, . AT is the total time points in the window, and k is discrete-time index.
After determining STFT in each channel, the achieved spectrum represents power density
distributed over %+ 1 frequencies with ng, is fast discrete Fourier transform length.

The bandwidth of each sub-carrier is w; = lF;/nss: where | is in range 0 to ngs. /2. The

following steps as binning frequency and frequency range restriction, will be explained
details below.
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In this work, the necessary parameters are given: ngr, = 2048, M = 128.15 = 1920.
Thus w; = 0.06251 Hz with | changed from 0 to 1024. Binning 16 sub-carriers into the
0.5Hz frequency bin by using average, the frequency band of EEG signal after STFT
spreads from O to 64 Hz with step equals 0.5 Hz. The frequency range was limited in
range of 0 tol8 Hz. Thus, there are only 36 frequencies at the final product of signal
processing step. Finally, the spectrogram was softened through a smoothing window. As
discussed in [5], the temporal width of STFT’s window and the smoothing window is
essential parameter. The selection for these parameters was done by experiments, and
the choice of 15-second gave a good compromise.

There are 7 channels in each EEG record, the final feature vector was composed by
forming the spectrum distribution from all 7 channels into a single. The feature vector
used for training neural network has the dimension of 36.7 = 252.

3.3 Model training

The training stage was completed in Python running on Google Colaboratory (or Google
Colab). As mentioned in subsection 3.1, the lengths of three mental states are
unbalanced. The drowsy class is kept for only first 10-minute period (which will be
explained more in the next section) to avoid the bias effect in the classified prediction.
The evolution of this work performs through 3 evaluation paradigms specifically as:

e Specific-subject paradigm: the classifiers were trained for each subject individually
based on that participant’s data records only. The sub-dataset will be split into 80%
for the training and 20% for validation (or testing). For each participant, there is a
mental state detector was used.

e All-subject paradigm: in this case, a single classifier was built for all subjects. 80%
data of all EEG records was randomly chosen for the training stage, and the
remaining data is spent for evaluation.

e Adaptable paradigm: Beside the implementation neural network on microcontroller
purpose, other target of EEG mental detector is having a model which can predict
at good accuracy for the new data. In this situation, the dataset was divided into 3
subsets: training, validation and testing set with special ratio. The training set was
selected from randomly three participants’ data, the data of 2 resting people will
take responsible one for the validation data, and other one for testing set.

Unlike SVM or XGBoost which can be utilized from the supporting libraries, deep neural
network is built through the Tensorflow and its wrapper Keras packages [39], [40]. The
model composed of one Flatten layer (which reshapes the input), two fully connected
layers with the ReLu activation function, followed by a single dense layer with a softmax
activation function. The neural network architecture can be observed in Figure 3-3.

FullyConnected FullyConnected FullyConnected
> B » >

Parameters: 63756 Parameters: 21252 Parameters: 255

Figure 3-3: Neural network diagram

The model has total of 85263 parameters of size; therefore, it could pretty fit the
STM32L475VG kit specifications. During the training phase, the optimizer algorithm
Adam was used to mitigate the cross-entropy loss between true labels and predictions.
In order to avoid overfitting, an early stopping was utilized with the patience of 2 epochs.
The total epochs are 100, and batch size was fixed as default. Finally, the check-point
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function was used to save the best weight model. The model can be saved in some
formats as: SavedModel — a Tensorflow model saved on disk, Keras model — a model
created using the high level Keras Application Programming Interface (API), or Keras H5
format — a light-weight version of SavedModel format supported by Keras API [41]. The
model built in this work was in Keras H5 format because X-CUBE-AI supports to import
3 types of models into STM32 microcontrollers: Keras, TFLite and ONNX (Open Neural
Network Exchange). Coincidently, the saved model has light size so that it does not
require the conversion step.

3.4 Neural network deployment and inference

Finally, the trained neural network was deployed into microcontroller for the mental state
classification. The details of this step will be described in the section ANNEX I. In short
term, after configuring all the peripherals, connectivity standard, etc. the model needs to
be validated in two mechanisms supported by X-CUBE-AI tool: validation on desktop and
validation on target. The aims of these works are comparing the original deep learning
model with its generated X86 C model (runs on the host/computer) and C model (runs on
the microcontroller).

Y 1
i code
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- |
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. execution
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Input A
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dataset
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. Not developed by
<network>_val_io.npz file STMicroelactronics.

Figure 3-4: Validation flow overview [33]

The program was written in C and using Hardware Abstraction Layer (HAL) in
STM32CubelDE - the development environment for ST microcontrollers. At specified
times, a test data in .txt format will be sent from the computer (with Linux operating
system) to the board, the microcontroller will run the Al model and gives the prediction.
There are 2 ways for displaying the result: by LED on the board or display on the
computer’s interface. The board communicated with the computer through USART
protocol.

Offload model
Run NN on kit
Decision making

Make interfaces

o USART

Figure 3-5: Flowchart of implemented Al model on STM32L475VG
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4. RESULTS

This chapter presents the results of classifiers on three paradigms and also evaluates the
contribution of each EEG channel in distinguishing the different attention states. Finally,
comparing different method’s results will explain this work orientation.

4.1 Specific-subject paradigm
The performances of classifiers are evaluated in terms of accuracy. Only SVM and
XGBoost are tested in this pattern.

Specific-subject paradigm

100 9978 99.88 o 5577

99.44
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Figure 4-1: Accuracy in SVM method
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Figure 4-2: Accuracy in XGBoost method

Figure 4-1 and Figure 4-2 show the accuracy of SVM and XGBoost for the specific-subject
situation. As observed in the bar charts, the average accuracy for SVM lasts from 99.44
to 99.88%, and XGBoost is even more successful with a slightly higher 99.79 to 99.94%.
These results can be explained clearly because the classifier was used for training and
test sets of one subject. The data was homogenous for all records of each participant.

Moreover, the channels have been estimated the weights to monitor which electrode
contributes more valuable data for mental state detection. The procedure of this task is,
each channel was ranked in list of weight values, the electrode with smallest portion will
be removed permanent from dataset. The new data set will be spent for training the
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models. This process repeated until only one channel left. The channels were listed in a
decreasing order as: F7 — F3 - 02 — P7 — O1 — P8 — AF4. The below figures will present
the accuracy done by two algorithms SVM and XGBoost.

Subject #1 with SVM

Acc  ==@==Train loss e==@==Testloss

0.02 99.72 9972 99.78 99.78 100
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Figure 4-3: Accuracy varies with number of electrodes in SVM

Subject #1 with XGBoost
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Figure 4-4: Accuracy varies with number of electrodes in XGBoost

4.2 All-subject paradigm

In this case, there is a small difference of feeding models. In particular, the whole dataset
was divided into two subsets (training and testing sets) by split function with ratio of 80:20
randomly, then fed to train SVM and XGBoost. While protocol of selecting dataset for
neural network is: choosing one of the participant’s recording files as testing set, all
remaining files is occupied for training set. The performance of SVM and XGBoost is
given in Table 4-1.

Table 4-1: The accuracy results for all-subject paradigm

Method  Accuracy
SVM 99.72%
XGBoost  99.56%
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About neural network, the results of prediction were expressed as shown in below
figures.

Subject #1 with neural network
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Figure 4-5: Accuracy of NN over each record of 15t subject
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Figure 4-6: Accuracy of NN over each record of 2"? subject

Obviously, the obtained accuracy is good enough to classify the mental attention states
when considering about values. It only proves that the model can work. However, its
efficiency is still questionable. Although the training and testing sets were separated, the
two subsets were still mixed in learning features. For example, if the testing set is one
record of 1 participant, and all others were used for the training set, the model will learn
the features from the 15t person apparently and test exactly on that person. It increases
the prediction rate but gives less scientific contribution.

4.3 Adaptable paradigm

The last paradigm results will explain why the neural network is essential and beneficial
for EEG signals classification task rather than conventional approaches. Because the
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XGBoost’s accuracy is better than SVM'’s so this task only acknowledges XGBoost and
neural network performance. Firstly, the XGBoost’'s achievement in classification is
presented through Figure 4-7

Adaptable paradigm for XGBoost
100
90
80
70
60

52.65

50 46.62 44.93
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s1 S2 s3 s4 S5
Remaining subject

Figure 4-7: Accuracy results of XGBoost in adaptable paradigm

It is effortless to analyze that the accuracy dropped drastically to compare with two
previous examinations, just from 24.4 to 52.65% (41.2% on average). Precisely, three
sets of data were manipulated for the neural network: training set (occupies the data of
first three people), validation set (occupies the data of fourth person), and the testing set
(occupies the last participant). The accuracy is only 33.34%.

The possible cause for the low rates could be the dataset is not large enough. Thus, the
models do not have a sufficient number of features to learn. One of common solutions for
the scarce dataset is using data augmentation to increase data volume. Because of the
personal computer’s limitation, only jittering and scaling transformations were applied to
enlarge the dataset. In a compressed explanation, jittering is the step that adds the noise
into the original signals, and scaling is the step that scales each time series by a constant
amount. The argument to adjust jittering and scaling quantities is standard deviation o.

Although applying data augmentation method, XGBoost did not show a significant
improvement. The average accuracy stayed at 44.14%. In contrast, the neural network
performed the significant jump. By tuning the standard deviation to shape the fit dataset,
accuracy of the neural network increased approximately 26% up to 59.75% with the
deviation pair of 0.3 and 0.05 for the jittering and scaling correspondingly.

For this work, the neural network showed the domination to the conventional approach,
even with simple architecture. From here on, only discussion and analysis of the built
neural network will be presented.

4.4 |Inference

The neural network after deploying into microcontroller will be evaluated based on the
accuracy, time execution and memory consumption. As mentioned above, the model
needs to validated through X-CUBE-AI extension. For testing inference, another neural
architecture was built with more simple structure. It consists of 2 dense layers (252 and
3 nodes corresponding) instead of 3 layers as illustrated Figure 3-3. On basis, the
procedure on running inference is remained.
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The accuracy here is the cross accuracy between the reference and C model, as shown
in Table 4-2. Because the model was kept the original size (~269 kB), there was not the
effects from quantization step; thus, the cross-accuracy reached 100%. It means that the
C-model’'s performance is exactly same as the reference model.

Table 4-2: The cross-accuracy report
Output Accuracy RMSE Mean Std
X-cross 100% 0.000000116 0.000000001 0.000000118
With RMSE = Root Mean Square Error, Std = Standard deviation

The total time execution is dependent on the device workload. Hence, on time evaluation
criterion, only time execution per each layer in percent was assumed.

Table 4-3: Execution time per layer

c_id Layertype Time (ms)* %

0 Dense 0.127 92.5%

1 NL 0.003 2.2%

2 Dense 0.003 2.5%

3 NL 0.004 2.9%
0.138 ms

*: accurate to 3 decimal places

The first layer captured a large portion of time due to its size being dominant over other
layers. The last concern is memory usage which is approximately 269 kB for both flash
and RAMs. The total parameters in the C-model are 64515 items, and multiply-and-
accumulate operations are 64812.

/dev/EttyACMO - PuTTY

connect

T
EEEEEatateee

Figure 4-8: Testing inference

Figure 4-8 illustrated whole procedure of performing inference. The board is ready to
receive data from the computer. After data sent from computer, the Al model will run and
give the prediction. In this demonstration, the drowsy state was detected and notified by
displaying on the computer via an SSH and telnet client — PUTTY. The green LED on the
board also indicates the drowsy state (as defined in program).
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CONCLUSION AND FUTURE WORK

This work presented a deployment of EEG signal classification on a microcontroller,
principally on STM32L475VG microcontroller from STMicroelectronics. It performs the
comparison between three supervised machine learning algorithms (SVM, XGBoost, and
neural network). The conventional methods gave better accuracy with the homogenous
data (dataset from only one subject). While in the more logical and natural case as the
Adaptable paradigm, neural network took the preference.

The neural network could classify three mental states focused, unfocused, and drowsy,
and be implemented on the STM32 IOT kit by handling the STM X-CUBE-AI package.
The model was also evaluated for performance in time execution, accuracy, and memory
usage. In advance, this work proves that the application of brain signal study is possibly
accomplished on scarce-resource devices. In terms of practice, | believe this work can be
a good practical lab for students in tiny machine learning courses.

However, there are some problems needed to invest: 1). the network accuracy is still low
(approximate 60%), and 2). The data is still processed manually before feeding the
network. To deal with these issues, | proposed the possible solutions:

i). Building the own dataset with more participants: as proven, with the enriched
dataset (after augmentation), the neural network performed a better outcome. The own
dataset creation is a time-consuming task but it brings more benefits and has deeper
vision for researching.

ii). Manipulating or designing an architecture for neural networks combining the
new data processing approach: the model implemented in this work was very simple in
both structure and algorithm. Thus, the ideas of new architectures to improve
performance is necessary. However, the complex model will increase the computing
complication and size of the model. How to balance these constraints is also the future
work to develop this work.

| also tested the built model named Vision Transformer from [42], [43] for this work, and
the result was surprising. The model ran during 200 epochs, and the obtained accuracy
for the Adaptable paradigm reached 71.76%. It was a promising achievement. The train,
validation losses, and confusion matrix are presented below:

— train loss 2000

— val loss

11

1750
10
1500

09 1250

Loss

1000

Tue label

08
750

0.7
500

06 250

0 5 50 =) 100 125 150 175 200
Epochs

Predicted label

Figure 0-1: Transformer model’s performance

The best quality of this approach is it used the raw data (in time series) as input. Thus, it
does not need to do the feature extraction step manually. That is why this direction is so
natural and promising. However, the size of pre-trained model is large (approximate 12.6
MB), it prevented the implementation for the STM32L475VG with only 1 MB flash. This
issue can be done with quantization or pruning techniques in future work.
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ABBREVIATIONS - ACRONYMS

ANN Artificial Neural Network

BCI Brain-Computer Interface
CMSIS Cortex Microcontroller Software Interface Standard
DSP Digital Signal Processor

EEG Electroencephalography

FN False Negative

FP False Positive

FPU Floating Point Unit

HAL Hardware Abstraction Layer
loT Internet of Things

k-NN k-Nearest Neighbors

LDA Linear Discriminant Analysis
NLP Natural Language Processing
NN Neural Network

SAM Self-Assessment Manikin
STFT Short-time Fourier Transform
SVM Support Vector Machine

TN True Negative

TP True Positive

USART Universal Synchronous/Asynchronous Receiver Transmitter
XGBoost Extreme Gradient Boosting
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ANNEX'|

A. Creating a project on X-CUBE-AIl and inference performance for the pre-trained
neural network on STM32L475VG

The work flow took inspiration from [44], however the difference comes from the
configuration for microcontroller and the .c program.

1. Pre-trained model

The neural network was trained on Google Colab then saved in .h5 format to computer
as named my_model.h5.

2. X-CUBE-AI installation

In STM32CubelDE interface, choose Help > Manage embedded software packages.
A pop-up window appears, selectthe STMicroelectronics tab. Click the drop-down arrow
of X-CUBE-AI then select the suitable version. The most recent version will be chosen
usually, but this work selected version 7.1.0. Then click Install.

Di"-:e:-:-e: Software Packages Manage O b

| l— §TM32Cube MCU Packages and embedded software packs releases
&>

Releases Information was last refreshed 1 days ago.

portGmbH
&7 STMicroelectronics

MCUP

| [ status | Description _________________________[available
0
b X-CUBE-Al
O Artificial Intelligence (Size - 60.90 MB) 720
[ ] Artificial Intelligence 710

Details

Artificial Intelligence

This extension will be downloaded and installed automatically after click, just accept the
license agreement then close the pop-up window.

3. Configuration

To start the new project in STM32CubelDE, select File > New > STM32 project. The
Target Selection window will be open, in Board Selector, find B-L475E-IOTO1AL.
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Target Selection
i) STM32 target or STM32Cube example selection is required

tor |NEORIMSEIBEIONN Example Select
Board Filters
B @& O
. ebien purarseioroa )
Part Number ‘ © ’
PRODUCT INFO > Q
MEMORY
FEATURES

STM32U5 ultra-low-power MCU series
‘with

Boards List 1 item ) Export

- B-L475E-I0T01A1 Discovery Kit Active 530

Click Next, put the project name then click Finish. Choose Yes if the system asks to
initialize peripheral as default. However, this work only configures the essential pins.
Particularly, pins PB6 and PB7 were set for USART1 transmit and receive. 2 pins PB14
and PA5 are connected with LEDs also selected. In Categories tab, choosing Timers
with TIM16, USART1 in Connectivity, and select CRC (cyclic redundancy check) in
Computing for Al applications.

The values in timer were set: Prescaler = 80 — 1 = 79 (for 80 MHz system clock) and
Counter Period = maximum value of 16-bit timer = 65535.

Pinout & Configuration Clock Configuration Project Manager

v Software Packs ~ Pinout

o e

TIM16 Mode and Configuration 1

»

£ System view

1 Pinout view

System Core > Activated i
Channell |D\sab\e ~ ‘
Analog 2
[ Activate Break Input
Timers A A -
LPTIM1 Reset Configuration
LPTIM2
RTC o \ 3
TV & Parameter Settings
TiM2 Configure the below parameters -
TIM3 Ql:l — — P STM32L475VGTx
Tikda o LQFP100
TIM5 ~ Counter Settings .
TIMB Prescaler (PSC - 16 bits val.. 80-1 =
Mz Counter Mode Up (el [Tl el el el el el el el e el el falel el
TIM8 Counter Period (AutoReload. 65535 13
T”\M Internal Clock Division (CKD. No Division i
4 Repetition Counter (RCR-8..0
auto-reload preload Disable

@ 1 a L o

In the tab Software Packs of Pinout & Configuration, click down arrow and choose
Select Components. In option STMicroelectronics.X-CUBE-Al ensure that all
components are activated. For Device Application, choose Not selected, if choose other
options, they are default modes of STM32CubelDE, you can not modify the code in
programming.
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Patks

%

Pack | Bundle | Comgonent | stans | Version | Selecion D [}
55044

> RoweBots | CUBE UNSONRTOS

> SEGGERMCUBE-embOS 120

" e .
+ STMicroslectronics X-CUBE Al o8 110
X-CUBE-A [ 710

Gore 710 L]

Appication 710

Apphcation Mot selected ~

+ STWcroslectonics X CUBE ALGOBULD poe

SThcroclectonics X.CUBEALS 1016

[ [ ]

o >

e [ o]

e

e

> STMimoskecronics X CUBE AZRTOS Lt T -

o

ccun ® ]

STMicroalectionics X-CUBE-BLE1 623

> STMicioslectionics X-CUBE-BLE2 130G

woslectronics X-CUBE-BLEMGR 1.0.0 6

icioslechonics X CUBE-DISPLAY F208

+ STMicoeleconics X.CUBE-EEPRMAT e I

STMicroslectronics X CUBE-GNSS1 sooe - |
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Click STMicroelectronics.X-CUBE-AI in Software Packs of Categories tab, click Add
Network. Select type of model is Keras, give model a name as network. Then scroll down,
click Analyze to see overview of neural network model. The complexity, used Flash and
used RAM are also statistical and display in the interface.

eeg-aijune.ioc - Pinout & Configuration

Pinout & Configuration

Clock Configuration Project Manager

v Software Packs

Tims
Me
M7
TIMB
TIM15

TIM17

Connectivity

Multimedia

Security

Computing

Middleware

Software Packs i

STMicroelectronics X-CUBE-AL7.1.0 Mode and Configuration

Ariificial Intelligence X-CUBE-Al

Configuration

Reset Configuration Add network Delete network

SISO netvvor
Model inputs

network

Keras ~ |Saved model v

Model [D'\Books\Engineer\Thesis_France_2022\STM32 pl(l|(

Compression: | None o
L0

Validation inputs. |Random numbers

Validation outputs: [None

Validate on desktop
Validate on target

Complexity: 64812 MACC
Used Flash: 252.01 KiB (252.01 KIB over 1024.00 KiB Intemal)
Used Ram: 1.99 KiB (1.99 KiB over 128.00 KiB Internal)

Next step is modifying parameters in tab Clock Configuration.In PLL Source Mux block,
switch the input to the high-speed internal clock as HIS. The clock speed was set at 80
for label HCLKB then press “enter”, the CubeMX will calculated all the relevant
parameters automatically to build an 80 MHz system clock.

Pinout & Configuration

Clock Configuration Project Manager

Resolve Clock Issues

®
o) l:lm 12C1 (MH2)

ADC Clock Mux

s [N
—

-

USARTZ Clack Mux

UART4 Clock Mux
pouct [N

/132 O
ot frequenc VEITDPOW
LSE o roRTC (ke [0 Jreucen
— o .o = "% |emond
) [ ] 50 Jrocons
o 1
ss »| 50 |rokcon
oLt
System Clock Mux . o > 50 |apstpen
. - ‘
4000~ » O X1 -EAWTW
RAT HSI O SYSCLK (MHz) /AHB Prescaler HCLK (MHz) 'APB2 Prescaler
reue
- 30 [~ 80 > 11 | e »[ 50 [apszpen
o L e ]
® X1 50 [aps2tme
USARTH Clock Mux
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Click File > Save then Yes if asked to generate code.

~ eeg-ai-june
4 Binaries
[ Includes
~ (& Core
& Inc
v [= Src
[€l main.c
[£] stm3214xx_hal_msp.c
[l stm32IhoCit.c
Ll sysmem.c
L] system_stm32locc
lgl vart_input_array.c
& Startup
(& Drivers
~ (3 X-CUBE-Al
v & App
network_config.h
L€l network_data.c
network data.h
L€l network.c
networkh
= network_generate_report.txt
= LICENSE.txt
& Debug
= Middlewares
eeg-ai-june.ioc
= eeg-ai-junelaunch
u STM32L475VGTX_FLASH.Id
w STM32L475VGTX_RAM.Id

The project tree will be display. The network was converted into C-array by X-CUBE-AI.

4 *x @file network_data.c

5 * @author AST Embedded Analytics Research Platform

* @date Wed Jul 6 15:27:30 2022

* @brief AI Tool Automatic Code Generator for Embedded NN computing

<o

o
Eswe

* @attention

* Copyright (c) 2021 STMicroelectronics.
* All rights reserved.

* This software is licensed under terms that can be found in the LICENSE file
* in the root directory of this software component.
* If no LICENSE file comes with this software, it is provided AS-IS.

P
GRLR

RN
i

18 ¥/
19 #include "netuwork data.h”
© #include "ai_platform_interface.h”

22 AI_API_DECLARE_BEGIN

24 AT_ALIGNED(32)

25 const ai_u64 s_network_network_weights_array_usd[ 32258 ] = {

26 0x3d72f20cbc801930U, Oxbc8blf7c3deddazbl, 0x3dbf977d3cla73b3U, Oxbdbd2d813dd7e7bau,
27 @xbda2c5b53d637a06U, @x3b26393d3dccce7cl, Ox3elad4563e0795d4U, Bx3cfcIctcbdadabacy,
28 Oxbda@fal2bd74dba2U, Oxbd84147ebd11e619U, @x3d1373c93c1b1656U, Bxbdbecel23cb532cU,
29 @x3d6lcbelbe@l870el, @x3c0c8IcObdaldcccl, 0x3d83121b3d94aB16U, Oxbcd9b746bd88ce7aU,
30 ex3cfefles3d691a87U, @xb9820380bb7e5a4lu, oxbddldfelbdsdlsfau, exbclb2lec3d9c505du,
31 Oxbd2ee617bd299e74U, @x3c3c52eabd947f7bU, 0x3e014c833df6a027U, Ox3c02491bdaffbc8U,
32 ex3dflc4fc3dc863ael, @x3dblbSb63df2dSesU, Ox3cbb2acd3b540402U, @xbdbe@eed3dccocs2U,
33 ex3bcde2ed3cbdlcbel, Ox3dacf277bd8d42e@U, 0x3de843dsbdbfec2bl, @x3dc67401b77e856U,
34 @xbcff60c3bc6dbPasl, @xbd2d371dbdboef8aU, @xbced5de63db6388cU, Ox3cddesc@3dafsasdy,
35  @x3abddala3d9d2806U, @x3elc8elb3db8deScU, 0x3d5d16323ddf6edcU, @xbbef77a7bdlbf28du,
36 0x3c41238dbd7c4fOfU, Ox3d965c103b4c9397U, Oxbbacefas3dseldsu, Ox3df7eedd3ddef328u,
37 @x3c43292c3c4ef614U, @x3db9424b3d8b381FU, @xbdse2483bddd2fcdU, @x3d52acdabde3sb2al,
38 @x3b0@56bAbca2922el, Ox3d3bd7a538a04785U, @xbd8b3@33bd35d106U, @xbd9dbOabbdb3e463U,
20 MedASA-RAIAIRNORAIT AwdATARAhrhrdeSARhIT Av3r)ReAFArhR0OahRI AweAdh1ARIeARALCAI]

Any necessary modification or to execute program will be implemented in main.c function.

At notion, if there is syntax printf in the program, it will appear the error because printf and
variants do not support floating point values by default in STM32CubelDE. Thus, click
Project > Properties > C/C++ Build > Settings > Tool Settings > MCU GCC Complier
> Miscellaneous. In the Other flags put the command: -u_printf_float

Executing this step for both Debug and Release configurations. Then save the code.

The final step is connecting board with computer through cable (communicate with ST-
Link first). Then click Project > Build Project.

The details of code were uploaded on Github:
https://github.com/thuypt1402/Intership code
However, due to privacy of project, this repository is set private status.
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B. Visualization of model

C. Memory Usage in Graph

T.Pham

g, network

network

MName: input_0
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ID:0
MName: dense_dense
Type: dense

Flash: 255024 B
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ID:1
MName: dense
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MName: dense_1_dense
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D: 3
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KB —

1 8KiB|

1 BKiB|

1 4KiB|

1.2KiB|

network

1KiB

0 8KiB|

0.6KiB|

04KiB|

0 2KiB|

ult** pod

0

[

[ Layer [ ] Activation [ Scratch

[ InpuOuput

M ~default™ user

3
@ I Q

34



Deep Learning in FPGA or Microcontroller to classify EEG/ECG signals for a brain training application

[1]

2]

[3]

[4]

[5]

[6]

(9]

[10]

[11]
[12]
[13]

[14]

[15]

[16]
[17]

[18]

[19]
[20]

[21]

REFERENCES

L. Chen, Y. Zhao, J. Zhang, and J. Zou, “Automatic detection of alertness/drowsiness from
physiological signals using wavelet-based nonlinear features and machine learning,” Expert Systems
with Applications, vol. 42, no. 21, pp. 7344—-7355, Nov. 2015, doi: 10.1016/j.eswa.2015.05.028.

X. Bi and H. Wang, “Early Alzheimer’s disease diagnosis based on EEG spectral images using deep
learning,” Neural Networks, vol. 114, pp. 119-135, Jun. 2019, doi: 10.1016/j.neunet.2019.02.005.

Y. Li, X. Li, M. Ratcliffe, L. Liu, Y. Qi, and Q. Liu, “A real-time EEG-based BCI system for attention
recognition in ubiquitous environment,” in Proceedings of 2011 international workshop on Ubiquitous
affective awareness and intelligent interaction - UAAIl ’11, Beijing, China, 2011, p. 33. doi:
10.1145/2030092.2030099.

J. K. Nuamah and Y. Seong, “Support vector machine (SVM) classification of cognitive tasks based
on electroencephalography (EEG) engagement index,” Brain-Computer Interfaces, vol. 5, no. 1, pp.
1-12, Jan. 2018, doi: 10.1080/2326263X.2017.1338012.

C.I. Aci, M. Kaya, and Y. Mishchenko, “Distinguishing mental attention states of humans via an EEG-
based passive BCI using machine learning methods,” Expert Systems with Applications, vol. 134, pp.
153-166, Nov. 2019, doi: 10.1016/j.eswa.2019.05.057.

“loT devices installed base worldwide 2015-2025,” Statista.
https://www.statista.com/statistics/471264/iot-number-of-connected-devices-worldwide/  (accessed
Sep. 11, 2022).

F. Sakr, F. Bellotti, R. Berta, and A. De Gloria, “Machine Learning on Mainstream Microcontrollers,”
Sensors, vol. 20, no. 9, p. 2638, May 2020, doi: 10.3390/s20092638.

G. Cerutti, R. Prasad, and E. Farella, “Convolutional Neural Network on Embedded Platform for
People Presence Detection in Low Resolution Thermal Images,” in ICASSP 2019 - 2019 IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP), Brighton, United
Kingdom, May 2019, pp. 7610-7614. doi: 10.1109/ICASSP.2019.8682998.

Y. Zhang, S. Bi, M. Dong, and Y. Liu, “The Implementation of CNN-Based Object Detector on ARM
Embedded Platforms,” in 2018 IEEE 16th Intl Conf on Dependable, Autonomic and Secure
Computing, 16th Intl Conf on Pervasive Intelligence and Computing, 4th Intl Conf on Big Data
Intelligence and Computing and Cyber Science and Technology
Congress(DASC/PiCom/DataCom/CyberSciTech), Athens, Aug. 2018, pp. 379-382. doi:
10.1109/DASC/PiCom/DataCom/CyberSciTec.2018.00074.

M. Magno, M. Pritz, P. Mayer, and L. Benini, “DeepEmote: Towards multi-layer neural networks in a
low power wearable multi-sensors bracelet,” in 2017 7th IEEE International Workshop on Advances
in Sensors and Interfaces (IWASI), Vieste, Italy, Jun. 2017, pp. 32-37. doi:
10.1109/IWASI.2017.7974208.

“Supplemental material TinyML,” TinyML Book, Dec. 12, 2019. https://tinymlbook.com/supplemental/
(accessed Sep. 11, 2022).

“Normal EEG Waveforms: Overview, Frequency, Morphology,” Mar. 2022, Accessed: Aug. 26, 2022.
[Online]. Available: https://emedicine.medscape.com/article/1139332-overview

S. Sanei and J. A. Chambers, EEG signal processing, Reprinted with corrections. Chichester: John
Wiley & Sons, Ltd, 2009.

A. Bashashati, M. Fatourechi, R. K. Ward, and G. E. Birch, “A survey of signal processing algorithms
in brain—computer interfaces based on electrical brain signals,” J. Neural Eng., vol. 4, no. 2, pp. R32—
R57, Jun. 2007, doi: 10.1088/1741-2560/4/2/R03.

F. Lotte, “A Tutorial on EEG Signal-processing Techniques for Mental-state Recognition in Brain—
Computer Interfaces,” in Guide to Brain-Computer Music Interfacing, E. R. Miranda and J. Castet,
Eds. London: Springer London, 2014, pp. 133-161. doi: 10.1007/978-1-4471-6584-2_7.

J. Brownlee, “4 Types of Classification Tasks in Machine Learning,” Machine Learning Mastery, Apr.
07, 2020. https://machinelearningmastery.com/types-of-classification-in-machine-learning/
“Confusion matrix,” Wikipedia. Aug. 31, 2022. [Online]. Available:
https://en.wikipedia.org/w/index.php?title=Confusion_matrix&oldid=1107701525

J. Brownlee, “8 Tactics to Combat Imbalanced Classes in Your Machine Learning Dataset,” Machine
Learning Mastery, Aug. 18, 2015. https://machinelearningmastery.com/tactics-to-combat-
imbalanced-classes-in-your-machine-learning-dataset/

“Support Vector Machines: A Simple Explanation,” KDnuggets. https://www.kdnuggets.com/support-
vector-machines-a-simple-explanation.html/

S. Shalev-Shwartz and S. Ben-David, Understanding machine learning: from theory to algorithms.
New York, NY, USA: Cambridge University Press, 2014.

S. Dobilas, “XGBoost: Extreme Gradient Boosting — How to Improve on Regular Gradient
Boosting?,” Medium, Feb. 05, 2022. https://towardsdatascience.com/xgboost-extreme-gradient-
boosting-how-to-improve-on-regular-gradient-boosting-5c6acf66¢c70a

T.Pham 35



Deep Learning in FPGA or Microcontroller to classify EEG/ECG signals for a brain training application

[22]
[23]
[24]
[25]

[26]
[27]

[28]

[29]
[30]

[31]

[32]

[33]
[34]
[35]
[36]
[37]
[38]
[39]
[40]
[41]

[42]

[43]

[44]

J. H. Friedman, “Greedy function approximation: A gradient boosting machine.,” Ann. Statist., vol. 29,
no. 5, Oct. 2001, doi: 10.1214/a0s/1013203451.

“Artificial Intelligence - Neural Networks.”
https://www.tutorialspoint.com/artificial_intelligence/artificial_intelligence_neural_networks.htm
“Deep learning,” Wikipedia. Sep. 02, 2022. [Online]. Available:
https://en.wikipedia.org/w/index.php?title=Deep_learning&oldid=1108086973

“Perceptron in Machine Learning - Javatpoint,” www.javatpoint.com.

https://lwww.javatpoint.com/perceptron-in-machine-learning (accessed Sep. 05, 2022).

V. Nair and G. E. Hinton, “Rectified Linear Units Improve Restricted Boltzmann Machines,” p. 8.

J. Chen and X. Ran, “Deep Learning With Edge Computing: A Review,” Proc. IEEE, vol. 107, no. 8,
pp. 1655-1674, Aug. 2019, doi: 10.1109/JPR0OC.2019.2921977.

M. Merenda, C. Porcaro, and D. lero, “Edge Machine Learning for Al-Enabled loT Devices: A Review,”
Sensors, vol. 20, no. 9, p. 2533, Apr. 2020, doi: 10.3390/s20092533.

“TensorFlow Lite | ML for Mobile and Edge Devices,” TensorFlow. https://www.tensorflow.org/lite
“ARM Developer Suite AXD and armsd Debuggers Guide.”
https://developer.arm.com/documentation/dui0066/d

“Q (number format),” Wikipedia. Sep. 03, 2022. [Online]. Available:

https://en.wikipedia.org/w/index.php?title=Q_(number_format)&oldid=1108245902

V. Sze, Y.-H. Chen, J. Emer, A. Suleiman, and Z. Zhang, “Hardware for machine learning: Challenges
and opportunities,” in 2018 IEEE Custom Integrated Circuits Conference (CICC), San Diego, CA,
USA, Apr. 2018, pp. 1-8. doi: 10.1109/CICC.2018.8357072.

“X-CUBE-AlI - Al expansion pack for STM32CubeMX -  STMicroelectronics.”
https://lwww.st.com/en/embedded-software/x-cube-ai.html
“stm321475vg.pdf.” Accessed: Sep. 06, 2022. [Online]. Available:

https://lwww.st.com/resource/en/datasheet/stm321475vg.pdf

“B-L475E-IOTO1A - STM32L4 Discovery kit IoT node, low-power wireless, BLE, NFC, SubGHz, Wi-
Fi - STMicroelectronics.” https://www.st.com/en/evaluation-tools/b-1475e-iot01a.html

“EEG data for Mental Attention State Detection.” https://www.kaggle.com/datasets/inancigdem/eeg-
data-for-mental-attention-state-detection

“Short-time  Fourier transform,”  Wikipedia. Aug. 16, 2022. [Online]. Available:
https://en.wikipedia.org/w/index.php?title=Short-time_Fourier_transform&oldid=1104785770

“Blackman window - MATLAB blackman.” https://www.mathworks.com/help/signal/ref/blackman.html
“TensorFlow,” TensorFlow. https://www.tensorflow.org/

“Module: tf.keras | TensorFlow v2.9.1, TensorFlow.
https://lwww.tensorflow.org/api_docs/python/tf/keras (accessed Sep. 07, 2022).

“Model conversion overview | TensorFlow Lite,” TensorFlow.

https://lwww.tensorflow.org/lite/models/convert (accessed Sep. 08, 2022).

A. Vaswani et al., “Attention is All you Need,” in Advances in Neural Information Processing Systems,
2017, vol. 30. Accessed: Sep. 08, 2022. [Online]. Available:
https://proceedings.neurips.cc/paper/2017/hash/3f5ee243547dee91fbd053clc4a845aa-
Abstract.html

A. Dosovitskiy et al., “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale,”
2020, doi: 10.48550/ARXIV.2010.11929.

“TinyML: Getting Started with STM32 X-CUBE-AI,” Digi-Key Electronics.
https://lwww.digikey.com/en/maker/projects/f94elc8bfc1e4b6291d0f672d780d2c0 (accessed Sep.
09, 2022).

T.Pham 36



