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ABSTRACT

Over the last decade GPUs have been established in the High Performance Computing
sector as compute accelerators. The primary characteristics that justify this modern trend
are the exceptionally high compute throughput and the remarkable power efficiency of
GPUs. However, GPU performance is highly sensitive to many factors, e.g. the type
of memory access patterns, branch divergence, the degree of parallelism and potential
latencies. Consequently, the execution time of a kernel on a GPU is a difficult to predict
measure. Unless the kernel is latency bound, a rough estimate of the execution time on a
particular GPU could be provided by applying the roofline model, which is used to map the
program’s operation intensity to the peak expected performance on a particular processor.
Though this approach is straightforward, it cannot not provide accurate prediction results.

In this thesis, after validating the roofline principle on GPUs by employing a micro-bench-
mark, an analytical throughput oriented performance model is proposed. In particular, this
improves on the roofline model following a quantitative approach and a completely auto-
mated GPU performance prediction technique is presented. In this respect, the proposed
model utilizes micro-benchmarking and profiling in a “black-box” fashion as no inspection
of source/binary code is required. The proposed model combines GPU and kernel param-
eters in order to characterize the performance limiting factor and to predict the execution
time on target hardware, by taking into account the efficiency of beneficial computational
instructions. In addition, the “quadrant-split” visual representation is proposed, which cap-
tures the characteristics of multiple processors in relation to a particular kernel.

The experimental evaluation combines test executions on stencil computations (red/black
SOR, LMSOR), matrix multiplication (SGEMM) and a total of 28 kernels of the Rodinia
benchmark suite, all applied on six CUDA GPUs. The observed absolute error in pre-
dictions was 27.66% in the average case. Special cases of mispredicted results were
investigated and justified. Moreover, the aforementioned micro-benchmark was used as
a subject for performance prediction and the exhibited results were very accurate. Fur-
thermore, the performance model was also examined in a cross vendor configuration by
applying the prediction method on the same kernel source codes through the HIP pro-
gramming environment supported on the AMD ROCm platform. Prediction errors were
comparable to CUDA experiments despite the significant architectural differences evident
between different vendor GPUs.

SUBJECT AREA: Parallel computing

KEYWORDS: performance model, GPU, roofline model






NEPIAHWH

Katd tnv TeAeuTaia OekaeTia, ol eTTECEPYQOTEG YpapIKwy (GPUs) éxouv edpaiwbei oTov
TOMEQ TWV UTTOAOYIOTIKWY CUCTNUATWY UWPNANG ATTOB0O0NG WG ETTITAXUVTEG UTTOAOYIOHUWV.
Ta Bacikd XapakTnPIOTIKA TTOU BIKAIOAOYOUV auTh Tn ouyxpovn Taon €ival n eEQIPETIKA
uywnAn uttoAoyIoTIKR attédo0n ToUG Kai N agloCNUEIWTN EVEPYEIOKT ATTOBOTIKOTNTA TOUG.
QoT1o00, n ardédoon Toug gival TTOAU euaioBnTn o€ TTOAAOUG TTaPAYOVTEG, OTTWG TT.X. TOV
TUTTO TWV POTIBwv TTPOcRacng otn Pvhun (memory access patterns), Tnv atrékAion dia-
kKAadwoewv (branch divergence), Tov BaBud TrapaAAnAicpou kai TiG duvnTIKEG KOBUOTEPN-
o¢lg (latencies). ZUVeTTwG, 0 XpOvog ekTéEAeonG evog TTuprva (kernel) o€ éva ere€epyaoTn
YPOPIKWV gival éva OUoKOAa TTPORAEWINO UEYEDOG. ZTNV TTEPITITWON TTOU N atrédocon Tou
TTUpriva dgv TTEPIOPICETAl OTTO KOBUOTEPAOEIG, PITTOPEI va TTOPACYKEDEI YIa XOVOPIKN) €KTi-
MNOoN Tou XpOVOoU eKTEAEONG O€ £VA CUYKEKPIYEVO ETTECEPYAOTH €QAPUOLOVTAG TO JOVTEAO
YPOUMNG-0po@ns (roofline), To 0TT0i0 XPNOIKOTIOIEITAI IO VA AVTIOTOIXIOEI TNV £€VTAON UTTO-
AOYIOPWYV TOU TTPOYPANUATOG OTNV UEYIOTN AVAUEVOUEVN ATTOO0ON YIA £VA OUYKEKPIPEVO
emegepyaoTr). Av Kal auTr) n TTPOCEyyIoN €ival aTTAr, dev PUTTOPEN va TTapéxel akpifn aTro-
TEAéopaTa TTPORAEWNG.

2€ autn Tn d1atpIRr}, META TNV €TTAAABEUCN TNG APXAS TOU MOVTEAOU YPOAUMNG-0POPNG O€
ETTECEPYAOTEG YPOAPIKWY UE TN XPAON EVOG PIKPO-PETPOTTPOYPANUATOG, TTPOTEIVETAI £vVa
QVOAUTIKO POVTEAO aTTOd00NG. ZUYKEKPIYEVA, BEATIWVETAI TO JOVTEAO YPOUMNG-0POPNG
OKOAOUBWVTAG HIa TTOCOTIKI TTPOCEYYION KAl TTAPOUCIAdeTal Yia TTARPWS QUTOUATOTTOIN-
MEVN NEBODBOG TTPORAEWNCS ATTOBOONG O€ £TTEEEPYAOTA YPAPIKWY. ATTO auTr) TNV ATTOWn, TO
TIPOTEIVOUEVO JOVTEAO XPNOIMOTIOIEI TNV AGIOAOYNOT NECW PIKPO-UETPOTTPOYPAUMATWY KAl
TNV KATOYPOQr) HETPIKWYV PE NEBODO «uaUpou KouTIoU», KOBWG eV ATTAITEITAI dIEPEUVNON
TOU TTNyaiou/duadikou KWwAIKA. To TTPOTEIVOPEVO HOVTEAO OUVOUALE! TIG TTAPAUETPOUG TOU
ETTECEPYAOTH YPAPIKWY KAl TOU TTUPAVA YIA VO XOPAKTNPIOEI TOV TTAPAYOVTA TTEPIOPICHOU
TNG ATTOB0CNG KAl VA TTPOPRAEWEI TO XPOVO EKTEAECNG OTO GTOXEUOUEVO UAIKO, AauBAavovTag
uTTOWN TNV ATTOBOTIKOTNTA TWV WQEAIUWY UTTOAOYIOTIKWY EVTOAWYV. ETTITTAEOV, TTpOTEIVETAI
N OTITIKA avatrapdoTaon «dlauolpacuou-TeTaprnuopiou» (“quadrant-split”), n otoia atro-
didel Ta XapaKTNPIOTIKA TTOAAWYV ETTEEEPYACTWV OE OXEON PE EVAV OUYKEKPIPEVO TTUPHVA.

H mreipapaTik agloAdynon ocuvouddel DOKIUAOTIKEG EKTEAECEIS O€ UTTOAOYIONOUG HOpiwV
(kokkivo/paupo SOR, LMSOR), TtoAAatTAaciacud mvakwy (SGEMM) kai éva ouvoAo 28
TTUPHVWV TNG oOoUIiTag JETPOTTPOoYpapudTwy Rodinia, 6Aa epapuoouéva o€ €€ eTTeCEpYQ-
o1 ypagikwv CUDA. To mapatnpnBév atmoAuto o@daAua oTig TTpoBAEweIg Tav 27,66%
oTn héon TTePITTTWon. AlgpeuvnOnkav Kal aIrloAoyHOnKav I0IAITEPES TTEPITITWOEIG ETPOA-
MéVWV TTPOBAEWewV. ETTITTAEOV, TO TTPOAVOQPEPBEV HIKPO-PETPOTTPOYPANKA XPNOIUOTIOI-
BnKe wg avTIKEIPEVO yia TNV TTPORAEWN a1rddooNG Kal Ta ATTOTEAETUATA TAV TTOAU aKpIPH.
MpooBETWG, TO HOVTEND ATTOBOONG EEETAOTNKE O OUVOETO TTEPIBAAAOV pETAEU dlapope-
TIKWV KOTAOKEUAOTWY, EQapPOlovTag Tn PEB0dO TTPOPRAEYNS OTOUG idIOUG TTNYAIOUG KW-
OIKEG TTUPNVWYV PECW TOu TTEPIBAAAOVTOG TTpoypapuaTiopou HIP 1Tou utrooTtnpideTal atro
TNV TTAaT@SpPa AMD ROCm. Ta o@dApata TTpdRAEWNnS ATAV CUYKPIOINO AUTWY TwV TTEl-



papdtwy Tou TTEPIBAANOVTOG CUDA, TTapd TIG ONUAVTIKEG OIOPOPEG APXITEKTOVIKAG TTOU
TTapaTnEOUVTAl HETAEU TWV OIAPOPETIKWY KATAOKEUAOTWY ETTECEPYATTWV YPOAPIKWV.

OEMATIKH NEPIOXH: MNapdAAnAog utrohoyiopog

AEZEIZ KAEIAIA: povTtélo atmddoong, Movada EtreEepyaaiag Mpa@ikwy, JOVTEAO YPAUWN-
OPOPNG
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2YNONTIKH NMNAPOYZIAZH THZ AIAAKTOPIKHZ AIATPIBHZ

1. Elcaywyn

O1 emregepyaoTég ypagikwy (GPUs) aTnv onuepIv) TOUG HOP®H, EKTOG ATTO TNV KAACOIKN)
TOUG XpPrjon oTnv PEAAIOTIKI ATTEIKOVION TPICOIACTATWY JOVTEAWY, £XOUV UI0BETNBEI Kal yia
TNV €TTIAUCN BUOKOAWY UTTOAOYIOTIKWY TTPORANUATWY YEVIKOU OKOTTOU. Ta XApOKTNPIOTIKA
uwnAng atrdédoong yia UTTOAOYIOTIKO @OPTO HEYAANG TTapaAANAiag aTrd TOUG ETTECEPYAOTEG
YPOQPIKWY TOUG £XEI KATAOTAOEI IBIAITEPA EAKUCTIKOUG OTNV KOIVOTATA UTTOAOYICHWY Uyn-
A\¢ atmédoong (High Performance Computing - HPC). Tautéxpova, emdeikviouv uwnAoug
OEiKTEG ATTOOOTIKOTNTAG OE OXEON ME TNV EVEPYEIOKK TOUG KATAVAAwWOT. lNa TNV EKPETAAN-
AEUOT} TOUG AVATITUXONKAV TTPOYPAUMATIOTIKA TTEPIBAAAOVTA apIywG YeVIKOU okotrou. Ol
TTapPATTAvVW AOYOI TOUG €XOUV KOTAOTACEI WG 1I0AVIKOUG ETTITAXUVTEG VIO TNV ETTIAUCT YEYA-
AWV UTTOAOYIOTIKWV TTPOBANUATWV.

H dnuioupyia autou Tou véou TTEdioU EKPETAAAEUONG TWV ETTECEPYOAOTWYV YPOPIKWY dNn-
MIoUpYNOE VEEC QVAYKEG OTNV PEAETN TNG ATTOOOONG TOUG, OE OXEON KE TNV ETTIAUCH UTTO-
AoyIoTIKWV TTPORANUGTWY. QOTOCO0, O TTPOYPANPATIONOGS TOUG TEIVEI va gival ETTIPPETTAG
oTNV OUXVA eU@Avion TTPORANUATWY aTTOdOO0NG, CUYKPITIKA UE TOV TTPOYPAUMATIONO TWwV
ETTECEPYAOTWYV YEVIKOU OKOTTOU. H guTTeipia €xel O€i¢el 0TI N a1rddoon Toug €ival TTOAU TTIo
€UQIOONTN OTNV 0PBN XPAON TWV TTOPWV KAl ETTOPEVWG Eival TTIO DUOKOAO va eKTIUNOEI N Te-
AIKA Toug atrédoon. Na 1o oKoTTo auTo eTTivorBnkav did@opa PovTéAa attédoong atro Tnv
ETTIOTNMOVIKA KOIVOTNTA, TTPOCAVATOAIOUEVA OTIG IBIAITEPOTNTEG TWV ETTECEPYACTWY YPA-
@IKWV. MoAAG atrd Ta povtéAa autd gival avaAuTIKAG QUOEWG, eV AAAa akoAouBouv Tnv
TIPOOCEYYION TNG TTPOCOMNO0IWONG TOU ETTECEPYAOTH YPOPIKWY. KdABe TTpoctyyion €xel dia-
QOPETIKA TTAEOVEKTIUATA KOl UEIOVEKTAATA. H TTpOCEyyIon TG TTPOCOPO0IWONG ITTOPET va
gival eCaIPETIKA akpIBRg aAAG TauTOxpova Kal pia XpovoRopog diadikacia. AvTIOETWG, Ta
QVOAUTIKGA JOVTEAQ TEIVOUV VA €ival APKETA YPNYOPOTEPA OTNV EQAPHPOYH TOUG, VW TTAPAA-
AnAa Teivouv va TTapExouv KaAUTEPN aioBnon TTavw oTa XapakTnpIoTIKG uwnAou TTITTEOOU
TNG EQAPUOYNG TTOU PITTOPOUV VA ETTNPEACOUV TIG ETTIOOCEIG

‘Eva atmmd 1a KAAOOIKA avoAUTIKG PJOVTEAD aTTOdooNG €ival TO JOVTEAO YPOUMNG-0pOPNG
(roofline). To povTtéAo auTo eival Eva oTTTIKG JOVTEAO TTOU TTAPEXEI EVOPAON OTNV UEYIOTN
avapevopevn atrédoon evog Truprva, AauBdvovtag uttéyn TIG avdaykeg T000 o€ Kabapoug
uTTOAOYIONOUG, 00O Kal TNV Kivnon amé/mpog Tn uviun. Baciletan otnv utréBeon oOT
TTEPIOPIOTIKO TTAPAYOVTA TNG ATTODOONG ATTOTEAE €iTE N pUBPATTOdOCN UTTOAOYIOPWY, EiTE
TO €UPOG CWVNG TNG PVAMNG Tou £TTECEPYaaTr). O TTPOOBIOPICUOG TNG EKACTOTE TTEPITITW-
ong TpoodlopileTal he BAon TIG OXETIKEG ATTAITAOEIS TTPAEEWVY TNG £pappoyns. O Adyog
UTTOAOYIOPWY TTPOG PETAKIVIIOEWV PVAUNG EKQPAZETAI UE TO PMETPO TNG EVIAONS TPGéswv
(operation intensity), To otroio ekTiydTal o€ povadeg flop/byte Kal xPNOIUOTIOIEITAI VIO TOV
TTPOCOIOPICHO TOU TTAPAYOVTA TTEPIOPICHOU TNG ATTOO00NG O€ £va OUYKEKPIMEVO ETTECEP-
yooTr). H eKkTiunon NG eVIAOEWG TTPALEWV VOGS TTPOYPANPATOG TTPOOBIOPIETAI HECW TNG



eCiowong (1). Na mapadeiypa, oto oxiua 1 aTTeIKoViCeTal N YPAUMI) TTOU EKQPACE! TIG TTPO-
dlaypa@ég evog eTeCepyaoTr. To OIAKEKOUMEVO KABETO eUBUYPANPO TURUA EKPPACEl TNV
éviaon TTPALEWV HIOG EQAPUOYNG Kl TO ONEIO OTO OTT0I0 CUVAVTA N TEAEUTAIA TO ypd@nua
TOU €TTECEPYQOTR OpPICel TNV PEYIOTN avapevOouevn atrddoon.
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ZxAua 1: To povréAo ypapung-opo®ng yia Tov Intel Xeon E7-8857 v2.

To HOVTEAO YPANPAG-0POPNAG £XEI EQAPPOOTEI € TTANBWPEA PEAETWV KAl £QAPUOYWY AO-
YW TNG atmrAdTNTAG TOU KAl TNG YEVIKOTNTAG Tou. H IKavoeTnTA Tou va atrodidel Ye OTTITIKO
TPOTTO TNV PEYIOTN duvaTr ammdédoon evog Truprva (kernel) o€ éva eTTEEEPYAOTH ATTOTEAEI
éva a1To Ta onPavTiKOTEPa TTPoTEPriMaTA Tou. QOTO0O0, TO JOVTEAO €ival o€ peydAo BaBud
AQAIPETIKO KAl OTIG TTEPICOOTEPEG TTEPITITWOEIG OEV ETTITPETTEI TNV DIEVEPYEIA PEANIOTIKWV
TIPOOEYYICEWV TTAPA JOVO TNV EKTIUNON €VOG AV QPAYHATOS AaTTOd00NG.

2. To HOVTEANO YPOAMHNG-OPOPNG OE ETTECEPYAOCTH YPAPIKWY KAl N AVATTAPACTACT)
olauoIpacoU-TeTapTnopiou

ApxIka, o€ auTA Tn dI0TPIR MEAETATAI N EQAPUOCINOTNTA TOU HOVTEAOU YPANKNSG-0POPNG
OTOUG ETTECEPYAOTEG YPAPIKWY. H YEAETN TTPAYUATOTTOIEITAI HECW E10IKOU PUETPOTTPOYPA-
MOTOG TTOU avaTITUXONKE yia autd TO OKOTTO, TO OTTOI0 EKTIMA TNV aTTOO00N TWV ETTECEP-
YOOTWV YPOPIKWY TTEIPAPATIKA O€ PIKTO @OPTO UTTOAOYIOHWYV KAl JETAPOPWYV UVIUNG, OF
€va eUPOG TINWV EvTaong TTPAgewyv. MEOw TOU PETPOTTPOYPAUUATOG TTPAYUATOTTOINONKE
TTEIPANATIKA TTPOCEYYION TNG BEWPNTIKAG YPAUUAG-0POPNG YIa 3 ETTECEPYATTES YPAPIKWY,
o€ TTPAEEIG KIVNTAS UTTODIOOTOARG MOV Kal OITTANG akpiBelag. EVOEIKTIKA, OTO oXnua 2
atreikovieTal n amrodoon Tou emeEepyacTh ypagikwy GTX-480. H diakekopuévn ypapun
avaTTapIoTd TNV BewpnTIKA PEYIOTN atTédoon Pe BAon TIG TTPOdIaYPAPES TOU ETTECEPYOOTH
ypagikwy. Or1 TTapatnpouuevn ammdédoon akoAoubei Eva TTapaTtrArolo PoTio TG BewpnTi-
KNG atreIkdVIoNG OTTWG TTEPIYPAPETAI ATTO TNV YPAUUA-0POPNAG. ZUYKEKPIUEVA, N ATTOdOON
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ZxAua 2: Neipapatikn TPooéyyion ThG YPONUNG-0pOPG o€ TT.ypa@IKwyv GTX-480

Tou emregepyaaTr) ypa@ikwv GTX-480 rpocéyyioe o€ yeydAo Babud Tnv BewpnTIKA PEYI-
oTn UTTOAOYIOTIKN atrdédoon (opIfOVTIO TUAKA YPAPHHATOG YPAUMNG-0POPNG). 2TO TUANA
TToU N amrédoon €EapTATAl ATTO TO €UPOG (VNG MVARNG (KEKAIMEVO TUANO YPA@ANOTOG
YPOUMNG-0p0PNG), N atTdédoon cival EAAPPUIG MEIWMEVN KAl TO QAIVOUEVO AUTO EKPPALEI
TNV aduvayia €TTITEUENS TNG MEYIOTNG BEWPNTIKAG aTTOdo0oNG TOU €UPOUG {WvNG UVAMNG
O€ TTPAYMATIKOUG TTEEEPYAOTEG YPAPIKWY. MapoAo 1Tou n péyiotn BewpnTikr arédoon
Tou GTX-480 1TOU XpnOoIyoTToINBNKE yia Ta Treipduarta givalr 182GB/sec, 1o eUpog {wvng
MVAUNG TTou PETPROnke Oev Eetmépaoe Ta 163GB/sec. levikd, Ta atroteAéopata £9g1Eav
IKAVOTTOINTIKI TAUTION TNG BewpnTIKAG YPANUAG-0POPAG UE TNV TTEIPAMOTIKA. apartnpn-
Onkav KATTOIEG ATTOKAIOEIG, KUPIWG OTNV ETTITEUEN TOU PEyioTou eUpoug {wvng PVARNG KAl
TTPOoKUWAaV TTapaTnPEnoEIC.

Mia evaAAakTIKA PEBOBOG atrelkdvIONG TTou TTpoTEiveTal o€ auTr Tn dlaTpIfA €ival n a-
TTEIKOVION «dlauoipacou-Teraprnuopiouy» (quadrant-split). XUYKPITIKA PE TNV ATTEIKOVION
YPOUMNG-0pOPNG, 0 OPICOVTIOC AEovag TTEPIYPAPEI TO EUPOG (VNG MVAMUNG avTi TNG EVTa-
oewg TTPagewv. Me autr Tn dia@opoTToinon 0 KABE eTTECEPYAOTAG TTEPIYPAPETAI OAV ON-
MEIO Kal N €pappoyh wg HIa Nui-eubeia TTou dIaTTEPVA TO ONUEI0 TOUAS TWV agdvwy Kai n
KAion Tng TTpoadlopileTal atrd TNV TIUA TS EVTACEWS TTPALewV TNG e@apuoyng. MNa Tapd-
delypa, oto oxnua 3 avarrapiotaral To TpORAnua LBMHD (Lattice-Boltzmann Magneto-
hydrodynamic) o€ oxéon pe 4 €TTECEPYAOTEG YPAPIKWYV KAl £VA ETTECEPYATTH) YEVIKOU OKO-
Tou. Ta onueia Tou emme¢epyaoTn Intel Xeon kal Twv NVidia Tesla etreepyaoTwv ypagl-
KWV evToTTiovTal TTAvw atrd TNV NI-EUBEia, To OTToi0 onuaivel 0TI OTOUG CUYKEKPIMEVOUG
eTTECEPYAOTEG N ATTOdOCN avauéveTal va kaBopileTal atrd To PEYIOTO €UPOG (wvng MVANUNG
(memory bound). %€ avtiBeon, Ta onueia Twv £TECEPYAOTWYV YpaPikwy GTX-480 kar GTX-
Titan X evroTridovTal KATW aT1Td TNV NUI-EUBEIa KAl CUVETTWG N atTéd00n TOUG AVOUEVETAI
va kaBopidetal atrd TNV PEYIOTN puBUATTOdOO0N TwV £TTECEPYaoTWY (compute bound). Ol
OIOKEKOMMPEVES YPAUMEG UTTODEIKVUOUV Ta onueia TTAvw oTnv nui-euBeia Tou TTPORARUa-
TOG TTOU AVATTAPIOTOUV TNV EKTIMWMPEVN ATTOd00N YIa KABE ETTECEPYQAOTr OTO OUYKEKPIPEVO
TTPEORANUA. Ma TNV ekTipnon TNG atrdédoong TwWV Avw CNUEiwY TTpayPaToTTolgiTal dIdoXIon
aT1TO TO ONUEIO PE KABETN QOpAa TTPOG Ta KATW, PEXP! TNV OUVAVTNON TNG NUI-euBeiag. A-



VTIOTOIXQ, VIO TNV EKTIUNON TNG ATTOd00NG TWV KATW ONUEIWV TTpayuaToTIolEiTal didoyion
aTTO TO ONUEIO PE OPICOVTIA YOPA TTPOG TA APICTEPQ, JEXPI TNV OUVAVTNON TNG NUI-EUBEIaC.
H TouA TWV BIAKEKOUPEVWY TUNUATWY PE TNV NUI-EUBEIA TG EQAPPOYAG UTTOBEIKVUOUV TV
QVOUEVONEVN ATTOBOON O€ KABE ETTECEPYATTH).
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ZxAua 3: H avamapdoraon Siauoipacuou-reraprnuopiou Tou pofAfnuarog LBMHD pe epappoyn
o€ 5 emegepyaoTig (YPAPIKWY KAl YEVIKOU OKOTToU).

Me Tnv atreikévion dIauoIpaCOU-TETAPTHOPIOU TTEPICOOTEPOI TOU EVOG ETTECEPYAOTEG UTTO-
POUV VO avatrapaoTabouv Ye QUOIKO TPOTTO O€ £éva PJOVAdIKO ypdenua. H ypagikr ekTi-
MNon TG BewpnTIKNAG ATTOdO0NG TTPAYHOTOTTOIEITAlI UE ATTAG Kal euBU TpdéTTo. H avartra-
PACTACN YPOUMNAG-0POPNG €ival TTPOCAVATONICUEVN OTNV ATTEIKOVION €VOG ETTECEPYAOTH)
o€ oxéon PE TTOAAG TTPOPAARUATA, EVW N TTPOTEIVOPEVN ATTEIKOVION TTPOCQEPETAI VIO TNV
TTEPITITWON Piag EQAPUOYNG O€ OXEON HE TTOANOUG ETTECEPYAOTEG UE DIOPOPETIKA XAPAKTN-
PIOTIKA.

3. 'Eva TroooTIkO JOVTEAO aTTOd00NG VIO ETTECEPYAOTEG YPAPIKWV

Baoikn ouvelo@opd Tng diatpiBAG atroTeAEl Eva povTéAo attdédoong yia eTTeEepyaoTn ypa-
QIKWYV, TTOU €0TIACEl OTNV TTOCOTIKI) TTPOCEyyIon. A@ou TTponynenke n TTapaTtipnaon mg
IKQVOTTOINTIKAG TTPOCEYYIONG TOU HOVTEAOU YPANUAG-0POPNAG HECW TNG EQAPHOYNG MIKPO-
METPOTTPOYPAPUATOG, OTN CUVEXEID TTPOEKUWE TO EPWTNHA OXETIKA UE TO TTOIO XOPOKTN-
PICTIKA TTPAYHOTIKWY EQAPUOYWYV YIO ETTECEPYACTEG YPAPIKWY ATTOTPETTOUV TNV ETTITEUEN
MEYIOTNG aTTOdOONG, TTAPATTANCIAG PE QUTHV TTOU ATTOdIdETAl ATTO TO PMOVTEAO YPAUUNG-
0po®NnG. Me auTd TO OKETTTIKO, HEAETHONKAV T XOPAKTNPIOTIKA BEATIOTOTTOINMEVWV EQOAP-
MOYWV Ta OTTOIa UTTOPOUV VA ETTNPEACOUV ApvNTIKA TNV atTddoon o€ onuavTikd Babuo.

AuTr n YEAETN 0BYNOE OTOV OPIOHO €VOG BEATIWHPEVOU POVTEAOU aTTOd00NG BACIOUEVO
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ZxAua 4: H poR} Twv Bnudtwv ekTéAeong Tng HEB6Sou TPoBAEYng atrédoong.

OTO MOVTEAO YPAUMNG-0POPNG, TO OTToI0 TTAPAAANAa euBaBUvel akoAOUBWVTAG TTOCOTIKI)
TIPOCEYYION ME PEANIOTIKEG EKTIMAOEIG TTIPAYUATIKWY EQAPPOYWYV. To didypappa poig Twv
BNuaTwyv OTTwG TTEPIYPAPOVTal aTTd TNV TTPOTEIVOUEVN PEBODO aTTEIKOVICETAI OTO OXAUa
4. Baolkd XapakKTnEIOTIKA TTOU EVOWMPATWONKAV OTO JOVTEAO ATTOTEAOUV N ATTOBOTIKOTNTA
TWV WEEAIPWYV TTPALEWYV, KaBWG £TTiIONG Kal N aTrod0TIKOTNTA TOU GUVOAOU EKTEAOUUEVWV
EVTOAWV WG TTPOG TO TTOCOOTO KATA TO OTTOI0 EKPETAAAEUOVTAI TOUG EKTEAETTIKOUG TTOPOUG
TOU ETTECEPYQOTH YPOAPIKWV. Q@ENIPES TTPALEIS BewpoUvTal OI TIPALEIG TTOU CUVEICPEPOUV
aueca oTnv etTiAucn Tou TTPORAARUATOG, dNAAdK TUTTIKA OI TTPAEEIG KIVNTAG UTTOBIACTOANG.
Q¢ atrodoTIKOTNTA WPEAINWY TTPALEWY OPIfETaI TO OTATIOTIKO UEYEBOG TTOU EKPPALEl TRV
QVOMEVOMEVN TIMA Tou TTARBOUG TTPALEWY TTOU TTPAYUATOTTOIEI KABE UTTOAOYIOTIKI) €VTOAR
TOU TTUPNVA OIAIPEPEVO PE TO PEYIOTO TTANBOG TTPALEWY TTOU PTTOPEI va TTPAYUATOTTOINOEI
MIQ UTTOAOYIOTIKI) EVTOAN, TUTTIKA O apIBUOG 2, OTTWG TTPOKUTITEI ATTO TO TTANB0G TTPAgEwvV
TTOU TTPAYMOTOTIOIEI Jia EVTOAN TUTTOU TTOAAQTTAQCIOOUOU-TTpd0Beong (multiply-addition).
Q¢ atTodOoTIKOTATA TOU GUVOAOU EKTEAOUHEVWYV EVTOAWV OPICETAI TO TTOOOOTO KATA TO OTTOIO
0l EKTEAECTIKOI TTOPOI TOU ETTECEPYQOTH TTPAYUATOTTOIOUV EKTEAECT) WPEAIUWYV EVTOAWYV QVTi
OeuTEPEUOVTWY. TEAOG, N HEBOSOG AauBAvel UTTOWN TTPAYUATIKEG JETPAOEIS TWV PUBPATTO-
0060EWV yIa €va 0UVOAO TTPOKABOPICHEVWY TTPAEEWY Kal TOU EUPOUG (VNG MVAMNG UE TV
XPON MIKPO-UETPOTTPOYPOUMATWY VT TWV TTPOdIaYPAPWY TTOU diVEl O KOTAOKEUAOTNG.

2UYKEKPIYEVA, Ol ATTAITOUUEVEG HETPIKEG UAIKOU TTOU KATAYPAQPOVTAl KOTA TNV EKTEAECT) TOU
TTUpva TTapExovTal oTov Trivaka 1. AUTEG OI JETPIKEG ATTAITOUVTAI YIA TNV EKTINNON TWV
TTAPAPETPWY TOU TTUPRAVA, Ol OTTOIEC TTapouCIAdovTal oTov TTivaka 2. Q¢ Kavovag UTToAoyi-
opou yIa TNV eKTINNON TOU Ky EQAPUOOONKE N ETTIAOYT) TOU fp64 OO0V N METPIKA M fp64
gival un PNOEVIKA, Tou fp32 av N PETPIKN M y,32 €ival un PNdEVIKN) 1} S1a@opeTIKA Tou int. MNa



Mivakag 1: O1 atraitoupeveg HeTPIKEG UAIKOU Tou NVidia GPU yia TnV €KTiPNON TWV TTAPAMETPWY TOU
TTUpRAva.

MeTpIKA 2UpBoAIou6g
flop_count_sp_fma M ¢ a3z
flop_count_dp _fma M #1ma6a
inst_compute_Id_st Mg

inst_executed Myt
inst_fp 32 Miyp3o
inst_fp_64 Mypes

inst_integer My
dram_read_transactions My an-r
dram_write_transactions Miranw

Mivakag 2: To 0UVOAO TWV ATTAITOUUEVWV TTAPAMETPWYV TOU TTUPHVA.

MapapeTpog Meprypaon AvakTnon
Kiype TOTTOG KUPIWV TTPAgEwWV (fp64, fp32 1 int) Kavovag uttoAoyiopou
Weomp Mpdageig utTtoAOYIOPWYV TUTTOG (2)
Wiras [MANBog TrpooTreAabéviwv DRAM bytes TUTTOG (3)
Eie ATTOd0TIKOTNTA Wigng TTPpagewv (%) TUTTOG (4)
D s MukvoTnTa evioAwv TTpagewv (%) TUTTOG (7)
Dygst MukvéTnTa evioAwv avakTnong/atmmodrkeuong (%) TUTTOG (8)
Diner MukvoTNTa GAAWV eVTOAWY (%) TUTTOG (9)

TNV EKTIKNON TWV TTAPAPETPWY ATTAITEITAI N EQAPHUOYA TWV TTAPAKATW TUTTWV:

pr32 _'_ Mfma327 GV Ktype - fp32

Wcomp = pr64 + Mfma647 av Ktype = fp64 (2)
Mint> av Ktype — |nt
Wtraf =32 x (Mtran-r + Mtran-w) (3)

Mgt Bimes2 5 100%, Qv Kyype = 1p32

2><]Wfp32
M ¢pea+M mab
Erie = W X 100%, av Ktype = fp64 (4)
50%, av Kiype = int

pr32, av Ktype = fp32
Iops = § Mypes, OV Ky = fp64 (5)
My,  av Kiype = int

]total =32 x Minst (6)



IO S
Dops = =2 x 100% (7)

]total
Mg

Digst = —2% % 100% (8)
[total

Dother = 100% — Dops - Dldst (9)

O1 aTTaITOUEVOI TTAPAUETPOI TOU ETTECEPYQOTH YPOPIKWY HE TIG OTTOIEG Ba TTPAYUATOTTOIN-
B¢ei n TTPOPAewn divovtal otov Trivaka 3. OAeG 01 TTAOPAPETPOI EKTIMWVTAI PE TNV EKTEAEON
€IOIKWV PIKPO-UETPOTTPOYPANPATWY.

Mivakag 3: To 0UVOAO TWV TTAPAMETPWYV TOU ETTESEPYATTH YPAPIKWV.

MapapeTpog Mepiypaon Movdada
Tsp PuBuatrédoon 1p.kivnTAG uttodiaoToANG (Movig akpiBeiag) GFLOPS
Tpp PuBuamrédoaon p.kivnTAg uttodiacToAng (SITTAnG akpipeiag) GFLOPS
Tint PuBuatrdédoon 1rp.akepaiwv (TTOANATTAQC.-TTPOCOECEWY) GIOPS
Toda PuBpamrdédoon mpdéewv akepaiwy (TTPo0BECEWV) GIOPS
Tast PuBuatrédoon evr.avakTnong/amobrkeuong diauoipad.uv. GOPS

Brem EUpog {wvng pvAung GB/sec

H mTpoBAewn amédoong TTPoUTTOBETEl TNV EKTIUNCN TNG ATTOBOTIKOTNTAG EVTOAWYV (Fjpstr)
Kal OTNV GUVEXEID TNV EKTINWUEVN PEYIOTN pubuatrddoon oe weéNineg Tpagelg (17,). O
UTTOAOYIONOG TTPAYHOTOTTOIEITAI WG OKOAOUBWG:

Tsp, av Ky, =fp32
Top = Tpp, av Ky, = fp64 (10)
T’inta av Ktype = int

Tsp
Wop = —— (11)
P Top
LT,
Wiay = L2 (12)
st
LT,
Wother {_T dilp (1 3)
Oop = Dops X Wop (14)

Clast = Digst X Wigst (15)



Cother = Dother X Wother (16)

C
Ejpor = op % 100% 17
! Cop + C(ldst + Cother ° ( )
T(;p = Emwc X Einstr X Top (18)

2TNV TEAIKN EKTINWMPEVN aTTOdOO0N AAUPBAVETAI UTTOWN KAl N XPrion Tou eUpoug {wvng Uvr)-
MNG OTTWG PAIVETAI OTOV TTAPAKATW TUTTO:

Tcl,p, av Okrn > Odev
Tpredicted = (1 9)
Okrn X Bmem» av Okrn S Odev

H péBodog avaAuOnke pe Tnv €TTIOEIEN MEAETNG TTEPITITWOEWY OTA TTPORANUATA UTTOAO-
yIOPOoU popiwv (KOKKIVO/paupo SOR) kai TTOAATTAQCIAoPOU TTIVAKWY, JE ETTECEPYAOTR
YPOPIKWYV avagopds tov GTX-480 kal TTpOBAEWn OTOV TTAVW OTOV ETTEEEPYAOCTH YPAPIKWV
GTX-660. H TTpOBAEWn PE OTITIKA AVOTTAPAOTACT ATTEIKOVICETAI 0TO OXAUa 5. Ta ATToTEAE-
opaTa €TaAnNBeUTNKAY TOOO PE TNV QVTITIOPAPBOAN TOUG UE TTPAYMOTIKEG UETPHOEIC OCO KAl
ME TNV avAAUON TIHWV PETPIKWVY Xpnolyotroinong (utilization metrics) yia Toug didgopoug
TTOPOUG TOU ETTECEPYODTH YPAPIKWYV. TEAOG, YEAETABNKAV O TTPOUTTOBECEIG KATW ATTO TIG
oTToiEG avapéveTal n HEBODOG va ATToPEPE! ALIOTTIOTA ATTOTEAETUOTA.
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ZxAMa 5: OmrTikotmroinon Tng TPOoRAewng amwodoong TnNg HeEB6Sou KOKKIVo/Haupo SOR oTov emregep-
yaoTh ypa@ikwv GTX-660 pe TNV EQAPHOYRA TWV TTPOCAPHOYWV ATTOSOTIKOTNTAG.



4. MeaipapaTikn agioAéynon

2Tn ouvéxela akoAouBei n TeipapaTikn agloAdynon Tng ueBodou. ETAéEXONKe Eva eupu OU-
VOAO €QapUOYWYV, AaTToTEAOUUEVO aTTO UTTOAOYIONOUG popiwyv (stencils), TToAAaTTAacIaoud
mvakwyv (SGEMM) kai 28 tTTuprjveg atmo 16 perpotrpoypduuata TG oouitag Rodinia. Ol
EQAPUOYEG UTTOAOYIOUWYV Popiwy TTEpIEAGUBavay TIG HEBOdOUG KOKKIVO/paupo (red/black)
SOR kal LMSOR, o1 UNOTTOINOEIG TWV OTTOIWV avaTtrTuxonkav Kal JEAETAONKAV EKTEVWIG
TTPOYEVEOTEPA KATA TN OIAPKEIA TNG EKTTOVNONG TNG dIaTPIBAG KAl OTTWGS aTTodEiXONKE TTEI-
POMATIKA, N avadIidTagn Twv oToIXEiwv YE BAoN TO XPWHA KABWG ETTIONG KAl N TAKTIKI) TOU
ETTAVUTTOAOYIOUOU PTTOPOUV VA 0dNYNOOUV 0€ ONUAVTIKN ETTITAXUVON TNG EKTEAEONG TTPO-
BANUATWY Pe Eviovn XpAon TNG MVAMNG. Ta atToTEAEOUATA TWV TTPORAEYEWV avaAuBnkav
KQl O€ TTEPITITWOEIG ONUAVTIKAG ATTOKAIONG PE TIG TTPAYUATIKEG HETPHOEIG TIPAYHATOTTOIN-
Bnke TTPOCOETN avdAuaon yia TNV AITIOAOYNON TWV ATTOTEAEOUATWY. TNV TTAEIoVOTNTA TWV
TEPITTTWOEWY (>50%) TO aTTOAUTO OQAAUA TTPOBAEWYNG EKTINABONKE KATW TOu 25%, TO OTTOIO
Kal BewprBnke apkeTd IKAVOTTOINTIKO. ETITTAE0OV, HEAETABNKE N AKPIBEIO TWV ATTOTEAECUA-
TWV TOU JOVTEAOU KABWGS EQAPPOOTNKE OTO PIKPO-PETPOTTPOYPAUMA TTOU avaPEPONKE OTO
TTPWTO YEPOG. Ta atmoTeAéopaTa ATAV ECAIPETIKA AKPIPR. TNV apxIKr JOP®r} TO HOVTEANO
TTEPIOPIOTNKE O0TO TTEPIBAAAOV AoyiopikoU kal UAikou TnNg NVidia To otroio atroteAei TTpoU-
To0eon yia 1o TTEPIBAAAov CUDA.

5. ASI0AGYyNoNn HETAU SIAQOPETIKWYV KATOOKEUAOTWYV KAl TTEPIOPICHOI TOU HOVTEAOU

2€ Ji1a deuTEPN YEAETN DIEPEUVAONKE N EQAPUOCIYOTNTA TNG HEBODOU O€ ETTECEPYATTH YPO-
PIKWV BIAPOPETIKOU KATAOKEUAOTH. To TTPOYPAMMOTIOTIKO TTEPIBAAAOV TTOU ETTIAEXONKE
gival o HIP, k&dtw atd tnv mAateoépua ROCm 1ng AMD, 10 0T10i0 TTPOCQEPEl £va YpA-
yopo Kai oXedOv auTopaToTToINUEVO TPOTTO PETARaong atmd o CUDA, diatnpwvtag Kart
ouaiav Tov KWOIKA TWV TTUPAVWY avaAAoiwTo. H avaktnon Twv TIHWV TwV TTAPAPETPWV
TWV TTUPAVWYV TTPAYPATOTTOINONKE O¢ £megepyaoTr) ypagikwyv TG NVidia Adyw €AAEIYNg
TWV AVTIOTOIXWV PETPIKWY OTOUG ETTEEEPYAOTES Ypa@IKwV TNG AMD. H TpdBAewn atrddo-
oNG TTPAYHATOTTOINBNKE YIa Tov £TTECEPYQOT YPaPIKWY TNG AMD. Map OAeg TIG dlapopég
TWV PETOEU APXITEKTOVIKWY Ta aTToTEAEoATA TTPORAEWNS OTa 3 TTPOYPANPATA OTA OTToIa
EQPAPPOOTNKE N avaAuon (MEBodOG KOKKIVO/paUupo SOR, TTOANQTTAQCIOCUOG TTIVAKWY KAl
10 lavaMD aT1ré Tnv couita Rodinia) £deigav 101aiTepa BETIKG aTTOTEAECUOTA KABWG TO ATTO-
AuTO 0@AAua ekTINARBNKE oTa idla TTAQiCIO OTA OTTOIa EKTINNAONKE Kal 0T TTEPIBAAAoV CUDA.
TéNOG, TTPAYUATOTTOINONKE EKTEVIG AVAAUCN TWV EYYEVWV TTEPIOPICHWYV TOU JOVTEAOU KAl
TWV opiwv Tou. AKOUQ TTEPIOCOOTEPO, HEAETHBNKE N EQapPUOYR TOU HOVTEAOU a€ BUO aKOUa
MIKPO-PETPOTTPOYPANUATA, T OTTOIA ETTIONG AVATITUXONKAvV oTa TTAdiola TG diaTpIBng. To
TIPWTO TTPOKAAEI £vTovn Xpron Twv BonbnTikwyv pvnuwy (cache) Tou 1ou kal 20u eTTITTE-
dou Kal To deUTEPO TTPOKAAET EvTovn Xpron TNg diapoipalddpevng uvnung (shared memory)
TOU ETTECEPYQOTN YPAPIKWY. Ta ammoTeAéopaTa avadelkviouv dUOo aTTd TOUG TTEPIOPICHOUG
TOU POVTEAOU TTOU ava@EPBNKAV TTPONYOUNEVWG UE TTEIPAMOTIKO TPOTTO. Z€ VEVIKEG YPA-
MEG, TO TTPOTEIVOUEVO HOVTEAO EVOWMATWVEI TA XOPAKTNPIOTIKA TG AQAIPETIKOTNTAG KAI TNG
IKAVOTNTAG PEANIOTIKNG TTPOBAEYNG O€ YIa 1I0AVIKF I00PPOTTIA.



6. Zuptrepdoparta Kal HEAAOVTIKEG KATEUBUVOEIG

€ auTh Tn diatpIPr TTapouciddeTal Eva avaAuTIKo povTéAdo atmddoong, To oTToio Bacile-
Tal 0TO JOVTEAO YpauuAG-opo®ns. H Baoikr apxr Tou TeAeuTaiou eTTAANBeUTNKE TTEIPA-
MOTIKA OTOUG ETTECEPYACTEG YPOAPIKWY PE TNV AVATITUEN ECEIOIKEUPEVOU UIKPO-UETPOTTPO-
YPAUMATOG, HEOW TOU OTTOIOU N ATTOd00N dIEPEUVAONKE O€ éva eUpU GATHA TINWV EVTAOE-
w¢ TTPAgewv. MEow TTOOOTIKAG TTPOCEYYIONG, TO TIPOTEIVOUEVO POVTEAO ATTOdOONG Eival
IKAVO va TTapéxel TTPORAEWEIG TTOU TTPOOEYYICOUV TTPAYHATIKOUG XPOVOUG EKTEAECNG OTO
UAIKO. TpbdoBeTa, TTapoucIdoTnKE MIa EVOAAOKTIKE OTITIKF) avatrapdoTacn, ovopaloue-
vn «OIauUOIPACLIOU-TETAPTNOPIOUY, N OTTOI0 TTAPEXEI BEATIWHEVN EVOPACT OE TTEPITITWOEIG
OTTOU TTOAAOI ETTECEPYAOTEG AVATIAPIOTWVTAI O€ OXE0N MUE Mia epappoyr. H agia ng a-
TTAGTNTAG TOU POVTEAOU KAl TO UYNAOG ETTITTEDO APAIPETIKOTATAG ETTITPETTOUV TNV TTAPOXN
QATTOTEAECPATWY, T OTTOIO UTTOPOUV EUKOAA va epuNnveUBOUV Kal va aglotroinouv atrd Tov
TTPOYPAUMATIOTA yIa TNV £€aywyr TTOAUTINWY CUPTTEPACUATWY.

‘Eva a11é Ta ONUAVTIKA onpeEia TNG TTPoTeIvOPEVNGS HEBGBOU gival n IKavoTNTa TNG va e€ayd-
YEI TIG TIUEG TWV TTAPAPETPWY PE TNV EKUETAAAEUOT VOGS ATTAOU GUVOAOU TIHWV PETPIKWV
UAIKOU. H GUAANWN TwV TIJWV TOU TTPAYUATOTTOIEITAI JE TTPOOEYYION «JAUPO-KOUTI» KOBWG
Oev aTTaITE KATTOIO ECWTEPIKH YVWON TWV ECWTEPIKWY dOUWYV Tou TTupriva. EmmimTAéov, n
TTPOTEIVOUEVN HEBODOG PTTOPET va avaTiTuxBei wg éva TTANPWS QUTOUATOTTOINKEVO EPYQ-
A€io, TO OTT0I0 Va AEITOUPYEI XWPIG TNV TTapéuBacn ToOU TTPOYPAUMATIOTH 1} TTPONYOUNEVN
dlgpelivnon Tou KWOIKA TOU TTUPRAVA.

H péB0odog emTPETTEI KAAUTEPN KATAVONOT) TOU (POPTOU UTTOAOYICHOU KOl UVIUNG O€ avTiOE-
On ME PIa apIyws BewpnTIKA TTPOCEYYION KUPiwg yia dUo Adyoug. NpwTov, TOOO N eKTEAEON
TWV N OUCIACTIKWY EVTOAWV OCO0 Kal TwV EVTOAWV avakTnong/ammobnikeuong AauBdavovrai
uTTOWN HECW TNG HOVTEAOTTOINONG TWV ETTITITWOEWY TOUG OTOV KOPETHO TNG DIOXETEUONG €-
vioAwv. MpdaoBeTa, o TUTTOG TNG MiENGS UTTOAOYICTIKWYV TTPAEEWV AauBAaveTal eTTiong uTTOWN,
OnAadn n atTodoTIKOTATA TNG 0€ OXEon ME TO TTARBOG TTpdgewy ava evioAr. AcuTepov, ol a-
TTQAITAOEIG O POPTO TTPOCRACEWY YVHHNG EKTIMWVTAI HEOW TNG HETPNONG TNG TTPAYMOTIKAG
Kivnong oTn Jviun, To OTT0I0 ONUAiVel 0TI Ol TOTTIKOTATEG KABWG ETTIONG KA Ol CUYXWVEUCEIG
TWV TTPOORACEWY AauBavovTal uTTOWn EUPECWS OTO HOVTEAO.

2av JEAAOVTIKN KaTeUBuvaon TTpoTeiveTal N BEATIwWON TOU HOVTEAOU PE OTOXO TNV KAAUTEPN
akpiBela TPORAewns. Katroieg BeATiwoelg Ba pmmopoucav va TTePIAaUBAvVOUV TNV KAAU-
TEPN EKTIMNON TOU KOOTOUG EKTEAEONG TWV EVTOAWYV, TNV TTOOOTIKOTTOINON TNG ATTOKAIONG
EKTEAEONG TWV VNUATWY, TOU PEIWPEVOU TTAPAAANAIOHOU AOYW GAAWY QAIVOUEVWV OTTWG
OuyKpoUoewv TTpOoRacng oc diapoipadduevn A otabepr) PvApn. H petapAntétnta Twv
@aIvouEVwy Adyw BonBnTikAG MVAUNG €ival €TTiong éva akdpa ¢ATNUa TTou Ba ATav oko-
PO VO evowuaTwOei 010 PHOoVTEAO KaBwG eTNpeddel TO TTARBOG Twv TTPAYUATIKWY TTPO-
oBdacewyv TTOU TTapaTNPEOUVTAl OTAV KUPIA puvAun. QoTtoéoo, oc KABe BeATiwon Ba TTpéTTel
va Aaupavetar uttown n meavr) diatdpagn TNG aAPAIPETIKOTNTAG KAl TOU XAPOKTIPIOTIKOU
«MaUpo-KoUTi» TNG YEBOSOU.



To my loving family






1

CONTENTS

INTRODUCTION 37
1.1 General purpose computatonon GPUs . . . . . .. ... ... ....... 37
1.2 The performance analysis challenge . . . . . . ... ... ... ....... 40
1.3 Structureofthesis . . . . .. .. ... ... 41
BACKGROUND AND RELATED WORK 43
2.1 The graphics accelerator as a Graphics Processing Unit (GPU) . . . . . . . 43
2.2 The GPU as a general purpose processor . . . . . . . . . . . oo ... 44
2.2.1 Unified shaders through the introduction of the Tesla GPU architecture 45
2.2.2 A comparison of the GPU andthe CPU . . . . ... ... ...... 47
2.3 GPU compute programming paradigms . . . . . . . ... ... ... 49
24 GPU performancemodeling . . . . . . .. ... ... ... .. ... 51
241 Simulationbasedmodels . .. ... ... ... ... ......... 52
242 Analyticalapproaches . . . . . .. ... ... L. 54
2.4.3 Specialized applicationmodels . . . . .. ... ... ... ...... 59
2.4.4 Power consumptionorientedmodels . . . . ... ... ... ... .. 59
2.4.5 Micro-benchmarkingoftheGPU . . . . ... ... .. ... ... .. 60
2.4.6 This thesis primary contributions . . . . . ... ... ... ...... 61

GPU ROOFLINE MODEL AND THE QUADRANT SPLIT REPRESENTATION 63

3.1 Roofline GPU considerations . . . .. ... ... ... ............ 63

3.1.1  The latency hiding opportunityon GPUs . . . . . .. ... ... ... 64
3.2 An experimental roofline approximation . . . ... .. ... ... ...... 65

3.21 Experimentalresults . . . . .. ... ... ... ... ... .. ... 66
3.3 The quadrant-split visual representation . . . . . . .. ... ... ...... 68
TOWARDS A QUANTITATIVE PERFORMANCE MODEL FOR GPUS 71
4.1 Motivation and performance considerations . . . . . ... ... ... .... 71

4.2 A quantitative roofline GPU performance model . . . . . . .. .. ... ... 72



4.2.1 Anoverview of the proposed model . . . . ... ... .. ...... 73

4.2.2 Kernel parameterextraction . . . . .. ... ... ... ... ... 75
4.2.3 Target GPU parameter extraction . . . . . ... ... ... ...... 77
4.2.4 Kernel performance estimation . . . . .. ... ... ... ...... 78
4.3 Case study 1: Red/black SOR stencil computation . . . ... .. ... ... 80
44 Case study 2: SGEMM computation . . . .. .. ... .. ... ....... 84
4.5 Performance model assumptions . . . . . .. .. ... ... oL 88
EXPERIMENTAL EVALUATION 91
5.1 Applied kernel experiments . . . . . . .. . ... ... .. .. .. 92
5.1.1 Red/black SOR stencil computation . . . ... ... .. ....... 93
5.1.2 LMSOR stencil computation. . . . ... ... ... ... ....... 96
5.1.3 Matrix multiplication (SGEMM) . . . . . .. .. ... ... ... ... 99
5.1.4 Rodinia benchmark suite . . . . ... ... ... ... ........ 99
5.2 Performance prediction experiments . . . . .. .. ... ... .. ... ... 101
5.2.1 Red/black SOR stencil computation . . . . .. ... ... ...... 102
5.2.2 LMSOR stencil computation. . . . . ... ... ... ... ...... 105
5.2.3 Matrix multiplication (SGEMM) . . . . . ... ... ... .. ..... 107
5.2.4 Mixbench performance prediction . . . .. .. ... ... ... ... 109
5.2.5 Rodinia benchmarksuite . . . .. ... ... ... ... ....... 110
5.2.6 Summary andconclusions . . .. .. ... .. ... .. ....... 118
CROSS-VENDOR EVALUATION AND PERFORMANCE LIMITATIONS 123
6.1 Portability on a different vendor’s architecture . . . . . ... ... ... ... 123
6.1.1 The HIP/ROCm programming environment . . . . .. .. ... ... 123
6.1.2 Kernel parameter portability . . . . .. .. ... ... ... ..., 124
6.1.3 Experimentalresults . . . . . .. ... .. ... ... ... .. ... 124
6.2 Performance model limitations . . . . . . ... ... ... .. L. 126
6.2.1 Exposing limitations through micro-benchmarking . . . . ... . .. 129
CONCLUSIONS AND FUTURE WORK 131
7.1 Conclusions . . . . . .. e 131

7.2 Future work discussion and proposed model refinements . . . . . .. ... 132



7.2.1 Additional input parameters . . . . . ..

7.2.2 Simulated parameter extraction . . . . .
ABBREVIATIONS - ACRONYMS
APPENDICES

A MICRO-BENCHMARK KERNEL SOURCE CODES
A.1 Roofline approximation (mixbench) . . . . . ..
A.2 Compute throughput evaluation . . . . . . . ..
A.3 Memory bandwidth evaluation. . . . . . .. ..

A.4 Load/store operation throughput evaluation . .

B BENCHMARKING OF FAST ON-CHIP GPU MEMORIES

B.1 cachebench (L1, L2 & texture cache micro-benchmark) . . . ... ... ..

B.2 shmembench (shared memory micro-benchmark) . . ... ... ... ...

B.3 constbench (constant cache micro-benchmark)

REFERENCES

137

137

139
139
139
140
141

143
144
144
145

152






1.1

2.1
2.2
2.3

3.1
3.2
3.3
3.4
3.5

4.1
4.2
4.3
4.4

4.5
4.6

5.1
5.2
5.3
5.4
5.5
5.6
5.7
5.8

5.9

LIST OF FIGURES

A comparison of CPU and GPU floating point performance evolution [73]. . 38

The graphics pipeline. . . . . . . . . .. .. .. ... 43
The NVidia Tesla GPU architecture[55] block diagram. . . . . . . .. .. .. 46
The roofline visual model for Intel Xeon E7-8857v2. . . . . ... ... ... 57
The roofline visual model on NVidia Titan X GPU against 4 applications. . . 64
Experimental roofline estimation on GTX-480GPU . . . . . .. ... .. .. 66
Experimental roofline estimation on Tesla K20cGPU . . . . . . . ... ... 67
Experimental roofline estimation on GTX-960GPU . . . . . . . ... .. .. 67
The quadrant-split representation of the LBMHD problem using 5 CPU/GPUs. 69

The performance prediction methodology flow diagram. . . . . . ... . .. 74
Red points depend only on the neighboring black points and vice versa. . . 81
Instruction densities per instruction type for the red/black SOR kernel . . . 82
Visualization of red/black SOR performance estimation on GTX-660 with

efficiency adjustments. . . . . . . ... L 83
Instruction densities per instruction type for the SGEMM kernel . . . . . .. 86

Visualization of SGEMM computation performance estimation on GTX-660
with efficiency adjustments versus using theoretical specifications. . . . . . 87

Same colored points depend only on the adjacent opposite colored points. 93

Matrix element reordering. . . . . . . . . ... 95
Read accesses by a hypothetical 4x4 thread block. . . . . . . .. ... ... 96
The proposed model applied on all GPUs for the red/black SOR computation.104
Performance prediction on mixbench (SP) for GTX-480 and GTX-660. . . . 109
Performance prediction on mixbench (SP) for GTX-960 and GTX-1060. . . 110
Performance prediction on mixbench (SP) for the two Tesla GPUs. . . . . . 110
Performance prediction on mixbench (SP) for GTX-960 by using same GPU

asreference. . . . . . . .. 111

GTX-480 roofline using the estimated fp32 Rodinia kernel intensities. . . . 111



5.10 Prediction errors in the Rodinia suite kernels on GTX-480, in relation to the

exploitation of the efficiency factors. . . . . .. .. ... ... ... ... .. 113
5.11 Prediction error of the selected Rodinia kernels per GPU. . . . .. .. ... 114
5.12 Rodinia prediction errors after applying utilization factor correction. . . . . . 118

6.1 Cachebench bandwidth predictions and measurements on various data-sets.129

6.2 Shmembench predictions and measurements for various data type sizes. . 130

B.1 GPU memory hierarchy includes caches and scratchpads. . . . . .. .. .. 143

B.2 Thread accesses in cachebench under a simplified scenario with 3 different
configurations. . . . . . ... 144



A GPU performance estimation model based on micro-benchmarks and black-box kernel profiling

LIST OF TABLES
1.1 Tesla P100 (GP100) GPU compared to prior GPU generations[76]. . . . . . 39
2.1 A comparison of Xeon E7-8890 v4 CPU and NVidia GP100 GPU features[76]. 49
2.2 Most common intermediate languages leveraged by GPU computing plat-
forms. . . .. 51
3.1 Theoretical GPU specifications and the respective flops/byte ratios . . . . . 66
4.1 The NVidia GPU profiler metrics required for the derivation of kernel param-
eters. . . e 75
4.2 The set of required kernel parameters in the proposed performance model. 76
4.3 The set of GPU parameters used in the performance model. . . . . . . .. 78
4.4 The profiling metrics gathered for the red/black computation on a GTX-480
GPU. . . 81
4.5 The extracted kernel parameters of the red/black SOR kernel . . . . . . .. 82
4.6 Measured GPU parameters for the NVidia GTX-660 . .. .. .. ... ... 82
4.7 The GPU cost weights as measured in the model for the NVidia GTX-660 . 83
4.8 Utilization metric values of the red/black SOR kernel, on the GTX-660. . . . 84
4.9 The profiling metrics gathered for the SGEMM computation on a GTX-480
GPU. . . 85
4.10 The extracted kernel parameters of the SGEMM kernel . . . . . ... ... 86
4 .11 Utilization metric values of the SGEMM kernel, on the GTX-660. . . . . .. 88
5.1 List of the CUDA GPUs used in the experiments . . . . . . ... ... ... 91
5.2 GPU parameters as measured with micro-benchmarks . . . . . . . .. ... 91
5.3 The GPU cost weights as measured and used inthe model . . . . .. ... 92
5.4 CUDA benchmark list of the Rodinia benchmark suite . . . . ... .. ... 100
5.5 List of selected kernels of the Rodinia suite used on the experiments . . . . 102
5.6 The relative instruction execution costs and the instruction efficiency on all
GPUs for the red/black SOR kernel. . . . . . ... .. ... ... ...... 103
5.7 The derivation of performance estimation on all GPUs for the red/black SOR
kernel (Oym=0.3). . . . . . . . . . 103

33 E. Konstantinidis



5.8 The highest rated utilization metric values of the red/black SOR kernel, on
allGPUs. . . . . . e 104

5.9 Prediction results on all GPUs for the red/black SOR stencil computation . 105

5.10 The profiling metrics gathered for the LMSOR kernel on a GTX-480 GPU.
All metrics are the accumulated values collected in 4 iterations for the red
element calculation. . . . . . . ... . 106

5.11 The kernel parameters and the operational intensity of the LMSOR kernel. . 106
5.12 Prediction results on all GPUs for the LMSOR kernel stencil computation . 107

5.13 The highest rated utilization metric values of the LMSOR SOR kernel. . . . 107
5.14 Prediction results for the matrix multiplication kernel . . . . . . .. .. ... 108
5.15 Top GPU utilization metrics on matrix multiplication kernel profiling . . . . . 108
5.16 Collected kernel parameters and the operational intensity of the selected
Rodiniakernels . . . . . . . . . . . . 112
5.17 The highest utilization metrics for the Rodinia kernels and the corresponding
utilizationrating. . . . . . .. .. 115
5.18 Throughput of native integer arithmetic instructions[73] (operations per clock
cycle per multiprocessor) . . . . . . ... 120
6.1 Theoretical specifications of the R9-NanoGPU . . . . . .. ... ... ... 125
6.2 Measured GPU parametersforR9-Nano . . . . . . .. ... ... ...... 125
6.3 The GPU cost weights as measured forthe R9-Nano . . . . . . .. .. ... 126
6.4 SGEMM kernel parameters using a 16x16 thread block size. . . . .. . .. 126
6.5 Prediction results on the R9-Nano GPU for the red/black SOR, SGEMM
and lvmd-km kernels . . . . . . .. 127

B.1 The GPU on-chip memory types as provided by modern CUDA GPUs . . . 143



PREFACE

I’'m in the delightful position to author the finishing lines in this manuscript known as PhD
thesis. The feelings are mixed. It's a great relief that after all the enormous and long effort
spent, this work is finally reaching to its completion. On the other hand, there is a sense of
emotion as this journey is approaching to the end. | would think of finishing of this thesis
to be as one of the most important milestones in my whole life. | thank everyone cordially
who helped me reaching this goal.






A GPU performance estimation model based on micro-benchmarks and black-box kernel profiling

1. INTRODUCTION

Traditionally, the GPU (Graphics Processor Unit) has been used to accelerate the gener-
ation of stunning 3D image representations for 3D games and 3D professional graphics
applications. Complex 3D image rendering requires a huge number of compute opera-
tions to be performed in order to create realistic images. In addition, the 3D rendering
process is an embarrassingly parallel problem and this fact led to the adoption of parallel
computation paradigm on GPUs in a much quicker pace and to a vastly larger extent than
the traditional CPUs did. As GPUs steadily evolved to be more and more powerful ren-
dering engines in recent years they surpassed the compute capabilities of CPUs. Thus,
researchers began experimenting on general purpose computation on GPUs. Nowadays,
they are considered to be alternative compute accelerators and have found their place
in the HPC (High Performance Computing) sector which provides the necessary paral-
lel compute workloads for GPU consumption. However, GPU programming tends to be
more cumbersome and tedious compared to the CPU programming posing performance
bottlenecks. Moreover, experience has shown that performance is much more sensitive
to the proper use of GPU resources and thus it is more difficult to predict.

1.1 General purpose computation on GPUs

Historically, a graphics accelerator which afterwards evolved to a GPU was designed and
applied for graphics rendering purposes only. The processing units, traditionally called
shaders, were initially fixed-functioned. The first programmable shaders were introduced
in 2001[56]. This functionality triggered the development of shading programming lan-
guages. We note the Cg programming language[58], the OpenGL shading language (also
known as GLSL)[38] and Microsoft’s DirectX High-Level Shader Language (i.e. HLSL).
The emergence of these languages enabled the programmability of the processing units
within the GPU not only for graphics rendering but for solving general purpose problems
which could naturally map to the graphics pipeline. In this way the GPGPU (General Pur-
pose on Graphics Processing Unit) term was coined[50].

Research regarding the possibilities of GPGPU pushed the development of special pro-
gramming languages for GPUs with a focus on GPGPU, e.g. Brook[16]. However, the
actual breakthrough was set when the NVidia’s Tesla architecture[55] as well as pure GPU
compute programming languages were introduced. Tesla architecture employed unified
shaders which no longer were designed for a particular purpose but they could either be
used for vertex, fragment processing or computation. The first GPU adopting Tesla archi-
tecture was the GeForce 8800 GPU in 2006, which featured 128 streaming processors
with a theoretical peak of 518 single precision GFLOPS performance. Pure GPU compu-
tation languages emerged, e.g. CUDA[73] and OpenCL[39]. These languages enabled
the programmability of GPU for general purpose computation without involving the graph-
ics pipeline. In this regard, a great interest from the research community was spawned in
the adoption of GPUs for general algorithm acceleration.

37 E. Konstantinidis



A GPU performance estimation model based on micro-benchmarks and black-box kernel profiling

5750
5500
5250
5000

4750
4500 Intel CPU Double Precision

NVIDIA GPU Single Precision
e NVIDIA GPU Double Precision

4250 emgum|ntel CPU Single Precision

4000
3750
3500
3250
3000
2750
2500
2250
2000
1750 Tesla K40
1500 Tesla K20X
1250
1000 Tesla M2090
750 Tesla C2050

500 Tesla C1060
Harpertown

. p vy Bridge
S Bri
250 Woodcrest andy Loces
0 Pentium 4 ® ‘ 1 Bloomfield Westmere
Apr-01 Sep-02 Jan-04 May-05 Oct-06 Feb-08 Jul-09 Nov-10 Apr-12 Aug-13 Dec-14

Figure 1.1: A comparison of CPU and GPU floating point performance evolution [73].

The GPU performance has vastly improved over the last years (figure 1.1). In 2010 the
highest performing NVidia GPU (GTX-580) featured a theoretical peak of 1,581 GFLOPS
single precision, whereas in 2015 the highest performing GPU of the same vendor (Titan-
X) was rated at 6,144 GFLOPS, which is a 3.9x improvement. At the time of writing of this
paper the highest performing GPU to date was the NVidia GP100. According to [76] the
features of this GPU compared to the professional GPUs of the 2 previous generations in
table 1.1. Half precision has been pushed mostly with the artificial intelligence applications
in mind, e.g. deep learning methods. This performance plus the accompanying energy
efficiency of the GPU are the greatest incentives for the adoption of the GPU for general
purpose computation.

CUDA programming environment[73] has been developed by NVidia and it works exclu-
sively on NVidia hardware. Itis supported on all three major operating systems and itis the
most established GPU computing programming environment to date. It is well supported
by the vendor and most research on GPUs has been conducted by leveraging this partic-
ular API (Application Programming Interface). The most significant drawback of CUDA is
the restricted hardware support, which limits users to the particular vendor’s hardware.

The OpenCL is an open standard that targets multiple vendors and it is supported by the
Khronos group consortium. Programming style is similar to CUDA though more verbose.
However, it's not established to the same extent as CUDA though it receives steadily more
attention. One of the primary advantages of OpenCL is the wide type of hardware support
as it is not limited to GPUs but it can be applied on CPUs, DSPs, or FPGAs, as well.
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Table 1.1: Tesla P100 (GP100) GPU compared to prior GPU generations[76].

Tesla Products Tesla K40 Tesla M40 Tesla P100

GPU GK110 (Kepler) GM200 (Maxwell) GP100 (Pascal)

SMs 15 24 56

TPCs 15 24 28

FP32 CUDA cores / SM 192 128 64
FP32 CUDA cores / GPU 2,880 3,072 3,584
FP64 CUDA cores / SM 64 4 32
FP64 CUDA cores / GPU 960 96 1,792
Base clock 745 MHz 948 MHz 1,328 MHz

GPU boost clock 810/875 MHz 1,114 MHz 1,480 MHz

Peak FP32 GFLOP 5,040 6,840 10,600
Peak FP64 GFLOP 1,680 210 5,300
Texture units 240 192 224

Memory interface 384-bit GDDR5 384-bit GDDR5 4,096-bit HBM2
Memory size Upto 12 GB Up to 24 GB 16 GB

L2 cache size 1,536 KB 3,072 KB 4,096 KB

Register file size / SM 256 KB 256 KB 256 KB
Register file size / GPU 3,840 KB 6,144 KB 14,336 KB
TDP 235 Watts 250 Watts 300 Watts

Transistors 7.1.-10° 8-10° 15.3 -10°

GPU die size 551 mm? 601 mm? 610 mm?
Manufacturing process 28-nm 28-nm  16-nm FinFET

Currently, GPUs have mostly found a place on the HPC sector as the interest of the sci-
entific community is significant. This interest stems from the vast compute requirements
of scientific applications which tend to require enormous amounts of computations with
inherent parallelism, which pose the GPUs suitable for such kind of algorithms. Main-
stream use of GPU compute is still limited mostly to video and image processing, or brute
force workloads (e.g. cryptocurrency mining, cryptography). Due to the architectural dif-
ferences of CPUs and GPUs, performance optimization decisions have to be applied in a
different manner in order to attain high performance. Since, the goal of GPU computing
paradigm is reaching higher performance levels the proper use of optimization techniques

is mandatory.
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1.2 The performance analysis challenge

As already noted, the real focus of GPU computing is about performance so it would
be of great significance to be able to predict performance of GPU applications on a wide
range of hardware. Performance modeling information is particularly important that can be
exploited for either the consideration of a hardware upgrade or even on choosing important
optimization decisions. Additionally, the maximum performance that could be achieved is
very important as this could aid in searching for any worthwhile optimizations. However,
performance impact of migrating to a GPU accelerator or moving from one type of GPU to
another can be a puzzling process to predict. Performance bottlenecks can be different
due to architectural changes or variations on the balance of processor resources between
different types of processors.

CPUs do not require a vast amount of parallelism in order to yield decent performance.
They utilize large hierarchies of cache memories that are able to alleviate the large access
latencies of main memory. In addition, they employ advanced techniques in order to max-
imize the single threaded performance, e.g. aggressive speculative execution, register
renaming, result value forwarding, etc. All these features eliminate pipeline and memory
bottlenecks, leading to more predictable execution results.

On the other hand, GPUs are significantly more performance sensitive to supplied paral-
lelism, resource usage and memory access patterns. They are considered as massively
parallel compute devices as they practically need many thousands of active threads in or-
der to keep them occupied. This fact poses large problems with abundant parallelism as a
requirement. The GPUs feature much smaller cache memories which in conjunction with
the large amount of active threads allows only limited use, mostly for exploiting the spatial
locality between sibling threads. The missing of large cache hierarchies forces program-
mers to effectively use memory. However, GPUs require regular memory accesses with
specific requirements in order to apply coalescing, which is a mandatory requirement for
efficient memory accessing. All reasons above induce potential bottlenecks for GPU per-
formance. Practical experience has proven that GPU performance is sensitive to design
decisions and fine tuning. In general, GPUs tend to be less tolerant to naive program-
ming practices in regard to performance. Moreover, though GPUs provide great compute
performance, this can only be achieved on problems that match their characteristics.

It should be added that GPU ISAs (Instruction Set Architectures) are not fixed, which can
also affect the performance estimation process between different ISA GPUs. Modern
CPUs tend to be compatible on a specific ISA mostly due to the necessity of software
compatibility. The large existing software install base locks the CPU vendors on particular
ISAs, though they implement completely different micro-architectures within their prod-
ucts. On GPUs such restriction does not exist as the software install base typically does
not directly embed machine code but regularly binary code in other intermediate language
forms. That said, typically GPUs execute different machine codes for the same kernels
as they are just-in-time compiled for the respective ISA. Such differentiations can poten-
tially change the used instruction mix significantly and subsequently cause performance
variations.

E. Konstantinidis 40



A GPU performance estimation model based on micro-benchmarks and black-box kernel profiling

For all the reasons above this thesis is focused on proposing a performance model that
provides the necessary abstraction in order to be applicable on a wide range hardware,
yet it provides decent prediction accuracy, is quick and straightforward to apply and can be
fully automated based on black-box kernel inspection. In addition, this model was devel-
oped as roofline based and as such it is able to indicate an upper bound on performance,
which can be fairly useful to the programmer as a guidance, providing performance feed-
back for further optimizations. The ultimate goal was to provide a tool that runs automati-
cally the whole performance prediction process by utilizing an existing GPU program and
producing the final results without the user’s intervention.

1.3 Structure of thesis

This thesis is structured as follows. In the next chapter background information and a
summary of related work is provided along with their connection to this thesis. The back-
ground information includes a short historical overview of the GPU as it evolved from fixed
function graphics acceleration hardware to the point being considered as a special general
purpose computation coprocessor. The various programming environments developed to
date are also described. Related work includes relevant research work conducted in the
field of performance prediction models for GPUs, both analytical and simulations.

The third chapter develops a discussion on the foundation of the proposed model, i.e. the
roofline model, as well as, an introduction to the quadrant-split visual model. The roofline
model is a widely accepted tool for performance analysis and the proposed model is based
on the same concept. An alternative visual representation proposed is the quadrant-split
model giving additional insight on multi-processor performance analysis. Furthermore, the
roofline model was experimentally approximated by using an artificial micro-benchmark
dubbed mixbench.

The fourth chapter is essentially the main contribution of this work. It provides a detailed
description of all steps required by the proposed method along with an analysis of the pro-
posed performance model. The description is additionally complemented with two applied
case studies and validation with real performance measurement.

The fifth chapter is an extended experimental evaluation of the proposed performance
method. Experimentation on a wide range of real world kernels is provided and a further
analysis on special cases where the prediction was not considered adequately accurate.
Additionally, the kernel performance of mixbench micro-benchmark was also validated by
the exact same methodology.

The sixth chapter exhibits the potential of the proposed methodology in cross-vendor GPU
environments (AMD GPUs) and a summary of the assumptions made in the performance
model along with known limitations that have been identified.

The last chapter concludes by summarizing on the proposed performance model and initi-
ating a discussion on possible future improvements. The latter includes potential improve-
ments on the model itself, on the hardware support or on software assisted approaches.
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2. BACKGROUND AND RELATED WORK

2.1 The graphics accelerator as a Graphics Processing Unit (GPU)

Initially, the graphics accelerator had emerged as an ASIC (Application-Specific Integrated
Circuit) that performed fixed functions involved in 3D graphics rendering. In fact, well
before 3D hardware acceleration was established there had been graphics acceleration
hardware that focused on plain GUI 2D raster operations. The purpose of 3D hardware
acceleration was the offloading of these tasks from the CPU to another device with the
additional speed-up benefit. A simplified view of the graphics pipeline is illustrated in figure
2.1. Graphics accelerators gradually evolved by taking on the whole graphics pipeline.

vertices pixels

o b B —
Figure 2.1: The graphics pipeline.

The term GPU (Graphics Processing Unit) was first coined by NVidia for the purpose of
marketing of the newly launched GeForce 256 accelerator in 1999. According to the origi-
nal definition a GPU was presented as a "single-chip processor with integrated transform,
lighting, triangle setup/clipping, and rendering engines that is capable of processing a min-
imum of 10 million polygons per second”'. This term has been established for all modern
graphics accelerators ever since.

Initially, no programming could be applied on the graphics pipeline as all functions of
the GPU were fixed. However, as the accelerators evolved they allowed programmers
do write small custom programs that could be applied to the data processed within the
pipeline. These programs are called programmable shaders. The first GPU that of-
fered this capability was the GeForce 3 (NV20). It was introduced in 2001 and added
programmable pixel and vertex shaders. Thus, programmers could write programmable
shaders involved in either the vertex processor stage or the fragment processor stage.
This capability allowed the implementation of custom visual effects in graphics applica-
tions. Furthermore, it was the feature that enabled the capability of using GPUs for a
broader set of problems beyond graphics.

"http://www.nvidia.com/object/gpu.html
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2.2 The GPU as a general purpose processor

CPUs have traditionally been the heart of the computer as it is the primary component
that manages and executes the program’s instructions. All programs consist of a series
of machine code instructions and each instruction describes a tiny step in the progress of
computation. The solution of computational problems typically require a vast amount of
instructions to be executed in order to reach the final output of a program. Therefore one
of the primary factors in the speed of execution of a program is the speed of execution of
instructions as permitted by the central processor, i.e. the CPU. Especially the HPC sector
employs algorithms that require enormous amounts of computations to be performed.
Therefore, the effectiveness of CPUs in the execution of computation is of primary focus
in the particular industry.

During last decades the evolution of CPU has been mostly driven by the stable and fast-
paced evolution of process technologies employed by the semi-conductor industry. This
allowed the longevity of the so called Moore’s law[62] which had been first observed by
Gordon Moore, one of the founders of Intel corporation. This law was an observation which
described a doubling every year in the number of components per integrated circuit and
latter it was revised to doubling every two years. The increasing trend in the number of
transistors on the CPU combined with increasing clock frequencies allowed the exponen-
tial scaling in the performance of CPUs which lasted for many decades. This improvement
had been enjoyed by the software industry without applying any changes to the existing
software. However, that era has reached to end due to the power wall[79] that seized the
long term increasing of CPU frequency clock speeds and the diminishing improvements in
exploiting the instruction level parallelism in existing software. Then, CPU vendors turned
to multi-core designs that allowed the inclusion of multiple processors within the same
chip silicon. IBM Power 4 was the first CPU to employ a multi-core design on year 2001.
However, this move forced software designers to change their sequential approach in pro-
gram development to parallel in order to take advantage of this new trend. An expressive
quote used to present this new reality was ‘The free lunch is over {87, 88].

On the other hand, the graphics accelerator employed a parallel design since the early be-
ginnings. The parallel nature of graphics processing allows a huge number of operations
to be performed in parallel and thus, GPU vendors adopted widely parallel processing de-
signs on GPUs. For instance, even the GeForce 256, introduced in 1999, employed quad
pixel pipelines. Thereafter, the additional transistors per fabrication node generation led
the GPU performance to rapidly increase.

Initially however, the GPU didn’t offer the programmability required to exploit this compute
capacity for anything more than graphics rendering. Later on the programmable shader
capability was introduced in 2001, as already reported, but the hardware units (shader
units) that were designed to execute shader code were still specialized to the particular
unit type. This meant that there were different physical units on the GPU at the time for
each pipeline stage, i.e. vertex shader units and pixel/fragment shader units, each built for
the execution of particular shader type codes. This led to imbalances in execution loads
inducing negative performance impact.
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2.21 Unified shaders through the introduction of the Tesla GPU architecture

The real breakthrough in the GPU computing field was set when the first desktop GPU with
unified shaders was released. That was the NVidia GeForce 8800, which was introduced
in 2006 and employed the Tesla GPU architecture[55]. It enabled flexible programmability
through CUDA[73], a native GPU compute programming environment.

Some key information of the Tesla architecture[55] (figure 2.2):

» 128 streaming-processor (SP) cores organized as 16 streaming multiprocessors
(SMs) in eight independent processing units called texture/processor clusters (TPCs)

+ The SM manages and executes up to 768 concurrent threads in hardware with zero
scheduling overhead.

* The SM is a unified graphics and computing multiprocessor that executes vertex,
geometry, and pixel-fragment shader programs and parallel computing programs.

» The SM consists of eight streaming processor (SP) cores, two special function units
(SFUs), a multithreaded instruction fetch and issue unit (MT Issue), an instruction
cache, a read-only constant cache, and a 16-Kbyte read/write shared memory.

» The GeForce 8800 Ultra clocks the SPs and SFU units at 1.5 GHz, for a peak of 36
GFLOPS per SM. To optimize power and area efficiency, some SM non-data-path
units operate at half the SP clock rate.

« To efficiently execute hundreds of threads in parallel while running several different
programs, the SM is hardware multithreaded. It manages and executes up to 768
concurrent threads in hardware with zero scheduling overhead.

In order to support a large number of concurrent hardware threads, the SM sustains a
large set or registers (8,192 total 32bit registers per SM) in order to be able to perform
zero-cost switching whenever required. This allows supporting very fine-grained paral-
lelism in an efficient manner. The SM features a flexible type of SIMD (Single-Instruction,
Multiple-Data) architecture which designers call single-instruction, multiple-thread (SIMT).
The SM'’s instruction unit creates, manages, schedules, and executes threads in groups
of 32 parallel threads called warps. In essence, each warp maps to 32-lane SIMD oper-
ations and is able to follow an independent code path. During the execution, individual
threads can be inactive due to independent branching. The SM maps the warp threads
to the SP cores, and each thread executes independently with its own register state. The
SM executes instructions at full efficiency and performance when all 32 threads of a warp
take the same execution path. In case the threads within a warp diverge due to a data
dependent conditional branch, the warp serially executes each branch path taken, dis-
abling threads that are not on that path. After the execution of all taken paths complete,
the threads re-converge on a common execution path. Different warps can freely follow
independent execution paths without incurring negative performance impact.
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Figure 2.2: The NVidia Tesla GPU architecture[55] block diagram.

SIMT execution fashion is similar to SIMD. The difference is that SIMT applies instructions
to multiple threads instead of multiple data lanes. In essence, the SIMD architecture and
its vector width is not directly exposed the GPU ISA architecture. The GPU architecture
instructions are scalar but they are executed by multiple threads in lockstep. It is a duty
of the hardware to manage the SIMD execution. For that reason, this architecture allows
programmers to ignore the SIMT execution implications and write parallel code in a MIMD
fashion, by letting the hardware execute coordinated threads in a SIMD fashion. However,
they can optimize performance by minimizing the circumstances where thread warp exe-
cution diverges. In contrast, typical SIMD vector execution requires from the programmer
to explicitly handle vector operations and manage divergence, including vector loads and
stores from memory.

The SM warp scheduler operates at half of the SP’s clock rate. At each cycle, it selects
one warp which is ready for execution to issue an instruction. The selected warp executes
the issued instruction over four SP cycles. The warp scheduler issues instructions to the
SPs and SFU units on alternate cycles, potentially keeping both fully occupied. These
specifications enable the GeForce 8800 Ultra GPU a theoretical peak performance of
36x16=576 GFLOPS.

The supported ISA includes floating point, integer, flow control, memory load/store and
texture operations. The integer and floating point operations include add, multiply, multiply-
add, minimum, maximum, compare, transcendental, bitwise and conversions operations.
Memory access supports read/write accesses on the three distinct address spaces, i.e.
local memory, shared memory and global memory. In addition there is a constant mem-
ory address space offering read only access capability and a texture unit which allows
cached read-only accesses in addition to sample bilinear filtering. Multiple global memory
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accesses can be coalesced, as long as they are aligned and reside on the same memory
segments, one fact that can optimize use of memory bandwidth.

The Tesla scalable parallel computing architecture enabled the GPU to be effectively
adopted for high-performance computing applications. Data parallel design embraces
a two level decomposition, where the problem is first decomposed to blocks and then,
the blocks are further decomposed to small problems that can be executed in parallel.
This design maps naturally to the architecture of the GPU. The blocks map to the SMs
and they are executed without any synchronization among them. The smallest tasks are
then mapped to CUDA threads of CTAs (Cooperative Thread Arrays) which are threads
belonging to groups that have the ability to synchronize and exchange data in an efficient
manner. This kind of two level parallelism allows great scalability as the blocks can be
distributed to as many GPU resources are available.

The fundamental features set on this GPU architecture have been carried over to Fermi
architecture [63] and on the currently most recent GPU architectures. Some aspects have
improved, though, but the primary architecture has stayed intact employing a similar two
level SIMT thread hierarchy and fine grained scheduling.

2.2.2 A comparison of the GPU and the CPU

The CPU and the GPU have fundamental differences from the perspective of general pur-
pose computing. CPUs are traditionally optimized on sequential programs with a focus
on the minimization of latencies. GPUs, in contrast, focus on maximizing throughput by
relaxing the latency restrictions and pushing parallelism to extreme levels. These natu-
ral differences reflect to many design aspects including the threading capabilities, core
datapath, as well as, the memory hierarchy.

As already described, GPUs do excessive use of fine grained multithreading. CPUs on
the other hand, rely on coarse grained multithreading in order to scale performance by
duplicating the CPU resources and to increase its utilization by employing symmetric mul-
tithreading. However, multithreading is limited on CPUs. A typical 4 core desktop CPU
provides a total of 8 hardware threads at most. A recent NVidia GPU allows a total of up to
64 active warps of threads, per SM. The GPU employs excessive multithreading in order
to hide pipeline and memory access latencies.

A fundamental difference between SIMD, as it is applied on the CPU, and SIMT execu-
tion lies in flexibility. CPU SIMD instructions are not always applicable as their use is
dependent on the access patterns and conditional operations. In addition, programmer
has always to have the width of SIMD in mind. On the other hand, SIMT execution offers a
great programmability advantage as every type of instruction is able to execute in a SIMT
fashion and the conditional branches can be suitably handled by the hardware. The only
implication of conditionals is their negative impact on performance, as they do not affect
the implementation.

At the time of writing of this thesis, contemporary desktop CPUs were equipped with up
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to 10 cores. The largest consumer GPUs featured more than 20 SMs. In addition, one
should consider the parallelism per core, per SM. A GPU SM can regularly perform a count
of operations to the order of hundreds per clock whereas a CPU performs to the order of
tens. Therefore, the overall parallelism characteristics of the GPU are far more evident
compared to the CPU.

A modern CPU is equipped with 3 to 4 levels of cache memory. Typically, the L1 cache
is exclusive to each core whereas L3 & L4 are shared among cores. On the other hand,
GPUs feature a simpler cache memory structure, typically organized in a 2 level hierarchy
(L1 & L2). The L1 is dedicated to each SM whereas L2 is shared. GPU caches in general
are optimized for spacial locality instead of temporal locality. A significant cause for the
statement above is the necessity of servicing a huge number of active threads, the memory
accesses of which will largely evict any cached data that is intended to be reused. This
effect eliminates any opportunities to exploit temporal locality. For this reason, the GPUs
are typically suited for applications that employ specific patterns on data reuse.

On the other hand, the GPU main memory provides higher memory bandwidth compared
to the CPU. The GPU memories are optimized for bandwidth, though, their access laten-
cies are significantly higher. Typical bandwidth for GPUs is rated to hundreds of GB/sec
which is an order of magnitude higher than the typical bandwidth of a CPU.

Additionally, each GPU SM has far more available register space than a CPU core does.
The large register files are required in order for the GPU to keep the context of vast
amounts of active threads on the SM, enabling zero cost thread scheduling. As men-
tioned earlier, each SM is able to support thousands of active threads. In order for this to
be this possible, the register file must be sized to hundreds of KBytes.

Comparison of particular CPU and GPU products

As a more direct comparison, the GP100 GPU[76], the specification of which has already
been provided in table 1.1, is compared with an equivalent high-end server class CPU, the
Intel Xeon Intel Xeon Processor E7-8890 v4. Both products are HPC oriented and used
on servers. A direct comparison of quantitative features that were discussed previously is
presented in table 2.1.

The particular CPU consists of 24 CPU cores whereas the GPU is equipped with 56 SMs.
Each CPU core is able to keep just 2 active hardware threads through hyper-threading
technology. In contrast, each SM is able to keep a maximum of 64 warps active. This
entails a huge difference on the maximum hardware threads per processor (=~ x75).

Similarly, the register file per SM on the GPU is more than x21 the register file of the
CPU. The recent Intel Skylake architecture designates the CPU cores having 180 physical
integer registers plus 168 physical floating point registers. This is a total of 180 x 8 + 168 x
64 = 12,192 bytes per core, assuming the use of AVX512 SIMD extensions (512bits per
floating point register and 64bits per integer register). On the contrary, each SM of the
NVidia P100 GPU is equipped with a 256KB register file, which is far larger.
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Table 2.1: A comparison of Xeon E7-8890 v4 CPU and NVidia GP100 GPU features[76].

Feature NVidia GP100 Intel Xeon E7-8890 v4 Ratio

Core/SM count 56 24  2.333

Flops per clock, per core/SM 64 DP Flops 16 DP Flops  4.000
Total hardware threads/warps 3,584 48 74.667
Total last level cache 4 MB L2 60 MB L3 0.067
Total per core dedicated cache 3,584 6,912 0.519
Register file size per core/SM 262,144 bytes 12,192 bytes 21.501
Total register file space 14,336 KB 285.75 KB 50.170
Memory bandwidth 720 GB/sec 85 GB/s 8.471

On the other hand, cache memories are dramatically smaller on the GPU. Although, the
GPU has 4MB of L2 cache, which is the largest recorded to date for a GPU, the CPU
features a x15 larger L3 cache. Furthermore, the total core dedicated cache is almost
double on the CPU (24 x 256 + 768 = 6,144 + 768 = 6,912 vs 56 x 64 = 3,584). However,
the small memory cache is alleviated by the exceptionally high memory bandwidth, which
is more than x8 on the GPU and it is provided by the stacked HBM2 memories.

The harnessing of parallelism was evident on the GPUs since the early beginnings. Since,
this trend only became more aggressive and at the time of writing of this thesis the high-
end GPUs featured well over 3,000 parallel ALUs (Arithmetic Logic Units), e.g. the NVidia
GP100[76] and the AMD Fiji with 3,584 and 4,096 shader units, respectively. This aggres-
sive parallel architecture of GPUs pushed them to extreme levels of compute capabilities.
As already presented in section 1.1 the GPU compute performance evolution has been
greatly increased over the last years. This is mostly attributed on the fact that the graph-
ics rendering process offers huge parallel floating point computation opportunities and the
GPU designs were built to exploit this abundant parallelism. The clock frequency wall did
not have a severe negative impact for GPUs whereas CPUs suffer to exploit additional
instruction level parallelism from existing codes.

2.3 GPU compute programming paradigms

Early adoption of GPUs for computation employed shader programming languages though
the available graphics APIs. Some popular shading languages at the time were the
OpenGL shading language (also known as GLSL)[38], the NVidia’s Cg programming lan-
guage [58] and Microsoft’'s DirectX High-Level Shader Language (i.e. HLSL). These
paradigms forced researchers to map their computation problem into a graphics prob-
lem. Therefore, it required a knowledge background and experience on the graphics APls
and pipelines.
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GPUs intrigued the interest of researchers since the early beginnings. Some indicative
early work on GPUs for general purpose computation is the work of Dokken et al. describing
methods and challenges of GPGPU, along with an example of solving the heat equation
using a Jacobi iteration [25]. An additional implementation of the Jacobi iteration compu-
tation was proposed by Amorim et al. [83], who presented an implementation using both
CUDA and OpenGL shaders (GLSL). Another example is an intrusion detection system
by Jacob et al. [34] which offloads string-matching computations to the GPU and it is im-
plemented in Cg.

In order to alleviate the programmer’s involvement with graphics management, the Brook
research project[16] was developed as a special GPU compute language that could hide
the graphics peculiarities from the programmer. However, the particular language, though
being a promising project, never did gain wide acceptance.

The CUDA environment[64, 73] was the first native GPU compute development environ-
ment which consisted of a complete toolchain for GPU compute programming and was
independent to the already existing graphics APls. It was firstintroduced in 2007 by NVidia
and since, it has been the most popular GPU computing toolkit available. It supports all
modern NVidia GPUs, commercial and professional, and the most common operating sys-
tems, i.e. Windows, macOS and Linux. It provides a rich API on the host processor for
the GPU management and a C/C++ like kernel language for GPU kernel programming.

One of the most significant disadvantages of CUDA is its hardware support limitation to
NVidia GPU hardware. This gap is filled by an alternative GPU computing library called
OpenCL (Open Compute Language) and directed by Khronos group[39]. OpenCL is an
open standard which is supported by most hardware vendors. Its purpose is not limited
on GPUs, but it has been also supported by CPUs, DSPs and FPGAs. It has the form of a
library and it accepts kernels in text form through function calls which are compiled by the
device driverin a JIT (Just In Time compilation) fashion. The OpenCL programming model
is quite similar to CUDA. The kernel language is a C derived language called OpenCL C.
Beyond CUDA, OpenCL is one of the most popular GPU programming paradigms.

CUDA and OpenCL are considered as low level GPU programming models as they expose
significant details of GPU execution and provide almost full control of the device. As such,
the programmer needs to have a deep knowledge of the GPU hardware in order to achieve
acceptable performance. In addition, a problem raised by using low level programming
models is the significant time required for the development of optimized code which is done
at the cost of productivity. This need has led to higher level GPU programming models
which facilitate productivity.

OpenACCJ[77] is one of the most well known high level programming languages for GPU
compute. It is directive based and it allows the same source to be compiled for CPU if it
is not supported by the compiler. In this sense, it significantly resembles the OpenMP[23]
parallel programming standard, though it has been developed specifically for GPUs.

Similarly, the OpenMP standard[23, 78] has expanded its support to accelerators since its
version 4.0. It is directive based, similarly to OpenACC. However, it is a well established
programming paradigm for shared memory multi-processors and it has only recently been
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extended support to GPU accelerators.

Another higher level programming model for GPUs is C++AMP[60]. C++AMP is a stan-
dard specification defining a set of extensions on top of the C++ language on the purpose
of GPU compute acceleration. It has been introduced by Microsoft corporation and the
implementation they developed leverages the DirectX APl as a backend, restricting the
OS platform to Windows. Recently, however, a C++AMP implementation has been intro-
duced by AMD through their open source HCC compiler[84] which leverages the LLVM
compiler infrastructure[49] and is available for Linux OS. This implementation uses the
ROCmM[7] software stack as a backend, which is an open source software stack specifi-
cally developed for professional GPU compute.

Finally, apart from programming languages for GPUs the diversity of GPU architectures
imposes the use of intermediate languages in order to split the compilation process to more
and simpler stages. Typically, each one of the GPU compute platform implementations
defines its own intermediate language. As a reference we provide the most common in
table 2.2 along with the respective platform.

Table 2.2: Most common intermediate languages leveraged by GPU computing platforms.

Intermediate Language GPU computing platform
PTX (Parallel Thread eXecution)[74] NVidia CUDA
SPIR/SPIR-V (Standard Portable Intermediate Representation)[35] Khronos OpenCL
HSAIL (HSA Intermediate Language)[33] HSA Runtime
AMD IL (AMD Intermediate Language)[3] AMD OpenCL runtime

2.4 GPU performance modeling

The GPUs have offered additional opportunities in the high performance computing field
by being utilized as accelerators in dense computations. Since they play a key role in
performance computing and their architecture is significantly different from the more tra-
ditional processors, i.e. CPUs, they have triggered the researchers’ interest in designing
performance models.

GPUs, as opposed to CPUs, are throughput processors. They mostly have different per-
formance bottlenecks and peculiarities than CPUs due to their different characteristics.
The different amounts of caches, the vast concurrency, increased latencies, higher com-
pute throughput and memory bandwidth are some factors. A performance model should,
at least, focus on the performance critical factors of the GPU. The different characteris-
tics of the GPU impose the use of tailored performance models on this special type of
hardware.

The work that has been developed to this goal can be classified into two major categories.
First is the simulation approach which can be extremely accurate yet a time consuming
process. The analytical approaches are much faster and easier to apply. Furthermore,
they tend to use and provide a better high-level insight [30]. Simulation based predictions
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may use vast amount of generated data that may not yield the desired insight that is easy
to be interpreted by GPU programmers. Using an analytical performance model with a
reasonably small number of parameters could lead to a model easy to use by programmers
while producing predictions that are sufficiently accurate.

In the following paragraphs simulation based modeling approaches are first presented
and next the analytical approaches to performance estimation follow. Additionally, some
more special case approaches are presented. Finally, power efficiency oriented, as well
as, GPU micro-benchmarking research is described. The referred research work mostly
employs the NVidia CUDA programming environment, unless otherwise stated.

2.41 Simulation based models

Here some significant related work on GPU simulators is presented. Bakhoda et al. de-
veloped a simulator called GPGPU-Sim[9], which simulates the execution of PTX instruc-
tions. The authors employed the simulator to characterize the performance impact of sev-
eral micro-architecture features, including the interconnect topology, the use of caches,
the design of memory controller, the parallel workload distribution mechanisms and the
memory request coalescing hardware. In their experiments they observed that perfor-
mance is more sensitive to the interconnect bisection bandwidth rather than latency and
that, for some applications, running fewer threads concurrently than the GPU allows can
improve performance by reducing contention in the memory system. At the end of this
section more detailed information is provided regarding the GPGPU-Sim simulator.

Power et al. developed an heterogeneous CPU-GPU simulator called gem5-gpu[80]. It is
based on the aforementioned GPGPU-Sim simulator [9] and on the gem5 CPU simulator
[12]. Itis able to support coherent caches and a single virtual address space with separate
physical address spaces on CPU and GPU.

Multi2Sim simulator [89] is yet another open source CPU and GPU simulator. In [89]
authors used it to simulate an x86 CPU and an AMD Evergreen GPU. It has been extended
though to support the more recent AMD Southern Islands GPU architecture.

Another PTX execution simulator is Ocelot, which has been developed by Kerr et al. [37].
Ocelot can execute compiled kernels from the CUDA compiler and it supported the full PTX
1.4 specification at the time authors had written their research paper. The authors used
the simulator to provide experimental results that quantified the impact of optimizations,
e.g. branch re-convergence, data sharing between threads and additional parallelism.

A special software tool that enables simulated execution of GPU programs is Oclgrind [81].
The particular software allows running OpenCL applications on a virtual OpenCL software
device. In this sense, it cannot be strictly considered as a GPU simulator, yet it allows
GPU program execution analysis and bug detection through software. More information
on the tool follows.

Most tools discussed in this section are provided under open source licenses and therefore
are freely available for experimentation. Two representative tools are further described
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here.

GPGPU-Sim

The GPGPU-Sim simulator [9] has been extended to support CUDA and it incorporates
all essential architectural features of a GPU. It supports the notion of a shader core which
is equivalent to the Streaming Multiprocessor and each core consists of an SIMD unit,
the width of which is the same as the number of SPs per SM. The cores are connected
to a set of memory controllers through an interconnection network and each controller
features an L2 cache. Each shader core consists of a set of fast memories, i.e. L1 texture
cache, L1 constant cache, L1 local & global caches and shared memory. The simulator
supports essential features of GPU execution including multi-stage pipelines, thread warp
scheduling in groups of 32 threads, memory access transaction coalescing and a round
robin scheduling of warps supporting long latency operations (e.g. DRAM accesses).
Essentially, the simulator accepts PTX kernel code as input for execution.

The initial work [9] was focused on a GeForce 200 based GPU model, thus the width of the
SIMD had been set to 8. At the time of writing of this thesis, though, the simulator had been
extended with support of the Fermi GPU architecture. It provides configuration with a wide
range of architectural options. It is believed that it can be extended in a straightforward
way to support even more recent GPU architectures.

Oclgrind

Oclgrind is a tool that acts as a virtual OpenCL device on the system[81]. It enables
the analysis and debugging of OpenCL programs. It features a plugin interface provid-
ing extensibility through which sophisticated developer plugins can be developed for the
collection of individual execution metrics in order to satisfy complex analysis.

The tool executes kernels in an architecture-agnostic manner. No actual execution on a
physical GPU is conducted as OpenCL kernels are assigned to the CPU for execution.
The tool does not simulate any particular GPU features as it aims at correct semanti-
cal execution of OpenCL code conforming to the standard. The OpenCL kernel sources
are compiled to SPIR (Standard Portable Intermediate Representation) code. Thereafter,
SPIR code is executed by interpreting SPIR instructions.

The tool incorporates a plugin that can generate histograms of the different types of instruc-
tions executed by the OpenCL kernel. It enables the developer to inspect the approximate
instruction mix and the amount of memory that is read or written to each memory type. As
the interpreted instructions are based on SPIR, they won’t precisely match the GPU ISA
instructions of any actual hardware, yet the ability to perform run-time analysis on their
execution is still worthwhile for performance investigation.

In [81] it is reported that Codeplay, a software development company specializing in cre-
ating compilers and tools for heterogeneous architectures, has developed an extended
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implementation of Oclgrind that gathers data on memory operations. According to the
report, offline analysis of this data allows developers to identify code that is generating ex-
cessive off-chip memory traffic or causes poorly coalesced memory accesses. This tool
exhibits the extensibility of Oclgrind as a performance analysis tool.

2.4.2 Analytical approaches

An early work example was done by Liu et al. who proposed GPU performance prediction
models[57] which classify a GPU application to one out of three categories, i.e. data-linear,
data-constant and computation-dependent. They employ a set of factors that affect per-
formance: the time to load data to RAM, read back results to CPU, load shader program to
fragment processor, do overhead operations (framebuffer initialization and texture binding
and mapping) and perform the actual computation on fragment processor. As a pioneering
work the implementations were developed in a graphics API, i.e. GLSL.

A high level abstract model was developed by Ma et al. who proposed a GPU perfor-
mance theoretical model[48] called called “Threaded Many-core Memory”. It is regarded
as an improvement of the PRAM model[27]. This model extends on the PRAM model
by supporting features as highly threaded execution and memory access latency hiding.
Authors analyze the accuracy of PRAM and TMM on four algorithms for the classic all
pairs shortest paths problem where they prove the superiority of the latter.

An analytical GPU performance model that is based on the occupancy of the memory sub-
system and exhibits the memory warp level parallelism was proposed by Hong et al. [31].
This model considers the amount of parallel memory requests filling the memory pipeline
by considering the amount of running threads, operational intensity and memory band-
width. Authors employed the CUDA programming environment and they applied their
model on micro-benchmarks and applications where they exhibited 5.4% and 13.3% ge-
ometric mean of absolute errors, respectively.

Another performance prediction model was proposed by Kothapalli et al. [47] on which
they took into account of various special GPU characteristics, e.g. the amount of cores
(SPs/SM), the effects of memory latencies, memory access conflicts, cost of computation,
scheduling and pipelining. Their proposed model can be used to analyze CUDA kernel
pseudo codes in order to obtain performance estimations. The authors performed exper-
iments with matrix multiplication, list ranking and histogram generation kernels.

An analytical approach was also followed by Baghsorkhi et al. who performed perfor-
mance prediction on GPU architectures[8]. The authors represent a GPU kernel as a
work flow graph structure, which they analyze in order to estimate performance. They use
benchmarks that stress different GPU micro-architecture events, e.g. uncoalesced mem-
ory accesses, shared memory bank conflicts and branch divergence, all of which pose
challenging to analytical performance models. Authors validate their performance model
on matrix multiplication and FFT kernels. It can be useful for either compiler applying
optimizations or GPU programmers in order to assess performance bottlenecks in their
code.

E. Konstantinidis 54



A GPU performance estimation model based on micro-benchmarks and black-box kernel profiling

Stevens et al. in [86] propose a linear GPU performance model based on kernel param-
eters and GPU coefficients for numerical oriented kernels. They consider costs related
with data motion, floating point computations and synchronizations. A set of benchmarks
is used in order to fit the parameters to the characteristics of the applied GPU hardware.
In this respect this model does not account for overlapping of compute and memory op-
erations. The relative performance accuracy exhibited in their experiments is comparable
to previously published work. Authors employed the OpenCL GPU programming environ-
ment and in this regard, their model can be used across GPU vendors and architectures.

Sim et al. proposed an analytical performance prediction framework with a focus on guid-
ing the programmer to beneficial optimizations in order to improve performance[85]. The
authors built a performance model which makes use of a wide set of parameters, e.g.
detailed instruction counts, warp counts, and hardware parameters, e.g. SM counts, la-
tency metrics, cache miss ratio, ILP (Instruction Level Parallelism), MLP (Memory Level
Parallelism), SIMD width, etc. Their model is based on the MWP-CWP (Memory Warp
Parallelism - Computation Warp Parallelism) model. It can generate programmer guid-
ing metrics. The authors employ their proposed model on sample input codes in order to
predict performance benefits.

In another pioneering work authors create a performance model based on the investiga-
tion of GPU ISA code and three major components, such as pipeline, shared memory and
global memory access[94]. The authors employ micro-benchmarks on the assessment of
GPU characteristics on the currently rather old GeForce 200 architecture. Their proposed
model is able to identify GPU kernel bottlenecks and provide quantitative performance
analysis allowing programmers to predict the benefits of potential program optimizations.
The experiments include three GPU applications: dense matrix multiplication, tridiagonal
systems solver and sparse matrix vector multiplication. They present experimental results
with high accuracy (5-15% error) as the model exploits information based on the native
GPU instruction set. In addition, authors employ their model to suggest architectural im-
provements on hardware.

Dao et al. in [24] propose two performance models for GPUs. A sampling based linear
model and a more advanced machine learning model. The former cannot deal with coa-
lescing or caching effects, whereas the latter can be used on either with or without caches.
The authors employ the OpenCL API.

Other researchers have used statistical methods for the purpose of performance predic-
tion on GPUs. Velho et al. employ a simple linear regression model for the purpose of
performance modeling[91]. Their proposed model involves three components: dispatch
time, execution time and collection time. They apply it on three common problems: matrix
multiplication, FFT and NeedleMan-Wunsch algorithm. Ali Karami et al. propose a per-
formance analyzer framework[36] focusing on OpenCL kernels which is based on princi-
pal component analysis (PCA) and a multiple regression model, utilizing data extracted
by hardware profiling metrics. A multiple linear regression model was also employed by
Mirsoleimani et al. in order to construct a performance predictor for GPUs[61]. Zhong
et al. incorporated a performance model[95] on a tool they developed which aims to im-
prove the utilization of GPUs by optimizing the scheduling of workloads through dynamic
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slicing along with concurrent kernel execution. The performance model they propose is
based on Markov chain theory as they attempt to capture the non-determinism of concur-
rently executed kernels.

Authors in [54] utilize a performance model in their work involving a compute/memory
bound analysis. It is based on IPC metrics of various operations and the maximum mem-
ory bandwidth of the GPU, combined with a set of kernel’s instruction count parameters.
Their primary focus is an algorithm for scheduling concurrent kernels, focusing on the opti-
mized order of execution through combining kernels with opposing resource requirements,
i.e. compute intensive along with memory bandwidth intensive kernels. They define the
degree of the relative synergy among kernels as a measure for rating the extent to which
kernels are symbiotic. Through symbiotic scheduling the authors exhibited both perfor-
mance, as well as, energy efficiency gains.

Part of research work is focused on the analysis of specific aspects and resources which
can be performance critical during GPU execution. Boyer et al. built the Grophecy++
framework which they use to predict speedups of GPU kernels with a particular focus on
the CPU-GPU data transfer cost[15], the cost of which is a potential bottleneck when data
is not resident in the device memory. The Grophecy++ framework extends on Grophecy
[59], an earlier presented framework which is able to project the overall speedup from
CPU code. In particular, Meng et al. in [59] describe a method for developing an abstract
representation of a CPU code called skeleton, which they analyze by mapping its pieces
to various code transformations that correspond to hypothetical GPU codes. Their frame-
work does not require an actual GPU implementation. Later on, this representation can
map to estimated performance as well as the cost of development of the particular GPU
code, which can help developers determine whether GPU acceleration is beneficial before
actual development is undertaken.

Van Werkhoven et al. are also focused on the CPU-GPU transfer cost and they developed
a cost model that considers the PCle transfers, as well as, the overlapping of communi-
cation with computation [90]. The authors explore the wide range of possibilities in the
implementation of overlapping, e.g. the applied number of streams or the use of device-
mapped host memory. They propose this model for the evaluation of all possible different
implementations with respect to their performance.

Authors in [40] propose CuMARPz, a tool for analyzing the memory access patterns per-
formed by GPU kernels in order to give guidance on optimizations. It focuses on analyzing
the behavior of both shared and global memories. This is based on memory access sim-
ulation by considering many aspects, i.e. data reuse, global memory access coalescing,
shared memory bank conflict, channel skew and branch divergence. The performance
impact of these aspects is predicted on various ways using shared and global memories.
The authors exhibited a 32% improvement on code over a previous approach.

A hybrid approach was employed by authors in [17], which is focused on exploiting the
advantages of both simulation and analytical prediction approaches. The authors devel-
oped a tool designed for performance prediction, in which they employ both a simulator
and an analytical model. They combine them in order to be able to do fast and accurate
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performance estimations.

The roofline model

The roofline model [92] introduced by Williams and Patterson, is a visual model that pro-
vides insight on the maximum expected performance of a kernel by considering both pure
computation and DRAM memory transfer requirements. It is based on the assumption
that performance is either bound on the compute potential or the memory bandwidth of
the underlying processor. The performance bound is either one depending on the relative
requirements of operations of the application. The compute to memory transfer perfor-
mance ratio is expressed with O,., as equation (2.1) shows, which is the fraction of the
maximum compute operation throughput to memory bandwidth specifications of the de-
vice.

Throughput compute)

Oev = (2.1)

Bandwidthmemory)

Operational intensity is measured in flop/byte units and is used to determine the limiting
performance factor on a particular processor. This can be applied by estimating the pro-
gram’s operational intensity which is determined by the respective program’s requirements
as equation (2.2) indicates:
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Figure 2.3: The roofline visual model for Intel Xeon E7-8857 v2.
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This fraction is also measured in flop/byte units but it is dependent on the application
characteristics. Depending on the whether Oy.... > Oge, the kernel is considered as
compute bound or memory bound. The graphical representation of the roofline model is
able to provide a quick and insightful visual representation of the device theoretical peak
performance. In figure 2.3 the solid line represents the theoretical peak performance of an
Intel Intel Xeon E7-8857 v2 CPU depending on the program’s operational intensity. In this
example for program operational intensities up to 3.39 flop/byte the program is considered
as memory bound. Compute bound programs must exhibit higher compute intensity.

The expected theoretical peak performance of a device is estimated using equation (2.3):

ThroughPUt(compute)a if Okernel > Odev

‘ . (2.3)
Okernel X Ba'ndedth(memory)a if Okernel < Odev

Perf(roofline) = {

For example, the computation of the dot product between two double precision arrays of
length N requires traversing both of them. Thus, the expected memory traffic for accessing
both arrays would be 2 x N x 8 = 16 x N bytes. The amount of compute operations
is 2 x N + 1, as each pair of values between the two arrays has to be multiplied and
accumulated to the total sum. Therefore the operational intensity is estimated to be as
follows (2.4):

(2x N+1)

T ~1/8 (2.4)

Odot product —
which in general is rather low. In the graphic representation (figure 2.3) one can check
for the particular operational intensity which is the expected performance (intersection of
dashed and solid lines). In this case, the Intel Xeon E7-8857 v2 features O, = 288/s5 =
3.388 flop/byte, which is more than 25 times higher. Therefore, the roofline model points
to a memory bound performance limitation for the dot product computation.

Therefore, using this principle can aid on the characterization of particular programs.
Knowing the actual performance limitation is essential in order to follow proper decisions
for optimizing a particular application on a specific hardware.

Roofline derived models

Higher level performance models are more hardware agnostic, consisting a hardware ab-
straction of the real device, but tend to be less accurate. Nugteren et al. proposed a high
level performance model[65] which is roofline based, though refined by classifying the
kernel under inspection to a specific type out of a set of predefined classes which are fine
tuned instances of the roofline model, based on specific problem parameters. This way
the performance model provides more accurate prediction results compared to a common
roofline model approach. A significant highlight is that their proposed model inherently
works without requiring an existing optimized code implementation, which turns the model
ideal for estimating performance prior development.
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Bombieri et al. designed a performance model[13] for identifying performance bottlenecks
on GPU kernels, with the ultimate goal of taking optimization decisions. The authors iden-
tify the maximum potential performance speed-up by eliminating a particular bottleneck.
They applied their model on three cases: Parallel Reduction, BFS and Matrix Transpose.
Through the method they propose they showed the way their proposed model led to opti-
mizations as a tool for providing guidelines to programmers.

Another roofline derived model is the work proposed by Li ef al. in their “X model”’[52]. It
is based on an older proposed visual model by the same authors called “Transit” model
and combines rooflines of memory bandwidth and compute throughput. Authors consider
the ILP, TLP (Thread Level Parallelism), DLP (Data Level Parallelism) and MLP (Memory
Level Parallelism) factors. Using the “X graph”, which is generated through the “X model”,
GPU programmers can identify performance bottlenecks and evaluate the effectiveness
of optimizations by investigating their individual and combined effects on performance.

2.4.3 Specialized application models

Other researchers have worked on performance models tailored for specific applications.
Examples are the work of Guo et al. as well as Li et al. , who have focused on Sparse
Matrix-Vector Multiplication (SpMV)[29, 53]. Guo’s goal is to accurately predict the ker-
nel execution times of CSR, ELL, COO, and HYB SpMV kernels, without being limited by
GPU programming languages or restricted to specific GPU architectures. The focus of Li
is a matrix type independent method for performance analysis and optimization. Authors
employ a probability mass function (PMF) method to optimize the SpMV computation pa-
rameters. Using this method they estimate the performance of SpMV based on COO,
CSR, ELL, and HYB formats. They compare their proposed method to the proprietary
cuSPARSE lib.

Baumeister’s et al. work regards to Finite-Difference Time-Domain (FDTD) applications[10],
whereas Feichtinger ef al. have built a performance model on lattice Boltzmann (LBM)
simulations[26]. Baumeister focused on a particular implementation called B-CALM (Belgium-
California Light Machine) and they adopted a simple, semi-empirical modeling approach

to design a model which they validated for different hardware architectures. Feichtinger
proposed their software framework called walLBerla, which is centered around the lattice
Boltzmann method. They applied a highly scalable multi-GPU parallelization based on
the well established MPI[28] standard in a hybrid parallelization approach capable of us-
ing CPUs and GPUs in parallel.

2.4.4 Power consumption oriented models

A measure gaining more importance recently is power consumption. This issue is even
more significant given the fact that one of the major obstacle for High Performance Com-
puting is power consumption. In this regard, researchers are also focusing on GPU power
consumption and efficiency prediction models. For instance, Benedict et al. proposed a
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performance and power consumption model for GPU kernels[11] which is based on dy-
namic regression models and Dynamic Random Forests (DynRFM), Dynamic Support
Vector Machines (DynSVM) and Dynamic Linear Regression Models (Dyn LRM) in partic-
ular.

Other research involving power consumption modeling on GPUs has been conducted by
Abe et al. [1]. The authors present power and performance characterization models of
GPU accelerated systems. They apply it on multiple architectures, including Kepler and
Fermi, where they quantify the impact of voltage and frequency scaling for each one. Next,
they propose statistical power and performance modeling of GPU-accelerated systems
that is simple enough to be applicable for multiple GPU architectures. They argue that
even though the proposed statistical models are simplified, they are able to predict power
and performance of GPUs within reasonable errors (20% to 30%).

Wu et al. in [93] followed a machine learning approach. Their model employs a neural
network that is trained by applying executions on real hardware and collecting the perfor-
mance and power measurements. The model learns how the application’s behavior scale
as the GPU hardware configuration is changed by using the measured performance and
power data. Performance counters of executions on kernels are used to feed the neu-
ral network in order to predict the scaling curve that represents a particular kernel. This
curve is used to predict performance and power consumption of the application on differ-
ent GPUs. The authors exhibited results with high accuracy which can be compared to
GPU simulators. Moreover, after the initial training of the network the model is very fast
on its execution.

Another power and performance model was proposed by Hong et al. [32]. Their primary
goal is to find the optimal number of active processors for GPU kernels, based on the fact
that if an application reaches its peak memory bandwidth then the exploitation of more
cores is not expected to improve performance any further. The model they propose does
predict both performance and power consumption. They exhibited they could save ~ 11%
of energy on average by using their method.

2.4.5 Micro-benchmarking of the GPU

Researchers often employ micro-benchmarking in order to dive into the unknown charac-
teristics of compute devices and gain further understanding of the underlying hardware.
The extracted information can be used for the purpose of performance modeling of the
particular devices. Significant amount of research work has been based on benchmark-
ing accelerators either for the purpose of designing a performance model or for the deeper
understanding of hardware.

A benchmark similar to mixbench which is presented in this thesis was developed by Choi
et al. who propose a model for the analysis of various hardware devices focusing on the
execution time, power consumption and energy efficiency with respect to the operational
intensity of the application under execution[19]. Their goal is to connect the operational
intensity of the application with the efficiency of various types of devices used as building
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blocks in the HPC sector (GPUs, APUs, SOCs). The benchmark they developed is based
on the same principles as mixbench does with some minor technical differences, e.g. the
authors employed manual unrolling of loops, different handling of the results which are
always written back to memory and each execution is designated for a specific operational
intensity value, whereas mixbench is based on template variables with automatic unrolling,
gets its intermediate results reduced but avoids writing them back to memory and invokes
multiple kernels mapping to a wide range of operational intensities. For more information,
reader is referred to paragraph 3.2 and section A.1 of the appendix, where the kernel’s
source code is provided.

Lemeire et al. [51] have also presented GPU micro-benchmarks for the analysis of issue
and completion latencies in various operations. They conduct an analysis on the effects
of the occupancy on these measurements, e.g. on a latency bound situation, or when the
ILP is not enough. The OpenCL environment was chosen in order to allow cross vendor
benchmarking.

The author of this thesis has also presented a set of micro-benchmarks for the evaluation
of fast on-chip GPU memories[43]. A short discussion on this contribution is provided in
the next paragraph, as well as, in B of the appendix.

2.4.6 This thesis primary contributions

The theoretical foundation of the work presented within this thesis has been presented in
a preliminary stage as a regular conference paper [42] and subsequently this work was
extended and published as an elaborate work in the form of a journal article [46]. The pro-
posed performance model is considered as a high level approach based on the roofline
model [92]. A discussion of the roofline model with GPU considerations in mind is pro-
vided in the 3rd chapter, along with a proposed visual representation called quadrant-split
model, which can provide better insight. Finally, the detailed description of the proposed
performance model is provided in the 4th chapter of this thesis and the experimental re-
sults follow in the 5th chapter.

The first paper contribution [42] presented an initial form of the method along with a limited
number of experimental results. The relevant journal publication [46] extended the method
to a fully automated prediction process. The experimental results included executions on
a wide range of different real world kernels and a micro-benchmark. The hardware used
for the experiments included 4 consumer and 2 professional GPUs. Furthermore, the pro-
posed model was extended to the experimental use on a cross-vendor GPU environment
by employing an AMD GPU and the exhibited results were quite promising.

Other contributions that have been used in this thesis include an implementation of a red-
black SOR stencil computation method [44, 45] which has been utilized in the experiments
and it poses as a proof of concept case study in this thesis. A theoretical performance
analysis of the algorithm was provided and the implementations included various kernels,
each utilizing a different memory caching approach. Additionally, a set of developed LM-
SOR stencil computations [20, 21, 22] were also developed which served to investigate
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the re-computation strategy as an optimization. In this respect various implementations
were investigated which are characterized by different operational intensities due to the
different degree of re-computation applied. Implementations of this work were also ap-
plied on the performance model. Last, a set of micro-benchmarks [43] was presented that
serves to the purpose of better understanding of the hardware capabilities regarding the
GPU’s fast on-chip memories. The micro-benchmarks assess the fast on-chip memories
which include shared memory, L1 & L2 cache, texture cache and constant memory cache.
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3. GPU ROOFLINE MODEL AND THE QUADRANT SPLIT
REPRESENTATION

As already described on the previous chapter, the roofline model provides qualitative in-
sight to the primary performance limiting factor given no additional latencies affecting per-
formance. In this regard, a program can be classified as either compute bound when
being limited by compute throughput or memory bound when being limited by memory
bandwidth. Applying this principle on a GPU is a natural step as GPUs heavily rely on
memory access latency hiding by overlapping computations [73]. GPUs support hardware
context switching between threads that are active within a Streaming Multiprocessor. This
context switching is practically cost free and GPUs have been designed to exploit thread
level parallelism in this fashion in order to keep the resource utilization at high levels. This
overlapping potential allows the clear classification of a GPU kernel as bound to compute
or memory throughput, but not both. As such, it is a valid decision to apply the roofline
model on GPUs, at least in the same sense as it has been applied on CPUs.

3.1 Roofline GPU considerations

For instance, an example of the roofline model as applied on a GPU against to 4 types of
problems is depicted in figure 3.1. The operational intensity of these problems is indicative
as provided by authors proposed the roofline model in their original work[92]. The chart
depicts the GTX Titan-X GPU theoretical specifications. In this particular example the
SpMV (Sparse Matrix-Vector multiplication) and stencil computation problems are classi-
fied as memory bound whereas the LBMHD (Lattice Boltzmann Magnetohydrodynamics)
and 3D FFT problems as compute bound.

However, it should be noted that the roofline model provides an upper bound on perfor-
mance by definition. There is a wide range of causes that can have a negative impact
on performance on GPUs. These include bad memory access patterns, limited paral-
lelism, inefficient kernel launch configurations, branch divergences, resource limitations
(e.g. shared memory), bank conflicts (shared memory), and so on [73, 72]. In this regard,
as GPUs are massively parallel compute devices, it is assumed that satisfactory paral-
lelism is provided in order to keep the GPU busy. In general, a GPU kernel can be either
memory bound, compute bound or latency bound. It is memory bound when the memory
bus is congested by posing a limiting factor on the rate of execution of compute instruc-
tions. In this case the ALUs (arithmetic logic units) get stalled waiting for the memory data
transfers to complete. On the other hand, it is compute bound primarily when the ALUs
(Arithmetic Logic Units) of the GPU cores, or Streaming Multiprocessor in terms of CUDA,
are fully utilized and unable to provide additional throughput. In case the pipeline or mem-
ory latencies are the primary reason that limit performance the kernel is considered as
latency bound.

Due to the different architectural features of CPUs and GPUs some observations can be
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Figure 3.1: The roofline visual model on NVidia Titan X GPU against 4 applications.

made. On one hand CPUs mostly focus on reducing memory access latencies by employ-
ing a high hierarchy of large amount of memory caches. As long as the memory caching
mechanism is unable to accommodate memory accesses, CPUs mostly exploit the ILP
(Instruction Level Parallelism) in order to overlap computation and memory transfers. In
addition, when hardware multithreading is supported, CPUs are able to overlap execution
of multiple threads. Typically, however, hardware multithreading on CPUs is limited, e.g.
2 threads per CPU core on Intel CPUs (i.e. a technology marketted as hyper-threading).
Only few server oriented CPUs provide wider multithreading capabilities (e.g. Sun Ultra-
SPARC T1 with 4 hardware threads per core[41]) but even in these cases the amount of
hardware threads is not comparable to GPUs. On the other hand, GPUs are not equipped
with large cache hierarchies and the large amount of active threads mostly diminish any
chance of temporal locality on memory accesses to be translated to cache hits. Therefore,
they mostly rely on overlapped execution in order to hide the memory access latencies.

3.1.1 The latency hiding opportunity on GPUs

A GPU can support a vast amount of active threads counted in thousands which serves as
an opportunity for hiding latencies. Active threads are handled by hardware by switching
between them whenever a thread is stalled due to a memory access operation or pipeline
dependency. This allows to continue execution on a thread that is available for execution
in the active thread pool. Since the thread switch is done through hardware it is imple-
mented to be as fast as possible. As long as the compute workload provides enough
computations the memory access latency could potentially be hidden. It should be noted
that in this context the notion of threads correspond to the warp on NVidia GPU platform
as the instruction execution is scheduled on a per warp basis instead of a CUDA thread
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which corresponds to the data lane within a warp.

For instance, an NVidia GTX-980 GPU is equipped with 32 SMs, each comprised of 128
SPs[70]. Each SM employs 4 instruction schedulers, each orchestrating its own warps.
Each scheduler gets assigned a maximum of 16 warps and thus, each SM is able to handle
up to a total of 64 warps (2048 CUDA threads). This allows a maximum of 16 warps to
be available in a warp pool for each on each scheduler, on each execution cycle, able to
execute whenever the currently executing warp encounters a stall situation which would
otherwise incur idle cycles.

Similarly, the recent AMD GPU architecture (AMD GCN]J2]) allows each Compute Unit to
feature 4 SIMD units, each holding its own wavefront pool. Each SIMD unit can keep active
up to 10 total wavefronts. As each wavefront comprises of 64 work-items (the equivalent
of a CUDA thread on AMD platform), each CU can support up to 2560 total work-items.

GPUs are focused on throughput instead of reduced latency of a particular thread. On
ideal cases where the GPU has a large amount of parallel workload at its disposal it
should be able to hide the corresponding latencies. This large amount of active threads
supported by modern GPUs allows the intensive use of the roofline principle to the same
or greater extent compared to a CPU. This is justified by the fact that CPUs rely mostly
on single thread execution and in case of a on-chip cache miss the overlapping oppor-
tunities are limited by the amount of independent instructions in the executed instruction
window. On the other hand, memory latencies for GPUs are larger and the overlapped
compute-memory execution becomes highly significant.

3.2 An experimental roofline approximation

In order to examine the behavior of the GPU on various operational intensities and to
check the validity of the roofline model on GPUs, a micro-benchmark was developed.
The micro-benchmark kernel involves both computation and memory traffic in a config-
urable balance inducing an artificial workload with mixed type of operations. As such, the
behavior of various GPUs can be investigated in mixed types of instruction streams. In its
design threads perform a small fixed number of read accesses and a configurable number
of multiply-add operations. The number of compute operations is set at compilation time
so the induced instruction overhead is kept to minimum. All additional instructions beyond
the required ones were minimized in order to keep extra overhead as low as possible.
Template variables have been used where beneficial including access strides, block size,
operational intensity factor and thread coarsening factor, enabling loops to be fully un-
rolled [72]. The developed micro-benchmark (mixbench-cuda-ro) is publicly available for
experimentation’.

"http://github.com/ekondis/mixbench/releases/tag/v0.02
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Table 3.1: Theoretical GPU specifications and the respective flops/byte ratios

Memory DP Compute SP Compute
GPU (GB/sec) (GFLOPS) (Flops/byte) (GFLOPS) (Flops/byte)
GTX-480 177 168 0.949 1,345 7.599
GTX-660 144 83 0.576 1,983 13.771
GTX-960 112 81 0.722 2,593 23.110
GTX-1060 6GB 192 120 1.074 3,855 34.364
Tesla S2050 148 514 3.473 1,028 6.946
Tesla K20c 208 1,174 5.644 3,522 16.933
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Figure 3.2: Experimental roofline estimation on GTX-480 GPU

3.2.1 Experimental results

The GPU specifications for devices used in this experiment are are provided in table 3.1.
Four of the GPUs are consumer parts (GeForce GTX) and the rest two are professional
compute oriented parts (Tesla)[67]. All GPUs are manufactured by NVidia and support the
CUDA programming environment. The GTX-480 and Tesla S2050 are based on the Fermi
architecture[66], the GTX-660 and Tesla K20c are based on the Kepler architecture[69],
the GTX-960 is based on Maxwell architecture[70] and the GTX-1060 is based on Pascal
architecture[76].

In figure 3.2 the results of execution using the micro-benchmark on three GPUs are illus-
trated. The dashed line represents the theoretical peak of performance as determined
by the GPU specifications. The observed performance follows a similar pattern to the
theoretical one as indicated by the roofline. In particular, the GTX-480 performance ap-
proached the theoretical compute peak very closely. For the memory bound region the
observed performance is a little lower than what the theoretical roofline represents and
this fact expresses the inability to approach the maximum theoretical memory bandwidth
on real kernels. Though the theoretical peak of the GTX-480 used in the experiments
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Figure 3.3: Experimental roofline estimation on Tesla K20c GPU
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Figure 3.4: Experimental roofline estimation on GTX-960 GPU
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was 182GB/sec (the particular GPU provided overclocked memory frequencies leading
to increased memory bandwidth compared to the 177 GB/sec provided by the reference
GPU), the attained bandwidth did not exceed 163GB/sec. For the Tesla GPUs the per-
formance on memory bound kernels is significantly worse due to the overhead of ECC
protection[68]. In figure 3.3 the results for the Tesla K20c are depicted. It is evident that
the gap between the theoretical roofline and the experimentally constructed one is larger
than in the previous case. The execution results on a GTX-960 are illustrated in figure
3.4. In this case the compute performance in some cases exceeds the theoretical one as
prescribed by the device specifications. This is particularly obvious in the double precision
experiment and it is attributed to the dynamic clock frequencies and their ability to exceed
its base clock frequency (boost clock frequency). Modern GPUs tend to work on a wide
frequency scale, regularly exceeding its base clock settings, as long as its thermal/power
limits are met. The GTX-960 used for the experimentation featured a 1,329MHz clock fre-
quency as it was reported through CUDA device properties and this frequency has been
used for the construction of the roofline chart. According to our measurements the partic-
ular GPU could reach up to 1,405MHz by using dynamic clock frequency adjustment. This
frequency corresponds to 89.9 GFLOPS double precision theoretical peak performance
and thus, justifies the observed 89 GFLOPS measurement. Similarly, the boost clock fre-
quency of the GTX-1060 GPU is significantly higher than the base clock frequency. Table
3.1 provides the theoretical specifications based on the base clocks for the GPUs. In par-
ticular, the base clock frequency of the GTX-1060 GPU is 1,506 MHz, which corresponds
to a theoretical peak of 3,855 GFLOPS (single precision). The boost clock frequency of the
GPU is 1,708 MHz and this corresponds to 4,372 GFLOPS peak performance. In practice
the clock frequency has been observed to even exceed the boost clock frequency in many
cases. This fact poses an uncertainty even to the estimation of pure theoretical rates of
modern GPUs.

In summary, the experimental approximation of the roofline model is validated. There
are some observations though, such as the measured effective memory bandwidth not
reaching the theoretical one. In addition, the effective compute throughput for the case of
Tesla K20c GPU is significantly lower than the theoretical peak. These observations will
be used in the next section for the approximation of performance of real world kernels.

3.3 The quadrant-split visual representation

The roofline visual model is a valuable abstract representation of the compute device ca-
pability. It can be used to map a program’s operational intensity to the maximum expected
theoretical performance of the device. Inherently, the roofline representation is focused
on a single device on multiple problems.

As an alternative representation, the quadrant-split is proposed where in the horizontal
axis the memory bandwidth is used instead of the operational intensity. In this respect,
a device can be represented by a single point on the chart determined by its memory
bandwidth and compute throughput peak rates. A program can be represented by a half-
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line crossing the intersection of the axes with a slope equal to its operational intensity.
Typical memory bound problems tend to have a small slope whereas compute bound
problems have high slope. The half-line splits the quadrant space into two half-quadrants
where device points residing into the upper one have higher compute resources than
memory bandwidth potential with respect to the application’s requirements whereas the
device points residing on the lower one have lower compute potential. Simply put, the
half-line is the visual bound for the distinction of the area into two parts where the kernel is
expected to behave as memory bound for the devices residing in the upper half-quadrant
and as compute bound for the others instead. In this regard it is clear that a problem can
be considered as memory bound for some devices and as compute bound for others. In
other words the limiting factor is a relative term which is dependent on both the problem
and the device specifications.
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Figure 3.5: The quadrant-split representation of the LBMHD problem using 5 CPU/GPUs.

For instance, figure 3.5 represents the LBMHD problem with respect to 4 GPUs and a
CPU. The dashed arrow lines point to the estimated roofline performance points for the
each device on the particular problem. The Intel Xeon and both NVidia Tesla GPUs points
reside on the upper half-quadrant which entails that the problem is memory bound with
respect to these devices. In contrast, considering the GTX-480 and GTX-Titan X GPUs
the problem can be considered as compute bound as their points reside on the lower
half-quadrant. In order to determine the expected peak performance of a memory bound
problem, a vertical line is traversed from the device point straight down to the kernel half-
line (shown as a dotted line). Similarly, in order to determine the performance of a compute
bound problem a horizontal line is traversed from the device point to the left till the appli-
cation half-line is crossed. The intersection of these lines set the roofline performance on
this device on the particular problem.

In the quadrant-split model more devices than one can be naturally represented on a single
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chart representation. Roofline model is device-centric as it is convenient for applying
multiple problems on a single device whilst the quadrant-split model is application centric
clearly depicting one application with many devices having different characteristics.
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4. TOWARDS A QUANTITATIVE PERFORMANCE MODEL FOR GPUS

On the previous chapter the roofline performance of a GPU device was experimentally
approximated by using a custom developed micro-benchmark application. The exhibited
performance reached close to the theoretical peaks for a wide range of operational inten-
sities in a variety of GPU devices. In this regard the theoretical roofline performance of
a device was experimentally approximated with micro-benchmarking. This approximation
yielded adequate results, which in many cases reached very close to the theoretically pro-
vided information. This was possible as the micro-benchmark application was designed
by taking into account various aspects of the underlying architectures. First, Multiply-ADd
(MAD) operations were applied, which typically are the most effective types of instruc-
tions provided by GPUs. Next, overhead was kept to minimum by eliminating factors that
would increase the amount of control and address computation instructions. The workload
assigned per thread was intentionally high by using thread coarsening techniques, plus
template variables and loop unrolling methods were intensively applied. Memory access
patterns were also designed to be effectively coalesced. Last, the amount total threads
was also high in order to ensure that all SMs were kept highly utilized. All these factors
pushed the micro-benchmark’s performance to approach very close to peak theoretical
performance.

Since this was proved possible the question arising is to which extent the opposite proce-
dure is feasible, i.e. estimating the performance of a particular kernel by using the theo-
retical specifications or other metrics of a device. This is the original value of the roofline
model, which is based mostly on theoretical specifications and thus, provides qualitative
characterization of programs. Knowing the amount of compute operations conducted by
a kernel and the respective memory traffic should give a sense of the expected program
behavior but there are also other essential factors affecting performance. What is the per-
formance of the GPU on the particular kernel’s compute operations? Does the memory
subsystem perform as expected? What is the effect of the rest instructions executed on
the execution time? In order to provide useful predictions such questions raise issues that
the design of a practical performance model should take into account.

To this direction in this chapter, after investigating the most significant factors leading
to performance degradations, a performance model is proposed focusing on the perfor-
mance prediction of real world kernels. The proposed model is a throughput based roofline
model which involves a set of adjustments based on both the kernel itself and the under-
lying device, allowing the realistic predictions of real world kernels.

4.1 Motivation and performance considerations

As already stated, the aforementioned micro-benchmark is tailored to yield the highest raw
performance in compute throughput as measured in FLOPS (Floating Point Operations)
or memory transfer performance when it comes to memory bandwidth. This was achieved
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by focusing on a micro-benchmark design which provides the necessary freedom to apply
strict optimizations. While this is possible on a micro-benchmark, on real world kernels
applying similar optimizations to the same extent is often is not possible.

For instance, the instruction overhead typically consists a much larger portion of the exe-
cuted instruction stream and thus, the induced overhead is significant. The cost of instruc-
tion execution comprises by both compute operations and other overhead instructions.
The overhead instructions can be address calculations, control instructions and possi-
bly load/store instructions. Control instructions include integer calculations, comparisons,
branches (conditional or not), intra-block synchronization, etc. Load/store instructions are
used to access all possible memory spaces including global, shared or texture memory.
They are handled by separate execution units which typically count less than the Stream-
ing Multiprocessors per Multi-Processor. The cost of executing these additional types of
instructions should be considered by a performance model in order to be more accurate.

In addition, memory coalescing is not always practical on irregular applications or not
always adequately applied by the programmer. The majority of modern scientific appli-
cations tend to be memory bound, especially in cases where the memory accesses have
not been carefully refined. Thus, the negative performance effects of imperfect coalesc-
ing should absolutely be considered in a performance model. The proposed performance
estimation should therefore address these issues.

4.2 A quantitative roofline GPU performance model

Since GPUs are throughput oriented processors, in this work a throughput based ap-
proach is followed regarding performance modeling. Having the roofline model[92] as a
foundation, the proposed performance model introduces and takes into account the most
significant factors affecting the effective GPU compute throughput. The role of roofline
model is to distinguish between the two primary involved performance limiting factors in
the program’s execution i.e. the compute throughput and the memory bandwidth. The
impact of memory traffic is important for GPUs as the latter require being fed with vast
amounts of data in order to keep their compute resources busy. This becomes more
critical due to the absence of large cache hierarchies.

This work provides not only a qualitative analysis on GPU performance but quantitative re-
sults, as well. Typically, the original roofline model relies on the theoretical peak specifica-
tions of the processor. In the proposed model measurements through micro-benchmarks
are employed for both compute throughput and memory bandwidth peak rates. In addi-
tion, the peak compute throughput is further adjusted to an estimated maximum rate of
execution allowed by the kernel under inspection. This adjustment involves the construc-
tion of a set of kernel parameters in a “black box” fashion, by collecting hardware metrics
using the CUDA provided profiling tools. The combination of these parameters with the
GPU parameters extracted as micro-benchmark data are used to predict the expected
performance of the particular kernel on target GPU. As a result, this method achieves
more accurate results compared to using the pure theoretical peak values.
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The primary benefits of the proposed performance model approach are its simplicity and
ability to run as part of an automated tool. Itis able to run in an automated fashion as it does
not require user’s intervention since all GPU parameters rely on measurements captured
using micro-benchmarks and kernel parameters are collected using hardware profiling
executions. Thus, no source code or binary code is analyzed as all data is gathered
through a hardware metric profiling procedure.

4.2.1 An overview of the proposed model

The proposed performance prediction model follows the roofline model approach. In this
respect, it is based on throughput of instruction execution and memory bandwidth. How-
ever, it involves a set of corrections/adjustments in order to produce more accurate quan-
titative results:

1. Peak performance measurements

Although, the theoretical specifications set a good base of the performance that can
be achieved on a device, this is not always feasible in practice. In some cases
the measured performance is a fraction of the theoretical rate, especially in case of
memory bandwidth measurements. In order to estimate the practical peaks in both
compute and memory transfer performance a set of micro-benchmark kernels were
developed through which the real performance of the devices under investigation is
evaluated.

2. Floating point operation efficiency

GPU vendors tend to provide the peak performance achieved using multiply-add
operations. These operations fuse a multiplication and an addition operation into a
single instruction (a x b + ¢). These instructions are typically optimized to be exe-
cuted in just one shader cycle (single precision throughput). The theoretical peak
rates provided by vendors assume a perfectly balanced stream of floating point mul-
tiplications and additions. If the stream of executed instructions is not perfectly bal-
anced then the performance drops. For instance, having a pure stream of addition
instructions would reduce the floating point performance to a half as the addition in-
structions perform just one operation instead of two and they are executed as fast
as the multiply-add instructions.

3. Instruction mix efficiency

Another factor that further lowers peak floating point performance of a kernel is the
instruction overhead in the executed instruction stream. As far as we focus on sci-
entific problems the beneficial instructions are the floating point instructions which
perform the actual computations as required by the algorithm. The rest of the in-
structions can be control flow, address calculations, operations on auxiliary integer
variables (e.g. accumulators), etc. All these operations consume valuable resources
of the GPU, both of the instruction scheduler and the ALUs, thus, they limit the peak
floating point performance to lower levels than the theoretical ones.

73 E. Konstantinidis



A GPU performance estimation model based on micro-benchmarks and black-box kernel profiling

The proposed model incorporates the cost induced by the execution of all types of instruc-
tions, beyond the beneficial compute instructions. In this respect, a profiling approach on
a reference GPU is employed by extracting kernel execution information without requiring
any internal knowledge of the kernel characteristics. This method allows the actual mem-
ory traffic generated by the kernel to be implicitly considered in the performance model.
This includes all potentially uncoalesced memory operations that cause additional memory
traffic to memory subsystem. The parameters used for the GPU device that is targeted for
performance prediction are extracted by running a set of micro-benchmarks. An additional
benefit of this approach is the ability to run the whole prediction tool-chain without any fur-
ther input or intervention from the user. The whole process involves the steps described
in figure 4.1.

Target GPU
parameters
(table 4.3)

micro-benchmark
execution on
target GPU

Target \
Performance Target GPU

®
ey
c

modeling on |—| performace
3 target GPU prediction
Reference

GPU
{

Hardware metric Kernel
profiling on R parameters
reference GPU (table 4.2)
(table 4.1)

Figure 4.1: The performance prediction methodology flow diagram.

In general, the approach for performance estimation of GPU kernels can be summarized
in three aspects:

* Modeling compute and memory parameters of GPU kernels, largely independently
of GPU architectural details, obtained by using a “black box” approach based ex-
clusively on profiling measures (figure 4.1: "Hardware metric profiling on reference
GPU”)

* Modeling the GPU generic peak performance ratings on various operations, obtained
by micro-benchmarking the target GPU (figure 4.1: "Micro-benchmark execution on
target GPU”)

 Estimation of the target GPU performance (figure 4.1: "Performance modeling on
target GPU”) on the particular kernel according to:

— the estimated maximum rate of executed compute operations on the target GPU
for the particular kernel and
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— the compute and memory demands of the given kernel (i.e. operational inten-
sity) determining whether its performance is limited by the compute or memory
throughput when executed on the target GPU

4.2.2 Kernel parameter extraction

The required kernel parameters are extracted by profiling the execution of the subject
kernel on a reference GPU. The nvprof NVidia profiling utility[71] is used which provides a
rich set of available GPU metrics in order to shed light on the kernel’s execution process.
The list of the required kernel metrics is shown in table 4.1, with the description provided by
the nvprof utility documentation[71]. For the rest of this thesis the notation of the metric will
be used for reference. The M;,,,.. and M;, ..., metrics reflect the induced DRAM memory
traffic (including the overhead memory traffic induced by sub-optimal coalescing) and all
the rest of metrics reveal information regarding the instructions executed by the kernel.

Table 4.1: The NVidia GPU profiler metrics required for the derivation of kernel parameters.

Metric Notation Description
flop_count_sp fma Mtmaz2  Number of single-precision floating-point
multiply-accumulate operations executed
by non-predicated threads
flop_count_dp_fma M4 Number of double-precision floating-point
multiply-accumulate operations executed
by non-predicated threads

inst_compute Id_st Mg Number of compute load/store instructions
executed by non-predicated threads
inst_executed Mot The number of instructions executed
inst fp_32 Mp3o Number of single-precision floating-point

instructions executed by non-predicated

threads (arithmetic, compare, etc.)
inst fp_64 M 64 Number of double-precision floating-point
instructions executed by non-predicated

threads (arithmetic, compare, etc.)

inst_integer M Number of integer instructions executed
by non-predicated threads
dram_read_transactions  M;,.q,.. Device memory read transactions
dram_write_transactions  M;,.4n-w Device memory write transactions

The produced parameter set is provided in table 4.2. K,,,. parameter determines the type
of beneficial operations within the kernel. It can be either fp64, fp32 or int. A simple rule
based approach in order to avoid user interaction is a function selecting fp64 if the M.
metric is non zero, fp32 if the My,3, is non zero or int otherwise. The type of instructions
determined by K,,,. is considered as the one that clearly contributes to the actual com-
putation and all the rest instructions are considered as overhead. The W,,,,, parameter
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Table 4.2: The set of required kernel parameters in the proposed performance model.

Parameter Description Obtained
Kiype Dominant ops (fp64, fp32 or int) rule based function
Weomp Compute operations formula (4.1)
Wirar DRAM bytes accessed formula (4.2)
Erie Operation mix efficiency (%) formula (4.3)
Dops Operation instruction density (%) formula (4.6)
Dy Ld/St instruction density (%) formula (4.7)

D iner Other instruction density (%) formula (4.8)

represents the total beneficial compute operations performed by the kernel. It's equal to
the amount of kernel operations that are specified to be of type K,,,.. It is evaluated by
using formula (4.1).

pr32 + Mfma327 If Ktype == fp32
Weomp = § Myppos + Mymags, it Kyype = f064 (4.1)
Mint7 |f Ktype = Int

It should be noted that there are also metrics provided for the floating point operations
(flop_count_sp and flop_count_dp metrics) but some floating point instructions are ex-
cluded by this metric and thus, it was chosen to use the indirect formula (4.1) for the
estimation of compute operations. In any case, the expected divergence on the results is
minimal.

The parameter regarding the conducted memory traffic is the W,,,;. It is estimated by
using the DRAM transaction count metrics and shown in formula (4.2) as the size of each
transaction on NVidia platform is currently 32 bytes.

Wtraf =32 x (Mtran-’r + Mtran-w) (42)

As it has been already noted, not all compute instructions perform the same amount of
operations. The instruction that is typically used in GPU performance specifications is the
Multiply-Add instruction which performs 2 operations per instruction, one multiplication
plus one addition. Other instructions perform a single operation in general. Therefore, the
efficiency of compute instructions E,,;. is defined as 100% when all compute instructions
perform 2 operations each or 50% when all compute instructions perform just a single
operation. In real world kernels it ranges from 50% to 100% depending on the usage
of multiply-add operations. In this respect, it is estimated by using formula (4.3) which
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involves the type of compute instructions executed.

MippMime2 o 100%, i Kyype = 1p32

2><pr32
i = 5t 5 100%, - if Koype = fp64 (4.3)
50%, if K yype = int

Finally, the instructions executed are classified in 3 different types (compute, load/store
and other instructions) and the individual density of each type in the instruction stream is
determined. In this regard, the compute instruction count is divided by the total instruction
count as formulae (4.4), (4.5) and (4.6) indicate. In the same manner, the load/store in-
struction count is used in the calculation of load/store instruction density, shown in formula
(4.7). The percentage of other instructions is the complement of the first two densities, as
shown in formula (4.8).

pr327 if Ktype = fp32
[07’5 = pr647 if Ktype = fp64 (44)
Mint; if Ktype = int

Liotal = 32 X Mgt (4.5)
Io s

Dops = 2 5% 100% (4.6)
Itotal
Mg

Digst = —24 % 100% (4.7)
Itotal

Dother = 100% — Dops - Dldst (48)

4.2.3 Target GPU parameter extraction

All required device parameters are collected by using micro-benchmarks. The list of pa-
rameters is shown in table 4.3. All floating point computation throughput parameters (Tsp
and Tpp) concern MAD (Multiply-ADd) operations. The T, parameters (Tsp, Tpp, Tint,
T.aa, Tiast) regard the compute throughput of the device in various types of instructions
and the B,,.,, parameter which reflects the effective memory bandwidth of the device.

The Tsp, Tpp, Tint, Taaq Metrics are collected by using a micro-benchmark that excessively
performs execution of independent arithmetic instructions. The T;,,; metric is measured
by using a micro-benchmark that performs intense memory copies between memory lo-
cations within shared memory, which has been presented along with 2 additional micro-
benchmarks in [43]. Typically, shared memory which is a scratchpad, exhibits the highest
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Table 4.3: The set of GPU parameters used in the performance model.

Parameter Description Unit
Tsp Single precision floating point operation throughput GFLOPS
Tpp Double precision floating point operation throughput GFLOPS
Tins Integer multiply-add operation throughput GIOPS
Iy Integer addition operation throughput GIOPS
i Load/Store instruction throughput on shared memory  GOPS

Birem Memory bandwidth GB/sec

performing memory type accessed by load/store instructions. More information regarding
this micro-benchmark is provided in B.2 section of the appendix. Last, the B,,.,, metric is
estimated by applying memory operations like reads, writes and copies on large arrays.
The average bandwidth on these three operations is selected for each device.

As an alternative, in case that the target GPU hardware is not accessible (or even non
existing) these parameters could be determined by using rough estimations through the
specifications and the GPU’s architecture documentation. It is common for vendors to
provide throughput characteristics in operations/clock per SM[73].

4.2.4 Kernel performance estimation

At this point, the efficiency of instruction execution regarding beneficial computation is
modeled. In this model the throughput of various instruction types is considered. As
the instruction pipeline is occupied for the execution of various types of instructions, the
pipeline is only partially available for the execution of beneficial instructions. Thus, the
purpose is to estimate the attainable peak throughput by considering the portion in which
the pipeline is available for the execution of beneficial instructions.

GPUs exhibit varying execution throughput depending on the type of instruction under ex-
ecution. Forinstance, the Tesla K20c can execute a third of the floating point operations in
double precision compared to SP in the same amount of time. In this regard the instruction
type densities (D,,s, Diast, Dotner) Should be considered in order to provide an estimation
on the overall instruction execution throughput on the particular kernel.

The peak throughput on raw beneficial operations is selected in (4.9) according to K,,.:

Tep, if Kipe = fp32
Top = { Tpp, if Kiype — fp64 (4.9)
Tvint; if Ktype = int

For the estimation of the instruction execution efficiency the instruction densities along with
the instruction throughput for various types are considered. The instruction types consid-
ered correspond to the throughput parameters of the GPU (table 4.3). The fastest instruc-
tion on the GPU typically is the single precision multiply-add instruction, and therefore it
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is the instruction that potentially is used to execute the most operations per second. So,
the single precision multiply-add instructions are used as a point reference. The weight
factor of executing a type of instruction is defined as the throughput ratio of fast single
precision floating point instructions to the throughput of the particular type of instructions.
Thus, weight factor is normalized by setting the weight of single precision instructions to 1.
Therefore, the weight of all other instructions is typically greater or equal to 1. A simplified
interpretation of the weight factor is that it represents a measure proportional to the time
that the instruction execution keeps the pipeline busy relative to the time that a fast single
precision instruction does. In this regard we define the weight factor operators as follows
in formulae (4.10), (4.11), (4.12):

Wop = ?P (4.10)
op
T,
Wigst = /Tzldsp (4.11)
st
1
Wother = /72-,];Sdp (412)

In the estimation of W, the throughput of integer addition is used. This is an arbitrary
decision based on the assumption that the rest of the instructions apart from computa-
tion and load/store, is constituted mostly of simple integer instructions or instructions that
execute roughly with the same cost. The 12 factor in (4.11) and (4.12) is applied in or-
der to convert the operation throughput rate Ty to instruction execution rate as each
floating point MAD instruction is accounted as 2 operations. All beneficial operations are
assumed to be executed using MAD instructions (two operations per instruction) whereas
the load/store and integer addition operations are assumed to be implemented with single
operation instructions. By taking into account the instruction densities and the respective
weight factors the relative execution cost of each instruction type can be defined as shown
in (4.13), (4.14), (4.15):

= Dops X Wy (4.13)
Clast = Diast X Wigst (4.14)
Cother = Dother X Wother (415)

The load/store instruction cost should not be confused with the load/store DRAM through-
put. It models the instruction throughput of the load/store unit, which mostly depends on
the amount of load/store units per multiprocessor. Though not always all instructions in
a category exhibit the same throughput (e.g. integer addition vs integer shift operation)
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there are no hardware metrics providing more detailed classification of instructions [71].
Thus, this is a compromise that is forced by both the available hardware metrics and as
a decision in order to restrict the model complexity. The estimated instruction efficiency
can be estimated as given by formula (4.16):

Cop

Eins tr —
! C(op + Cldst + Cother

% 100% (4.16)

This cost modeling for the instruction execution assumes that all instructions are executed
by the GPU multiprocessor on a single pipeline and therefore the execution of different
types of instructions cannot be co-issued in a super-scalar fashion. Although this as-
sumption is not accurate, we argue that the instructions in general are not co-issued. For
instance, multiprocessors based on Kepler architecture can issue 8 instructions per cycle
(4 instructions per scheduler, each SM having 2 schedulers) while only 6 instructions can
be issued to the ALU pipes (32 x 6 = 192 SPs). In this case, two additional instructions
could potentially be issued to the Load/Store units on the same cycle. However, this ideal
case is not typical and therefore in this model it is assumed that the SM consists of a single
instruction pipeline. An investigation of the multi-pipeline model is left as future work.

The adjusted throughput is estimated by applying both the efficiency ratios each decreas-
ing the theoretical instruction throughput by a factor. The adjusted throughput is given in
(4.17):

T(;p = Fniz X Eipgr ¥ Top (417)

As such, the kernel’s operational intensity is Oy, = Weomp/Wirar @and the device’s adjusted
operational intensity is Oy, = T;p/Bmem. The comparison of the two values is used to
determine if the application is considered to behave as memory bound or compute bound.
If O, > Oger then the kernel is considered as compute bound for the particular device or
memory bound otherwise. Thus, the estimated compute throughput is given by (4.18):

T

p

(4.18)

- T(;pv If Okrn > Odev
redicted — .
Okrn X Bmem7 if Okrn S Odev

4.3 Case study 1: Red/black SOR stencil computation

In order to make the proposed method easier to understand, in this section a case study
is presented along with the execution of all required steps as prescribed in the previ-
ous section. The problem on which the performance prediction method is applied is a
stencil computation. More specifically, the SOR method is applied with red/black order-
ing, which effectively performs iterative computations between neighboring elements on
a 8192x8192 2D grid (figure 4.2) comprised of double precision values. The method is
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described in detail in the next chapter (5.1.1) accompanied with a wide range of experi-
mental results. Furthermore, related work has also been published by the author of this
thesis [44, 45] and can be referred for more information.

Figure 4.2: Red points depend only on the neighboring black points and vice versa.

After running 4 iterations of the computation on the GTX-480, the accumulated metrics
were captured with the nvprof tool for all iterations of the red elements’ computation as
shown in table 4.4. Thereafter, the kernel parameters can be determined by the equa-
tions (4.1-4.8) as depicted in table 4.5. As such, the kernel’s operational intensity is
Oyn = VVVVt—;"jP ~ 0.3 which is considered to be low. In addition, the instruction overhead as
expressed by D, occupies the majority of the instruction stream (figure 4.3). However,
if the expected nature of the problem being memory bound is true then the overhead is

expected to be hidden.

Table 4.4: The profiling metrics gathered for the red/black computation on a GTX-480 GPU.

Parameter Measurement

Mfma32 0
M f1ma64 33,554,432
Mg 303,079,424
Mt 56,100,732
M ppso 0
M fpea 218,107,904
My 736,891,392
Miranr 17,660,604
Miran-w 8,392,704
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Parameter Value
Kiype fp64
Weomp 1,006,649,344
Wirar 3,334,823,424
E iz 57.69%
D s 12.15%
Dy 16.88%
D oiher 70.97%

Table 4.5: The extracted kernel parameters of the Figure 4.3: Instruction densities per instruction
red/black SOR kernel type for the red/black SOR kernel

After having collected the kernel’'s parameters, the device throughput parameters have
to be estimated in order to run the model. After running the micro-benchmarks, the GPU
parameters as shown in table 4.6 were assessed for the GTX-660 GPU. These parameters
will be used for the performance prediction of the case studies in this chapter.

Table 4.6: Measured GPU parameters for the NVidia GTX-660

Parameter Value Unit
Tsp 1,940.80 GFLOPS
Tpp 89.70 GFLOPS
Tint 359.04 GIOPS
Todd 621.36 GIOPS

Biem 117.56 GB/sec
Tlast 169.58 GOPS

The instruction weight factors are estimated by using formulae (4.9)-(4.12) along with the
GPU parameters (table 4.6). These are shown in table 4.7. These weights represent a
comparison of throughput in each operation with respect to the throughput in single pre-
cision operation execution (7,,/Tsp). For instance, the consumer Kepler GPUs feature
a quite low double precision operation throughput rated a 24 of their single precision op-
eration throughput. This is based on the fact that each SM on consumer Kepler GPUs is
equipped with just 8 double precision SPs compared to 192 single precision SPs. This is
approximated by weight W,, = 21.64 which means that the measured throughput of sin-
gle precision operations was 21.64 times higher than the measured throughput in double
precision operations. As such, weight factors represent the internal balance of available
resources in the GPU multiprocessor per type of operation.

The rest of this section will be focused on the performance estimation on the GTX-660.
The relative execution cost per instruction type can be estimated using equations (4.13),
(4.14) and (4.15) with the weight factors provided for the GTX-660. These are C,, ~ 2.63,
Clast = 0.97 and C,. =~ 1.11 respectively. Using formula (4.16) we get E;,.s;, = 55.89%.
This rate expresses an approximation of the instruction execution cost of beneficial com-
pute instructions (double precision in this case) in the whole instruction stream. After ap-
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Table 4.7: The GPU cost weights as measured in the model for the NVidia GTX-660

Weight Value
Wop (032) 1.00
Wop (f064) 21.64
Wop (int) 5.41
M/ldst (load/store) 5.72
W pther (add) 1.56

plying the efficiency factors (E,,;, and E;,..;,) to get the adjusted throughput using equation
(4.17) we get 17, = 28.92 GFLOPS. This suggests the maximum expected performance
of this kernel, ignoring the required DRAM bandwidth. In order to take memory band-
width into account the operational intensity of the device Oy, = To’p/Bmem ~ 0.25 should
be compared with the kernel's operational intensity O,.,, =~ 0.3. Since the latter is higher
than the former, it means that the kernel itself requires more compute throughput than the
GPU can provide, given the characteristics of both the kernel and the GPU. Therefore,
the kernel is designated as compute bound on the particular GPU, in contrast to the initial

intuition, with T},,.cgicica = T, = 28.92 GFLOPS.
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Figure 4.4: Visualization of red/black SOR performance estimation on GTX-660 with efficiency ad-
justments.

In figure 4.4 a visual representation is provided for applying the proposed model versus
using a straightforward approach based on the GPU’s theoretical specifications. The solid
dark gray half-line represents the red/black SOR kernel’s operational intensity (slope ~0.3
flops/byte). The gray point is determined by the theoretical specifications of the GPU.
Thus, by using just the gray point to determine performance one can infer that this kernel
is memory bound for this GPU, as the point resides well above the line representing the
kernel's operational intensity. The roofline performance is estimated by following the ver-
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tical dashed line downwards till the point it meets the kernel’s half-line and this happens at
a point exceeding 43 GFLOPS. However, following the proposed approach, the starting
point is set at the coordinates designated by the measured peak with micro-benchmarks
(top black point). Afterwards, the performance point is adjusted twice (F,.;z, Einstr) DY
applying the efficiency degradations and the attained performance drops to a point well
below the kernel’s half-line. This means that the kernel is eventually considered as com-
pute bound using the proposed model on the particular GPU. The estimated performance
does not exceed 29 GFLOPS and one can estimate memory bandwidth by following the
horizontal dashed line to the left till it crosses the kernel’s line. This is a particular example
where the estimated performance is extremely close to the actual measured performance
of the kernel as the latter is designated by the "X” on the kernel’s half-line (28.88 GFLOPS).

In order to further validate the compute/memory characterization, a study of the utiliza-
tion metrics was conducted. All hardware metrics provided by the nvprof tool named
with the ”_utilization” suffix represent a rough measurement of the utilization ratio of a
particular GPU resource, ranging from ”Idle(0)” to "Max(10)”. The only exception is the
issue_slot_utilization which provides a percentage of the issue slots that issued one or
more instructions. As such we collected the utilization rates for the GPU in table 4.8.
The highest utilizations potentially expose the resources that are mostly utilized. In this
case the ALU function unit utilization is High (9) which means that the ALU units already
work near their full potential. The DRAM utilization is also high but not at the same rate
(High (7)). Therefore, the utilization metric rates also lean towards the compute bound
characterization being consistent with the outcome of the proposed performance model.

Table 4.8: Utilization metric values of the red/black SOR kernel, on the GTX-660.

*Metric Utilization description Value
alu_fu Arithmetic Function Unit  High (9)
dram Device Memory High (7)
[1_shared L1/Shared Memory Mid (4)
ldst_fu Load/Store Function Unit  Mid (4)
12 L2 Cache Low (3)
cf fu Control-Flow Function Unit Low (1)
sysmem System Memory Low (1)
tex_fu Texture Function Unit Idle (0)
tex Texture Cache Idle (0)

* The “_utilization” suffix from metric names has been omitted

4.4 Case study 2: SGEMM computation

As a complementary example, the method is additionally applied on a traditionally compute
intensive kernel. The selected application is the SGEMM (Single precision GEneric Matrix

E. Konstantinidis 84



A GPU performance estimation model based on micro-benchmarks and black-box kernel profiling

Multiplication). The computation is defined as in (4.19):

C + aA x B+ BC (4.19)

However, in this kernel the core of the computation was implemented (4.20) for simplicity
reasons. This is the very non-trivial part of the computation as it requires intense amount
of operations and data sharing in order to achieve adequate performance. The implemen-
tation is straightforward and fundamental optimizations have been applied, i.e. memory
coalescing, block tiling and data sharing using shared memory. The source code of the
kernel is provided for further details in the appendix.

C+ Ax B (4.20)

The matrix sizes used are 1280 x 640 for matrix A and 640 x 640 for matrix B. Kernel param-
eters were collected using an NVidia GTX-480 and the performance estimation provided
for the GTX-660 NVidia GPU. These GPUs feature a different architecture as the first one
is based on Fermi architecture and the latter on Kepler architecture.

After running the computation on the GTX-480, the accumulated metrics were captured
with the nvprof tool by running the computation and they are shown in table 4.9.

Table 4.9: The profiling metrics gathered for the SGEMM computation on a GTX-480 GPU.

Parameter Measurement
M trmazo 524,288,000

Mfma64 0
Mg 721,715,200
Mt 46,208,000
M p3o 524,288,000
M pss 0
My 164,659,200

My an-r 1,218,190

Mran-w 102,400

Thereafter, the kernel parameters can be determined by the equations (4.1-4.8) as de-
picted in table 4.10. As such, the kernel operational intensity is Oy,., = Weor»/w,.,., =~ 24.81
which is considered sufficiently high. In addition, though the instruction overhead is low
(Dother = 15.73%), the load store instruction portion occupies almost half of total instruc-
tions as expressed by D;;,; = 48.81% (figure 4.5). Thus, the intense use of load/store
instructions poses the consideration of the latter in the model a necessity in order for the
performance prediction to work adequately.

85 E. Konstantinidis



A GPU performance estimation model based on micro-benchmarks and black-box kernel profiling

Parameter Value
Kiype fp32
Weomp 1,048,576,000
Wirar 42,258,880
E iz 100%

D,ps 35.46%
Dyt 48.81%
D oiher 15.73%

Table 4.10: The extracted kernel parameters of Figure 4.5: Instruction densities per instruction
the SGEMM kernel type for the SGEMM kernel

For this particular kernel K,,,. = fp32, thus W,, = 1.00. The relative execution cost per
instruction type can be estimated by using equations (4.13), (4.14) and (4.15) with weight
factors provided in table 4.7 for the GTX-660. These are C,, ~ 0.35, Cj4sx ~ 2.79 and
Coner = 0.25, respectively. Therefore, from formula (4.16) we estimate £, = 10.45%.
This rate expresses an approximation of the instruction execution cost of beneficial com-
pute instructions (double precision in this case) in the whole instruction stream. The more
it approaches 100% the more efficient the instruction execution stream is considered. In
this case this ratio is particularly low due to the high ratio of load/store instructions and the
high relative cost of these instructions compared to single precision multiply-add instruc-
tions (Ciast = 8 x Cyp).

On the other hand E,,;, = 100%, which is optimum. Almost all beneficial compute in-
structions are multiply-add operations which was expected due to the nature of core com-
putation of matrix multiplication as it consists of multiplications of scalars followed by an
accumulation. These operations are optimally implemented on GPUs as the 2 operations
(addition + multiplication) can be executed by the SP in just one cycle.

After applying the efficiency factors (E,,;, and E;,.,) to get the adjusted throughput us-
ing equation (4.17) it is estimated 7;, = 202.80 GFLOPS. This suggests the maximum
expected performance of this kernel, ignoring the DRAM bandwidth requirements. In or-
der to take memory bandwidth into account the operational intensity of the device Oy, =
T,/ Bmem ~ 1.73 should be compared with the kernel’'s operational intensity O, ~ 24.81.
Since the latter is significantly higher than the former, it means that the kernel itself re-
quires more compute throughput than the GPU can provide, given the characteristics of
both the kernel and the GPU. Therefore, the kernel is designated as compute bound on
the particular GPU, which was expected for the matrix-multiplication problem.

Similarly to the previous section, in figure 4.6 a visual representation is provided for ap-
plying the proposed model versus using just the GPU’s theoretical specifications. The
solid dark gray half-line represents the kernel’s operational intensity (slope ~24.81 flop-
s/byte). The gray point is determined by the theoretical specifications of the GTX-660
GPU. It is evident that performance is characterized as compute limited as the device
point resides below the kernel’s half-line. That said, the roofline performance is estimated
by following the horizontal dashed line to the left till it meets the kernel’s half-line and this
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happens at the point where the bandwidth falls down to ~ 80 GB/sec. In a pure workload
of W,,s ~ 1.049 - 10° floating point operations the kernel would execute in just 0.52 msecs.
However, this estimation assumes that the kernel is able to sustain the maximum theo-
retical performance of the device in GFLOPS which experience has shown that it is not
feasible, at least for non highly optimized kernels. Following the proposed performance
model, the starting point is set at the coordinates designated by the measured peak with
micro-benchmarks (top black point). Afterwards, the performance point is adjusted twice
(Fmiz» Einsir) by applying the efficiency degradations (E,,;, and E;,.,) and the attained
compute performance drops by almost an order of magnitude. Therefore, the estimated
compute performance is not expected to exceed 203 GFLOPS. The overall performance is
estimated again by following the horizontal dashed line to the left till it crosses the kernel's
line. In this case the kernel would be estimated to execute in 5.17 msecs. The actual mea-
sured performance of the kernel on the GTX-660 is designated by the "X” on the kernel’s
half-line (169.11 GFLOPS) and it corresponds to an execution time of 6.20 msecs.

2,500
@ Theoretical specifications
@ Benchmarked peak
2.000 H performance estimation

©OFinal adjustment (E_mix & E_instr) [ f====t=225052 ’ _________ L 4
X Actual performance / !

/

1,500 ;
=
| B
1,000 / =
500

0 20 40 60 80 100 120 140
GB/sec

GFLOPS (single precision)

Figure 4.6: Visualization of SGEMM computation performance estimation on GTX-660 with efficiency
adjustments versus using theoretical specifications.

It is evident that the proposed estimation time is significantly closer to the actual mea-
sured execution time compared to a pure theoretical peak approach. And this was mostly
attributed to the consideration of the load/store instructions in the performance model.

In order to further validate the performance limiting factor characterization, a study of the
hardware utilization metrics was conducted. All hardware metrics provided by the nvprof
tool named with the ”_utilization” suffix represent a rough measurement of the utilization
ratio of a particular GPU resource, ranging from "Idle(0)” to "Max(10)” (an exception is the
issue_slot_utilization which provides a percentage of the issue slots that issued one or
more instructions and is therefore irrelevant to this investigation). As such the utilization
rates for the GTX-660 GPU were collected as shown in table 4.11. The highest utilizations
potentially expose the resources that are mostly utilized. These resources constitute most
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Table 4.11: Utilization metric values of the SGEMM kernel, on the GTX-660.

*Metric Utilization description Value
I1_shared_utilization L1/Shared Memory High (9)
Idst_fu_utilization Load/Store Function Unit  High (8)

alu_fu_utilization Arithmetic Function Unit  Low (2)
cf_fu_utilization Control-Flow Function Unit Low (1)
dram_utilization Device Memory Low (1)
12_utilization L2 Cache Low (1)
sysmem__utilization System Memory Low (1)
tex_fu_utilization Texture Function Unit Idle (0)
tex_utilization Texture Cache Idle (0)

* The “_utilization” suffix from metric names has been omitted

likely the performance bottleneck of the kernel. In this case the L1 and shared memory
function unit utilization is High (9) which means that the shared memory already works
near its full potential. The load/store unit utilization is also almost equally high (High (8))
which was also expected due to the density of load/store instructions in the instruction
stream. As the proposed model combines both the compute instructions and the load/store
instructions in a single abstract pipeline these rates point towards having a compute bound
kernel on the GTX-660 and thus, they are consistent with the outcome of the proposed
performance model.

This example is a particular one that exhibits the merit of load/store operation consid-
eration in the performance model. In this case the load/store instructions are the most
frequent as they consist almost 50%. To exhibit the value of special consideration of load-
/store operations we conducted the performance prediction procedure in a more simplified
approach in which all load/store instructions are handled the same way as other instruc-
tions. In this case the prediction yielded an effective peak performance of 505 GFLOPS
and 2.08 msecs execution time, which is far more optimistic that the 5.17 msecs predicted
by the proposed approach. The load/store operations can play a dramatic role in perfor-
mance and thus, it is important for a performance model to take into special consideration
of these operations.

4.5 Performance model assumptions

The basic principle of the roofline approach suggests that either the peak compute through-
put or the memory bandwidth is feasible. As such in the proposed performance model it
is assumed that the kernels under consideration are either compute or memory bound
instead of latency bound. However, it should be noted that the predicted performance is
still useful on latency bound kernels from the perspective of an upper performance bound
(or a lower execution time bound). On such cases the kernel programmer should focus
on optimizing the kernel by eliminating the latency bottleneck, if possible. The amount
of parallelism must be able to keep the GPU computational units highly fed, as well. Ad-
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ditionally, all data are assumed to reside in the GPU memory, thus CPU-GPU transfer
implications are not considered.

A summary of the assumptions that have been made in order to simplify performance
prediction is provided below:

» Kernel performance is only bounded by instruction throughput or memory bandwidth,
i.e. implying a compute or memory bound kernel. Other latencies are out of scope
of the work conducted for this thesis. However, it should be noted that the predicted
performance serves as an upper performance limit on latency bound kernels, which
is still useful information from the perspective of providing an upper bound on perfor-
mance (or a lower bound from the execution time perspective). On such cases the
kernel programmer can be guided by considering the performance model’s feedback
on focusing to optimizing the kernel by eliminating the latency bottleneck, if possible.

« All instructions are executed by a single type of pipeline, thus mixing different types
of instructions is not expected to improve IPC performance compared to applying a
single type of instructions. Thus, multi-issuing instructions on different types of exe-
cution units is not considered apart from the primary execution unit and the memory
subsystem of the GPU, e.g. mixing single precision floating point and load/store
instructions.

» From a throughput standpoint all instructions are considered to belong to either of 3
categories:

— Compute instructions
They can be either single/double precision floating point or integer instructions.
Peak throughput is determined by considering multiply-add operations. Typi-
cally, a multiply plus an addition operation are combined to a single multiply-add
instruction.

— Load/Store instructions
Instructions involving loads and stores from various memory types. Peak through-
put is determined by considering shared memory load/store operations, which
tend to be the most efficiently implemented.

— Control/overhead instructions
All other instructions not included in the first two categories. Peak throughput
is determined by considering integer addition instructions.

+ Caching behavior tends to be relatively similar between different types of GPUs.
Thus, the amount of DRAM transactions that is profiled on the reference GPU is
not expected to change dramatically on the rest of the GPUs. This assumption is
based on the fact that GPU caches can mostly exploit of spatial locality instead of
temporal locality. It is believed that memory accesses with spacial locality are more
predictable and the various GPU architectures exhibit more often a uniform behavior,
while exploiting this type of locality.

89 E. Konstantinidis



A GPU performance estimation model based on micro-benchmarks and black-box kernel profiling

» PCI-Express transfer overhead is out of scope of this thesis. All data are assumed to
reside in the GPU memory, thus CPU-GPU transfer implications are not considered.

The goal of all of the assumptions applied on the performance model is twofold. First, a
high level performance model should include a significant amount of details in the form of
parameters in order to provide reasonably accurate results. Otherwise, its merit would be
compromised. Secondly, it should not include an excessive amount of input as redundant
details would not be significant to the performance estimation and they would unneces-
sarily complicate the process without returning significant benefits. There is also a third
reason for not including some desired parameters which is the lack of hardware profiling
data as provided by the GPU vendor. This limitation will be further discussed in a later
chapter (7.2).
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5. EXPERIMENTAL EVALUATION

In this chapter the performance estimation procedure is applied on a wide set of real
world GPU kernels. These include a stencil computation kernel which is considered as a
memory bound computation and a single precision matrix multiplication (SGEMM) kernel
which is considered as compute bound. As a last and broader evaluation study, the per-
formance estimation was tested on a large kernel subset of the well known Rodinia GPU
benchmark suite[18]. The stencil computation and the matrix multiplication kernels have
been developed for the purpose of the work summarized in this thesis. The prediction
results are compared and discussed with the real execution results. Special cases where
the predictions diverge significantly from real measurements are further investigated.

Table 5.1: List of the CUDA GPUs used in the experiments

Architectural specifications

GPU C.C. GPU architecture #SMs  # SPs SP clock rate
(Compute Capability) (Name) (Total count)  (Total count)  (As reported by CUDA)
GTX-480 20 Fermi 15 480 1,550 MHz
GTX-660 3.0 Kepler 5 960 1,097 MHz
GTX-960 5.2 Maxwell 8 1,024 1,329 MHz
GTX-1060 6GB 6.1 Pascal 10 1,280 1,708 MHz
Tesla M2050 2.0 Fermi 14 448 1,147 MHz
Tesla K20c 3.5 Kepler 13 2,496 705 MHz

A list of all GPUs that have been used in the experiments is provided in table 5.1. First all
micro-benchmarks were executed on all GPUs in order to derive the required parameters
for the model. The derived parameter values are shown in table 5.2. These parameters
are used for all the experiments on this thesis.

Table 5.2: GPU parameters as measured with micro-benchmarks

Floating point ops Integer ops Memory access ops

TSP TDP ,I%nt Tadd Bmem T‘ldst
GPU (GFLOPS) (GFLOPS) (GIOPS) (GIOPS) (GB/sec) (GOPS)
GTX-480 1,462.20 184.09 742.34 732.86 163.36 369.73
GTX-660 1,940.80 89.70 359.04 621.36 117.56 169.58
GTX-960 2,842.70 89.67 955.37 1,426.15 86.35 295.64

GTX-1060 6GB 4,609.54 145.02 1,533.61 2,304.10 161.64 524.27
Tesla M2050 1,011.36 508.91 513.10 504.88 *107.44 255.68
Tesla K20c 3,115.24 1,153.08 584.26 969.28 *151.72 283.59

* with ECC enabled

The derived weight factors are provided in table 5.3. As previously explained, these
weights represent a comparison of throughput in each operation with respect to the through-
put in single precision operation execution. As an example, the Tesla Kepler GPUs fea-
ture double precision operation throughput at a rate of V5 of its single precision operation
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throughput. This is approximated by weight W, (sp64) = 2.70 (Tesla K20c) which means
that the measured throughput of single precision operations was 2.70 times higher than the
measured throughput in double precision operations. Similarly, W, ~ 2 (Tesla M2050)
on Fermi architecture due to the amount of 16 load/store elements per 32 SPs in each
multiprocessor. On Kepler architecture the number of load/store elements is 32 per 192
SPs in each multiprocessor hence W,,,; approaches to 6 (GTX-660 & Tesla K20c). This
information will be used for the performance evaluation for all experiments.

Table 5.3: The GPU cost weights as measured and used in the model

Instruction throughput weights

G P U Wop Wop Wop I/Vldst Wother

(fp32) (fp64) (int) (load/store) (add)
GTX-480 1.00 7.94 1.97 1.98 1.00
GTX-660 1.00 21.64 5.41 5.72  1.56
GTX-960 1.00 31.70 2.98 4.81 1.00
GTX-10606GB 1.00 31.79 3.00 440 1.00
TeslaM2050 1.00 1.99 1.97 1.98 1.00
Tesla K20c 1.00 270 5.33 549 1.61

As a reference GPU the GTX-480 is being used for all the experiments in this chapter.
The computer systems used for the experiments were running 64bit Linux OS and the
installed CUDA versions were v6.5, v7.0 and v7.5 for Tesla K20c, Tesla M2050 and all
GTX cards, respectively. The GTX GPU systems were running on Intel Core i5 2500
CPUs, on Ubuntu 14.04.4 OS with kernel v4.2.0. The Tesla M2050 GPU system was
equipped with dual socketed Intel Xeon X5650 CPUs, running a Debian based distribution,
whereas the Tesla K20c GPU system was equipped with an Intel Core i7-3970X CPU, on
Ubuntu 14.04 with kernel v3.13.0. Shared memory configuration was set to default (48KB
for Fermi and Kepler), except for Hotspot3D of the Rodinia suite where a 16KB shared
memory configuration was identified after inspection of the source code. Setting does not
affect Maxwell and Pascal architectures, both of which utilize dedicated shared memories.

5.1 Applied kernel experiments

As said, the executed experiments include two variants of a stencil computation, a matrix
multiplication (SGEMM) kernel and a large subset of the Rodinia benchmark suite[18].
Though, the stencil computation is traditionally considered as memory intensive and the
matrix multiplication as compute intensive, these assumptions were verified by the pro-
posed performance prediction method. Findings were also verified by probing on the
appropriate utilization profiling metrics.

Beyond the aforementioned kernels the prediction model was also applied on the mixbench
micro-benchmark itself, the results of which are presented in section 5.2.4. This is pro-
vided as a proof of the concept on a set of ideal kernels with various operational intensities.
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5.1.1 Red/black SOR stencil computation

One of the first experiments that had been developed in the endeavor on the accomplish-
ment of this thesis was the experimentation and analysis of the red/black SOR stencil
computation[44, 45]. Specific methods for stencil computations provide large scale of par-
allelism and can be therefore applied on GPUs. However, the design and implementation
is still a subject for potential optimizations.

In this section the stencil computation method is presented as well as some important
implementation details. In case the reader is not interested in the implementation details
he is suggested to skip this section.

Method description

The SOR (Successive Over-Relaxation) method belongs to the family of iterative methods
like the Jacobi method which are widely used for solving large PDE (Partial Differential
Equation) problems. In order for this method to perform well on the GPU it should be
adequately parallelized. In this regard, the red/black ordering of the elements was chosen
which allows straightforward parallelization. More specifically, within each iteration half
of the elements can be calculated independently of the others, since there is no data
dependence between them. For a 2D mesh of points an example is illustrated on figure
5.1. Points outside the dashed rectangle define the boundary conditions. Therefore, the
problem in this form is ideal for parallelization.

Figure 5.1: Same colored points depend only on the adjacent opposite colored points.

In this implementation the Laplace equation (5.1) is considered in 2D space (2 independent
variables) as depicted below:

T 9T

2
V“T=0 or era—yz—

0 (5.1)

In order to solve the PDE, a predefined rectangular domain is discretized yielding a finite
number of grid points. Inner grid points are the unknowns and the boundary point values
are predefined as Dirichlet boundary conditions are assumed.

All these points are allocated in a 2D array during the calculation. The calculation is per-
formed iteratively, in two phases. First, all red elements get updated and then all black
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elements follow. Every point is updated according to the neighbor point values, as equa-
tions (5.2) and (5.3) indicate.

1,3

ufjl =(1- w)uﬁj + w(uffij + ufjl{j + ufﬁl + ufﬁl)/él for (i + j) even (5.3)
where w is the relaxation factor which enables faster convergence in the computation. The
speed of convergence is not examined in this paper, thus the selected w value is irrelevant
to our analysis. For the needs of our experiments a couple of a thousand iterations was
selected as they seemed to be a reasonable choice. In practice the number of iterations is
always related to the selected mesh size in order to satisfy convergence. Larger meshes
require significantly more iterations to be performed till they converge.

The memory wall challenge: Stencil computation performance analysis

An important characteristic of this application is the particular degree of operational inten-
sity with respect to GPUs capabilities. As it will be shown the red/black stencil computation
is typically a memory bound application. Before applying the proposed method for extract-
ing the kernel parameters and estimating the operation intensity in an automated fashion,
a theoretical analysis will be provided. Thereafter, the theoretical and experimental esti-
mations shall be compared.

First, it is required to estimate the mean number of accesses required for each computed
element. This estimate can indicate a lower bound for global memory traffic requirements.
On each iteration, during the first phase of computation all red and black elements are read
and the red element values are written back. On the next phase, all element values are
read again and the black element values are written back. Thus, assuming that either L1
or L2 cache is being used efficiently, N?> access reads and N2/2 access writes per red or
black calculation stage are required, where N is the size of matrix in each dimension.

This equals to 3xN? total accesses per full iteration, as (5.4) indicates.

2 2 2 2 _ 2
N+ N*/2 + N*+ N*/2 = 3N (5.4)

red calculation phase accesses  black calculation phase accesses ~ total accesses per iteration

For each element about 6 floating point computations are required (equations (5.2) and
(5.3)). So, for the whole matrix 6xN? floating point computations and 3xN? memory trans-
fers of floating point values are required, thus the mean number of floating point computa-
tions per memory transfer of floating point value ratio is 2, or /4 floating point computations
per byte memory transfer ratio as double precision floating point computations are used.
Comparing this ratio to the capability ratio of a GPU proves that the ratio is significantly
lower. For instance, according to the theoretical specifications of the GTX-480 GPU (table
3.1) the GPU provides about 168 GFLOPS peak computational power in double precision
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operations and about 177 GB/sec memory bandwidth, which entails a ratio of about 0.95
Flops per byte. Thus, about 4x compute operations would be required in order to com-
pletely hide the memory access time with computations. Consequently, the performance
is predominantly dependent on the memory bandwidth capability of the GPU device.

Implementation details

Some details regarding the applied implementation are provided here. The computation
consists of a large number of iterations where each comprises two steps.

A straightforward approach would keep the original data arrangement of the matrix as pro-
vided. Applying computations on this arrangement however entails some memory access
inefficiencies. Essentially, the applied memory store operations are strided as in each
phase either red elements or black elements are stored. This results in memory write
transactions that contain interleaved unmodified elements. Thus, the memory accesses
would have to be uncoalesced to a significant degree as only half of the elements that are
accessed within a memory store transaction are actually updated in each stage of compu-
tation. Consequently, the memory bandwidth is not optimally used. Considering the fact
that the kernel is memory bound, a more optimized memory pattern has to used.

In order to avoid sparse element accesses and improve coalescing, a better approach
would be reordering the matrix elements according to its color. The matrix is split into
two independent matrices, one holding the red elements and the other the black elements
(figure 5.2). Each element position (7, j) is transformed to a new one (i/2, j) on the new
matrix which is the red one if (i + j) mod 2 = 0 or the black one otherwise. Therefore,
the addressing of elements is now slightly more complex. The neighbor elements are
positioned as 3 vertical elements plus one on the left or right, depending on the row number
(figure 5.2: i, ii).

Initial matrix Red values Black values
012345 01 2 0 1 2 B B
5 o[ 135 (i) —
7 911 6(8 10
¥4 12 14 16 13 15{17
3 r 18/20 22
| 1) &Ugzs)

¥4 24 26 28 25 27;29 (i) —
5 30 32 34

Figure 5.2: Positioning of elements in the reordered matrix by applying reordering by color.

In the new data arrangement all calculated elements in a row are contiguous and stored
without leaving untouched elements between them. Thus, memory store transactions
carry only updated element values and thus, the average efficiency is increased.

Threads of a thread block share data element values through shared memory and thus,
all global memory read accesses are performed in a coalesced manner. One exception
is reading the values for the overhanging halo elements (figure 5.3). Light gray elements
are read in a coalesced manner whereas dark gray elements are read individually with-
out coalescing, since they belong to different memory segments, which is inefficient but
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unavoidable. In this case, the global memory caching serves as a mechanism to avoid
fetching the same data from global memory multiple times.

1.2 3
///|

WN 2O

Figure 5.3: Read accesses by a hypothetical 4x4 thread block.

The implementation performs double precision calculation. Template variables were used
instead of kernel parameters in order to fine tune the compiled kernel code. The data
reordering procedure, which is the initialization and finalization of the reordered data, in-
duces a small overhead for large matrices. However, as larger matrices require more
iterations for computation and each iteration benefits from the reordered memory struc-
ture, the induced overhead becomes only a small fraction of the total computation.

Readers are referred for more information on the published work[44, 45] describing the
respective implementations and experiments.

5.1.2 LMSOR stencil computation

A similar work had also been conducted regarding a relevant stencil computation method
called LMSOR (Local Modified SOR)[20, 21, 22]. This method resembles the red/black
SOR and has similar performance characteristics. However, in the particular case there
is an opportunity to reduce memory traffic by decreasing the redundancy of utilized data.
This decrement though, comes at a cost of re-computations which increase the compute
requirements. This increment combined with the decrement in memory traffic require-
ments disturbs the operational intensity of the kernel.

In this section a kernel variation was chosen which makes use of a higher operational
intensity value compared to the same value of the red/black SOR kernel and it theoretically
poses a stronger candidate in exhibiting ideal operational intensity.

Method description

A brief mathematical background on the LMSOR method is provided in this paragraph.
Reader is suggested to omit this section in order to proceed to implementation details.
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This method was introduced by Boukas and Missirlis in [14] and the idea is based on letting
the relaxation factor w vary from equation to equation, as well as having two different sets
of parameters wy;;, wy;; to be used for the red (i + j even) and black (i + j odd) points,
respectively. This means that each equation has its own relaxation parameter denoted by
wi4;j OF wo;j, depending on the point color.

In particular, the solution of the second order convection diffusion equation is considered:

0 0
A flay) 5, — ooy =0 (5.5)

on adomain Q = {(z,y)}|0 <z < 1,0 <y < 1}, where u = u(z,y) is prescribed on the
boundary 0f2. The discretization of (5.5) on a rectangular grid M; x M; = N unknowns
within 2 leads to

Wi = ligui—1j + rijUivig + tijui e + bijui -1, (5.6)
i=1,2,... M, j=1,2,... M,

with
k? 1 k2 1
o= " (14 Zhf =" (1 —Zhtf.
gl] 2(k2+h2)( + 2 flj) ) rl] 2(]€2+h2)< 2 flj)
(5.7)
h? 1 h? 1
bo = — (1= Zkas) b= —— (14 kg
ij 2<k2+h2)( 5 9ij) » bij 2(k2+h2)< +2 9is ),

where h = 1/(M; + 1), k =1/(Ms + 1), f;; = f(ih, jk) and g;; = g(ih, jk). For a particular
ordering of the grid points (5.6) yield a large, sparse, linear system of equations of order
N of the form:

Au =b. (5.8)

A grid point (i, j) is considered as red when i + j is even and as black when i + j is odd.
The LMSOR method can be expressed as follows:

UE?H) (1 — wigy)u, ul” )+w1”JUuU , for i+ 5 even
Y = (1 = wp)u® + wy JyulY, for i+ 5 odd (5.9)
where
Tl = Tl 4 rgulty s+ tyul, )+ bl (5.10)

and J;; is called the local Jacobi operator. The parameters wy;;, ws;; are called local re-
laxation parameters and (5.9) is referred to as the local Modified SOR (LMSOR) method
[14]. In case the eigenvalues ;; of the local Jacobi operator J;; are all real or all imaginary
Boukas and Missirlis [14] found the optimum values of the local relaxation parameters w;;;
and wy;; for the LMSOR method.
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In the related published work[20, 21, 22] one optimization strategy that has been applied
was the redundant computations. Re-computations can potentially be beneficial in cases
where memory accessing becomes a bottleneck, i.e. memory bound kernels. Instead of
keeping the processing units idle, one strategy is to recompute data when applicable, in
order to avoid multiple memory accesses. This is a trade-off and in cases when a kernel
is bandwidth limited, compute resources can be traded for less demand in memory band-
width. It can be applied when a few operations at most are required for the computation,
so that re-computation does not turn itself into a bottleneck. It can provide a performance
speed-up and moreover, it can alleviate memory requirements and consequently allow
solving larger problems. Moreover, even in cases where re-computation is excessively
applied, although performance is worsened, there can be other benefits as it leaves more
memory available for use and thus, a bigger problem is can be effectively solved.

In the previous work[20, 21, 22] a total of three kernel variations had been developed.
Each variation applies re-computations to a different degree and thus each one is char-
acterized by a different operational intensity value.

More specifically a summary of the kernels developed follows:

GPU Kernel #1 - No re-computations. This kernel performs no re-computations and
from this stand point it is a straightforward implementation. It utilizes a total of six matrices
in GPU memory and thus, it performs 8 element accesses per computed element. The
ratio of floating point operations per byte accessed is theoretically estimated to be 0.17
(11/8 x 8), which is particularly low.

GPU Kernel #2 - Re-computations of elements ¢;;, ;;, t;;, b;;. On this kernel the num-
ber of matrices and the number of memory accesses are both decreased by 2. However,
it comes at the cost of extra operations needed to recompute the required terms for the
formula for each element on every iteration. In this case, each element computation re-
quires 6 accesses and at least 15 floating point operations, as formulae (5.6) and (5.11)
indicate. Now, the operational intensity is estimated to be 0.31 (15/s x s) flops per byte,
which is roughly double than the same ratio of the straightforward implementation.

GPU Kernel #3 - Re-computations of elements ¢;;, r;;, t;;, b;;, w;;. In addition to the
previous re-computations on this kernel the w;; term are also recomputed. Thus, in this
case 5 accesses per computed element are required. However, a rough estimate is that
at least 39 (15+24) flops are required. An approximation of the previous ratio is ~0.98
(39/5 x 8). Thus, in theory this kernel seems to be adequately balanced, as opposed to the
previous kernels. During computation u,;, f;;, g;; terms are accessed from memory and
all other terms are recomputed as required.

Though kernel #3 was the theoretically optimum one, experiments proved that kernel #2
is actually the best performing[20, 21]. Therefore, the latter was chosen for performance
analysis in this thesis. Kernel is #2 applies re-computations for the estimation of ¢;;, r;;,
ti;, bij, by exploiting the values f;; and g;;. The latter are precomputed and stored in two
matrices, f’ and ¢/, which have been defined as f/; = jAf;; and g); = 3kg;;. Thus, 4
matrices are replaced by 2 matrices in device memory. The required terms (i.e. ¢;;, r4j, ti;
and b;;) are recomputed on demand through f/; and g;; during the LMSOR iterations as
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follows:
by =w(l+ f;), rij = w(l = f;)
(5.11)
tiy =w(l —gj), by = w(l+g;),
where w = 2(k:2h—j-hQ) which is constant during the computation.

For additional information on the implementations and analysis, readers are referred to
the aforementioned published work[20, 21, 22].

5.1.3 Matrix multiplication (SGEMM)

As a second experiment a kernel performing single precision matrix multiplication was se-
lected. The implementation applies tiling of source matrices in shared memory in order to
minimize global memory traffic as an implicit method for caching of source matrix element
tiles. Each thread block is allocated an equally sized tile for each source matrix in shared
memory. Thus, the size of the thread block also defines the size of shared memory al-
located for each source matrix. Each thread in a thread block fetches one element for
each source matrix to shared memory. Since the size of the thread block is known during
compilation time, the compiler is able to fully unroll the inner loop of computation. Due to
the dense computations, this kernel is considered as a compute intensive kernel.

5.1.4 Rodinia benchmark suite

As a last and broader application experiment of the performance model, the Rodinia
benchmark suite version 3.1 was selected[18]. Its source code is freely available on the
internet and it has been previously used by the research community. Rodinia consists of
a large set of benchmarks in CUDA, OpenCL and OpenMP parallel programming environ-
ments. The CUDA implementation is comprised of 23 total benchmarks, each of which
involves one or more CUDA kernels. The list of the Rodinia CUDA benchmarks is provided
in table 5.4.

Build configuration notes

For practical reasons some changes had to be applied in both the source code and build
configuration files. The purpose was to allow execution and profiling on the whole range of
hardware used for the experiments, as a wide range of architectures is used. Additionally,
some peculiarities in the source code forced the kernels exhibiting abnormal performance
behavior and therefore, they were fixed. The list of the changes/corrections applied is
provided below in order to allow the reproduction of the experimental results of the same
benchmark environment:
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Table 5.4: CUDA benchmark list of the Rodinia benchmark suite

Benchmark name / folder Domain
Back Propagation / backprop Pattern Recognition
CFD Solver1 / cfd Fluid Dynamics
Heart Wall / heartwall Medical Imaging
Huffman / huffman Lossless data compression
LavaMD2 / lavaMD Molecular Dynamics
MUMmerGPU / mummergpu Bioinformatics
Needleman-Wunsch / nw Bioinformatics
Breadth-First Search1 / bfs Graph Algorithms
GPUDWT / dwt2d Image/Video Compression
HotSpot / hotspot Physics Simulation
Hybrid Sort / hybridsort Sorting Algorithms
Leukocyte / leukocyte Medical Imaging
Myocyte / myocyte Biological Simulation
Particle Filter / particlefilter Medical Imaging
SRAD / srad Image Processing
B+ Tree / b+tree Search
Gaussian Elimination / gaussian Linear Algebra
Hotspot3D / hotspot3D Physics Simulation
Kmeans / kmeans Data Mining
LU Decomposition / lud Linear Algebra
k-Nearest Neighbors / nn Data Mining
PathFinder / pathfinder Grid Traversal
Streamcluster1 / streamcluster Data Mining

» All CUDA code was compiled using the Fermi code generation option (-gencode=
arch=compute_20,code=\"compute_20,sm_20\") in order to allow execution on all
GPUs used in the experiments and disabled L1 caching option ("-Xptxas -dlcm=cg”)
in order to minimize cache dependent behavior. On the original configuration files the
target GPU hardware was set on a per benchmark basis. This compiler option also
guides the code to be compiled in a PTX GPU form. Code in PTX form is compiled
to ISA code in a JIT fashion during runtime.

In two benchmarks (Hotspot3D and Huffman) the debugging flags had been used (-g
-G) which produced fairy slow executable code and therefore they were removed.

Floating point literal suffixes ("f") were added in source code where required. On five
benchmarks (backprop, HotSpot, Leukocyte, Myocyte and SRAD) it was observed
that some floating point literals in the kernel codes had been declared by using the
double precision notation, i.e. missing the "f’ suffix, whereas the corresponding data
types were declared as single precision types. This induced an inadvertent implicit
conversion of the operand to double precision type which in turn led the compiler to
produce double precision operations where single precision were clearly intended.
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This induced a severe negative impact on performance and therefore, it was cor-
rected.

* Reduced the number of iterations on CFD Solver1 from 2000 to 20 and set attempts
to 1 ("#define ATTEMPTS 1”) on Myocyte in order to allow the profiling to succeed.
Otherwise, profiling counters were led to overflow and the profiling procedure failed.

Considerations and performance estimation

After profiling the execution of kernels of the Rodinia suite it was observed that a significant
subset of them did not provide configurations with adequate parallelism and therefore the
GPU occupancy was significantly low. Consequently, these kernels are expected to exhibit
performance limitations due to limited occupancy of the GPUs which require vast amounts
of parallelism. Thread parallelism is expressed in terms of thread block counts and sizes
of thread blocks. Therefore, on the purpose of this analysis lower bound limits were set
on the minimum accepted thread block size and thread block count. In order for kernels
to qualify to performance analysis, the invocations have to be configured with at least 64
sized thread blocks and a minimum of 90 thread blocks in total.

This decision has been taken in order to exclude latency related cases where kernel per-
formance is not dependent on the overall GPU throughput but on other factors instead.
For instance, the completion time of individual thread blocks tends to be more dependent
on the GPU clock frequency. In general the excluded kernels are considered as latency
bound. However, the use of predicted execution times on them serves as an upper limit on
the attained performance. This analysis though, is restricted to the kernels meeting those
limits. The kernels that were selected are provided in table 5.5. Out of the 55 total kernels
only 28 qualify. As such, no kernel has been used in the experiments from Heart Wall,
Needleman-Wunsch, Myocyte, Patrticle Filter, Gaussian Elimination, LU Decomposition
and Streamcluster1 benchmarks of Rodinia which didn’t meet the configuration require-
ments. From this point and on, the abbreviations will be used in order to refer to the
particular kernels.

5.2 Performance prediction experiments

In this section all produced results are analyzed and presented, along with the real mea-
surements. Results include experiments on all aforementioned applications, i.e. red/black
SOR, LMSOR, SGEMM and Rodinia kernels. Comparisons of real and predicted mea-
surements are discussed.
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Table 5.5: List of selected kernels of the Rodinia suite used on the experiments

Benchmark Kernel name Abbreviation
Hotspot3D hotspotOpt1 3d-htsp
B+ Tree findK btr-fnd
findRangeK btr-rng
Back Propagation bpnn_adjust_weights_cuda bp-ad;j
bpnn_layerforward_ CUDA bp-fwd
Breadth-First Search1 Kernel bfs-k1
Kernel2 bfs-k2
GPUDWT c_CopySrcToComponents<int> dwt-cpy
dwt_cuda::fdwt53Kernel<int=192, int=8> dwt-krn
CFD Solver1 cuda_compute flux e3d-flux
cuda_compute_step_factor e3d-sfac
cuda_initialize_variables e3d-init
cuda_time_step e3d-step
HotSpot calculate_temp hspt-tmp
Hybrid Sort mergepack hs-pack
mergeSortFirst hs-srtf
Kmeans invert_mapping km-map
kmeansPoint km-pt
LavaMD2 kernel_gpu_cuda lvmd-krn
Leukocyte dilate_kernel Ict-dil
GICOV_kernel Ict-gic
MUMmerGPU mummergpuKernel mum-krn
printKernel mum-prt
k-Nearest Neighbors euclid nn-euc
PathFinder dynproc_kernel pfnd-krn
Huffman vlc_encode_kernel_sm64huff pvl-huff
SRAD srad_cuda_1 srad-c1
srad_cuda_2 srad-c2

5.2.1 Red/black SOR stencil computation

In the previous chapter the performance model was applied on the red/black SOR stencil
computation kernel[44, 45] and the performance analysis was provided for the GTX-660
GPU. In this section the analysis is conducted for all the rest of the CUDA GPUs on the
same implementation and problem configuration. As previously, the computation is con-
ducted on a 8192x8192 2D array « comprised of double precision values and using pre-
defined boundary conditions. The reordering by color has been applied in order to enforce
locality and coalescing[44, 45]. Shared memory has been utilized for reusing values of the
mesh by intra-block threads and its configuration has been set to default, which is 48KB
shared memory for Fermi and Kepler platforms. Maxwell and Pascal architectures utilize
a dedicated 96KB of shared memory per SM on consumer GPUSs[73, 75].
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The captured kernel metrics and the derived kernel parameters have already been pro-
vided in tables 4.4 and 4.5, respectively. As it was estimated the kernel operational in-

tensity is Ok, = VVVVt—"’; ~ 0.3. Recall from the previous section that the theoretically

determined ratio was !/1 which is reasonably close.

The rest of this section will be focused on the performance estimation on the rest of the
GPUs. The relative execution cost per instruction type is estimated by using equations
(4.13), (4.14) and (4.15) with the weight factors already provided in table 5.3. The derived
values and F;,;, for all GPUs are provided in table 5.6. The relative execution cost is a
measure expressing the relative contribution of each instruction type to the whole execu-
tion time, in case the kernel is compute bound. The E;,, efficiency rate expresses an
approximation of the relative instruction execution cost of all beneficial compute instruc-
tions (double precision in this case) in the whole instruction stream.

Table 5.6: The relative instruction execution costs and the instruction efficiency on all GPUs for the
red/black SOR kernel.

GPU Cop Cldst Oother Einstr
GTX-480 0.97 0.33 0.71 48.09%
GTX-660 263 097 111 55.89%
GTX-960 3.85 081 0.71 71.72%

GTX-1060 3.86 0.74 0.71 71.72%
Tesla M2050 0.24 0.33 0.71 10.83%
Tesla K20c 0.33 0.93 1.14 13.70%

After applying the efficiency factors (F,,;. and E;, ) to get the adjusted throughput using
equation (4.17) the 77, can be derived. This suggests the maximum expected performance
of this kernel, ignoring the required DRAM bandwidth. The comparison of O,., and O,
determines if the kernel is expected to be compute of memory bound. The expected
performance is estimated by (4.18). The performance estimation intermediate values and
results are given in table 5.7. It is evident that the kernel is expected to be memory bound
with the exception of GTX-660, on which it was compute bound as it was proven in the
previous chapter. On the GTX-480 is marginally characterized as memory bound.

Table 5.7: The derivation of performance estimation on all GPUs for the red/black SOR kernel
(Okmn=0.3).

GPU Top To,p Bmem Odev Okrn > Odev Tpredicted
(GFLOPS) (GFLOPS) (GB/sec) (ops/byte)  (True:Compute bound)  (GFLOPS)

GTX-480 184.09 51.07 163.36 0.31 False 49.31
GTX-660 89.70 28.92 117.56 0.25 True 28.92
GTX-960 89.67 37.10 86.35 0.43 False 26.07
GTX-10606GB 145.02 60.80 161.64 0.38 False 48.79
Tesla M2050 508.91 55.12 107.44 0.51 False 32.43
Tesla K20c 1153.08 91.13 151.72 0.60 False 45.80
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Figure 5.4: The proposed model applied on all GPUs for the red/black SOR computation.

In figure 5.4 the prediction results after the efficiency adjustments have been applied are
illustrated. The solid dark gray half-line represents the red/black kernel’s operational in-
tensity (slope =~ 0.3 flops/byte). The points refer to the GPUs expected performance on
the particular kernel after all the adjustments have already been applied. It is apparent
that the only GPU point residing below the kernel’s half-line is the one representing the
GTX-660. Additionally, the point for GTX-480 is very close to the half-line.

Similarly to the case study in previous chapter we provide profiling measurements of the
utilization metrics. These are helpful in the validation process of the results. As such we
collected the utilization rates for all GPUs in table 5.8. The highest utilizations potentially
expose the resources that are mostly utilized. Beyond the GTX-660 GPU, the rest GPUs
exhibit the DRAM utilization as the highest rated metric exposing the memory bound lim-
itation. As such, the utilization metrics are consistent with the outcome of the proposed
performance model.

Table 5.8: The highest rated utilization metric values of the red/black SOR kernel, on all GPUs.

GPU *Metric/utilization (1) *Metric/utilization (2) *Metric/utilization (3)
GTX-480 dram/High (9) 12/High (7) alu_fu/Mid (5)
GTX-660 alu_fu/High (9) dram/High (7) I1_shared/Mid (4)
GTX-960 dram/High (8) double_precision_fu/Mid (6) 12/Mid (6)

GTX-1060 6GB dram/High (9) double_precision_fu/Mid (6) 12/Low (3)
Tesla M2050 dram/High (9) 12/Mid (6) I1_shared/Mid (4)
Tesla K20c dram/High (9) Idst_fu/Mid (5) 12/Mid (4)

* The “_utilization” suffix from metric names has been omitted

In table 5.9 the predicted and measured execution times are provided with the respective
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Table 5.9: Prediction results on all GPUs for the red/black SOR stencil computation

Predicted time Measured time  Error

GPU (msecs) (msecs) (%)
GTX-480 20.414 21.456 -4.86%
GTX-660 34.803 34.851 -0.14%
GTX-960 38.620 38.793 -0.45%

GTX-1060 6GB 20.632 20.994 -1.73%
Tesla M2050 31.038 33.367 -6.98%
Tesla K20c 21.979 23.482 -6.40%

prediction error. The error percentage is evaluated by the ratio expressed in (5.12).

T redicted ~ T easure
Predicted 7 Measured - 1 )0, (5.12)

Error =
TMeasu'red

All GPUs exhibited less than 7% error. Tesla GPUs exhibited a slightly larger error which
can be attributed to the ECC implications on these platforms. Of course, the ECC cost has
already been indirectly accounted in the performance model through micro-benchmarking.
However, this kernel employs uncoalesced memory accesses for the left and right halo
point elements within a tile and the cost of ECC can be increased on these cases. Red/black
SOR kernel is memory bound on Tesla GPUs and thus the additional overhead of ECC
memory has impact on the kernel's execution time.

5.2.2 LMSOR stencil computation

The computation involves memory accesses on matrices of size 3842x3842 with double
precision values. Similarly to the red/black kernel, reordering by color has been applied
and shared memory configuration has been set to default (48KB shared memory for Fermi
and Kepler platforms). This kernel utilizes texture memory for implicit caching of data
and alleviating global memory traffic. The profiling metrics were captured for a total of 4
iterations of computation on the GTX-480, using the nvprof tool for all iterations of the red
elements’ computation as shown in table 5.10.

Afterwards, the kernel parameters are determined and depicted in table 5.11 along with
the operational intensity. The theoretical operational intensity was estimated to be 0.31,
which compared to the experimental estimation (O, = 0.46) is significantly lower. This
difference is justified by the actual amount compute operations performed. Using the
theoretical assumptions as provided on paragraph 5.1.2, for matrix sizes of 3842x3842
and 4 iterations of red elements computation, the expected amount of compute operations
would be 442 368,000, while the expected memory traffic would be 1,415,577,600 bytes.
The experimental memory traffic estimation is very close to W,,,; = 1,463,296,768, but the
compute operation count, W,,,,,, = 679,312,384, is significantly higher than the theoretically
estimated value (more than +53%). This entails 23 flops per element on average instead
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Table 5.10: The profiling metrics gathered for the LMSOR kernel on a GTX-480 GPU. All metrics are
the accumulated values collected in 4 iterations for the red element calculation.

Parameter Measurement

Mfma32 0
M f1ma64 36,864,000
M5t 93,107,518
Mt 18,433,804
Mipso 0
M 64 132,964,096
My 184,601,469
Mran-r 9,577,528
Mran-w 1,854,478

Table 5.11: The kernel parameters and the operational intensity of the LMSOR kernel.

Parameter Value
Kiype fp64
Weomp 679,312,384
Wirar 1,463,296,768
Eia 63.86%

D ops 22.54%
Dldst 1578%
Doither 61.68%
Okrn 0.46

of the assumed 15 flops in paragraph 5.1.2. Nevertheless, the operational intensity is still
low and this kernel is also expected to be memory bound. It still exhibits a large instruction
overhead D, = 61.68%, though lower than the exhibited ratio of the red/black SOR
kernel.

The performance modeling process proposes that this kernel is compute bound on the
GTX-660 GPU and memory bound on the other GPUs, similarly to the red/black SOR
kernel. The performance prediction results are provided in table 5.12 and compared with
the actual execution measurements. The GTX-480 and GTX-960 GPUs exhibited perfor-
mance very close to the predicted one. The rest of the GPUs executed the kernel with up
to ~10% worse performance than predicted. By inspecting the top utilizations seen on the
GPUs, provided in table 5.13, it is obvious that the GTX-660 is clearly compute bound as
the ALU unit is saturated to max(10) utilization, which validates the performance model
classification. The slight performance prediction error could stem from the evaluation of
the computational workload cost. The same kernel on the GTX-1060 seems to reside
on the critical/turning point between compute and memory bound regions as the DRAM
and ALU utilizations are equally assessed to be high(9). This is also expressed by the
performance model which estimated a device compute to memory ratio (O,.,) equal to
0.479 which is very close to the operational intensity of the kernel (0.46). This would
be expressed by having the kernel’s operational intensity approaching the ridge point of
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Table 5.12: Prediction results on all GPUs for the LMSOR kernel stencil computation

Predicted time Measured time Error

GPU (msecs) (msecs) (%)
GTX-480 8.957 8.971 -0.15%
GTX-660 16.397 18.069 -9.26%
GTX-960 16.946 17.458 -2.93%

GTX-1060 6GB 9.053 10.132 -10.65%
Tesla M2050 13.619 15.162 -10.17%
Tesla K20c 9.644 10.399 -7.26%

Table 5.13: The highest rated utilization metric values of the LMSOR SOR kernel.

GPU *Metric/utilization (1) *Metric/utilization (2) *Metric/utilization (3)
GTX-480 dram/High (9) alu_fu/High (7) 12/High (7)
GTX-660 alu_fu/Max (10) dram/High (7) 12/Low (3)
GTX-960 dram/High (8) double_precision_fu/High (7) 12/Mid (6)

GTX-1060 6GB dram/High (9) double_precision_fu/High (9) 12/Mid (4)
Tesla M2050 dram/Max (10) 12/Mid (6) tex/Low (3)
Tesla K20c dram/High (9) 12/Mid (4) alu_fu/Low (2)

* The “_utilization” suffix from metric names has been omitted

the roofline performance line in the roofline model. The Tesla GPUs exhibited high(9)
or max(10) DRAM utilizations so the prediction error could possibly be attributed to ECC
causing an extra overhead.

5.2.3 Matrix multiplication (SGEMM)

For the matrix multiplication kernel the selected matrix sizes for the experiments were
1280x640 and 640x640. The program was compiled by setting the thread block size to
be 32x32 (1024 threads per block). The larger the thread block size is set, the larger the
shared memory tile and therefore, the less the produced memory traffic is expected to be.

The derived parameters for this kernel have already been shown in table 4.10. The op-
erational intensity is particularly high in this case (O, = 24.81) so it would be valid to
assume that this kernel is compute bound. However, using the peak compute throughput
of the device as the expected kernel’s compute performance would not be wise in a suffi-
ciently accurate performance model. For instance, the GTX-660 with a theoretical 1,983
SP GFLOPS peak, would ideally execute this workload in less than 0.53 msecs, which is
far from the measured 6.2 msecs. If the instruction densities are taken into account then
it becomes apparent that this kernel executes mostly load/store instructions (almost half
of total instructions) instead of compute operations. Furthermore, as typically load/store
operations are more expensive than single precision flops, kernel’s compute potential is
greatly reduced. This reduction is modeled through the E;, ;. factor. If this factor is ap-
plied to the measured peak compute throughput for the GTX-660, the adjusted throughput
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becomes T, = 202.8 GFLOPS and entails the execution time of 5.171 msecs, which is
far closer to the measured performance.

In table 5.14 the prediction results are compared with the measured times. The perfor-
mance of both the GTX-960 and GTX-1060 appears to be very close to the predicted
time. For the rest of the GPUs the performance prediction error ranges between 16%
and 26%. After inspection and experimentation it was found that groups of 4 load in-
structions on shared memory regarding sequential addresses were combined to single
128bit loads (LDS. 128 instruction on Fermi). In the profiling process these instructions
account as single, though the actual throughput of these is about !/1 to 1/2 of the equiva-
lent using 32bit loads, depending on the architecture. Consequently, the accounted rela-
tive weight of load/store instructions is significantly less than the actual one. This relation
of throughput ratios is justified by the vendor’s documentation regarding shared memory
throughput[73], as well as, it has been validated on a published work assessing on-chip
memories’ throughput via micro-benchmarking[43]. The GTX-960 and GTX-1060 pre-
dictions were coincidentally very close to the actual execution time due to the effective
overlapped execution of load/store and compute instructions.

Table 5.14: Prediction results for the matrix multiplication kernel

Predicted time Measured time Error

GPU (msecs) (msecs) (%)
GTX-480 2.987 4.033 -25.95%
GTX-660 5.171 6.201 -16.61%
GTX-960 2.973 2.938 1.20%

GTX-1060 6GB 1.705 1.694 0.64%
Tesla M2050 4.320 5795 -25.45%
Tesla K20c 3.122 3.963 -21.24%

In table 5.15 the highest rated utilization metrics are provided per GPU for the SGEMM
kernel. The particularly high values of /1_shared_utilization or shared_utilization metrics
point to the shared memory resource as the bottleneck of this application which is more
or less connected to the load/store utilization.

Table 5.15: Top GPU utilization metrics on matrix multiplication kernel profiling

GPU Metric Ratio
GTX-480 I1_shared_utilization High (8)
GTX-660 I1_shared_utilization High (9)
GTX-960 shared_utilization  High (9)

(
(
(

GTX-1060 6GB  shared_utilization  High (9)
Tesla M2050  I11_shared_utilization High (8)
Tesla K20c I1_shared_utilization High (8)
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5.2.4 Mixbench performance prediction

As an additional evaluation of the proposed model the mixbench micro-benchmark was
selected as a target. Mixbench is composed of a large group of kernels, where each one is
differentiated by parameter values which determine the balance of compute/memory op-
erations. Each parameter is essentially a template variable and each different value leads
to compiling a different kernel binary in the executable. All kernels are optimized so the
device is pushed close to its theoretical limits. Loops are optimally unrolled, proper data
types are used, parallelism is abundant, no divergences, control instructions minimized,
memory accesses are coalesced, etc. That said, the kernels are running very efficiently
are presented in section 3.2.1.

In this section, the performance prediction model was applied on mixbench itself. The
parameters of the kernels were captured and thereafter, the conducted performance pre-
diction results were used to reconstruct the roofline chart. In addition, running the micro-
benchmark on the same devices is used to compare the actual measurements with the
predicted ones. The GTX-480 is used again as a reference GPU for profiling the kernel.
This kind of chart is illustrated in figure 5.5 for the GTX-480 and GTX-660 GPUs. Figure
5.6 present the same information for the GTX-960 and GTX-1060, and figure 5.7 for Tesla
M2050 and K20c, respectively.
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Figure 5.5: Performance prediction on mixbench (SP) for GTX-480 and GTX-660.

On the GTX-960 prediction there is a small divergence observed for high operational in-
tensities. This prediction error exposes some different compilation behavior for this ar-
chitecture. In order to elaborate, the same prediction procedure was repeated by using
the GTX-960 GPU as a reference this time in order to investigate the prediction results by
eliminating any code generation side effects. The prediction results are provided in figure
5.8. Here the regenerated prediction clearly exposes the performance fluctuation.

As itis evident, the model in general led to estimated performance which was quite close to
the actual measured. In fact, the curvature of line is very accurately predicted by the pro-
posed model compared to just using the flat theoretical peaks as already shown in figures
3.2, 3.3 and 3.4. Real world kernels, however, frequently expose other bottlenecks but on
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Figure 5.6: Performance prediction on mixbench (SP) for GTX-960 and GTX-1060.
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Figure 5.7: Performance prediction on mixbench (SP) for the two Tesla GPUs.

these ideal kernels the proposed model produces close to real measurement predictions.

5.2.5 Rodinia benchmark suite

The Rodinia execution experiments were focused on the selected 28 kernels as provided
in table 5.5. The experimental executions yielded the parameter values that are summa-
rized in table 5.16. Out of 28 selected kernels exactly half of them were characterized as
single precision floating point (fp32), 13 as integer (int) and just one as double precision
floating point (fp64). Some are compute intensive e.g. in terms of instruction density on
e3d-flux more than 44% of executed instructions are single precision floating point and on
lvmd-krn more than 36% of executed instructions are double precision floating point. In
terms of operational intensity /ct-gic approaches 600 flops/byte which is particularly high.
A detailed roofline chart with all single precision Rodinia kernels on GTX-480 is depicted

in figure 5.9.
Using the aforementioned parameters the prediction results were estimated and exper-
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Figure 5.9: GTX-480 roofline using the estimated fp32 Rodinia kernel intensities.

imental executions were conducted in order to compare the former with the actual time
measurements. The prediction errors are depicted in figure 5.11. Out of 168 total predic-
tions for all GPUs, 30 predictions proved to be pessimistic as the respective errors were
positive, which means that the actual execution times were shorter than predicted. The
rest 138 predictions were optimistic and this is expressed with the negative prediction er-
rors. In addition, 40 predictions were highly optimistic as the error was below -50%. In
terms of APE (Absolute Percentage Error), which is the absolute error (| Error|), the ma-
jority of predictions on all GPUs (39/16s = 52.98%) exhibited less than 25% APE. Focusing
on each particular GPU, predictions falling below 25% APE were 53.6% (5/28), 53.6%
(12/28), 57.1% (16/28), 50.0% (14/28), 50.0% (14/28) and 53.6% (1°/28) for the GTX-480, GTX-
660, GTX-960, GTX-1060, Tesla M2050 and Tesla K20c, respectively. Thus, in summary
prediction accuracy is acceptable for more than half of predictions for all GPUs.

For sake of the evaluation of the efficiency factors (E,,;. & Eins.) in figure 5.10 the pre-
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Table 5.16: Collected kernel parameters and the operational intensity of the selected Rodinia kernels

Kernel Ktype Wcomp Wtraf Emiw Dops Dldst Dother Okrn
3d-htsp  fp32  1,703,936,000 1,264,790,400 83.33% 15.92% 11.43% 72.65% 1.347
btr-fnd int 138,477,928 12,264,768 50.00% 54.95% 9.57% 35.48% 11.291
btr-rng int 149,868,966 14,210,080 50.00% 58.75% 11.34% 29.91%  10.547
bp-adj fp32 9,437,296 19,332,000 64.29% 15.91% 20.45% 63.64% 0.488
bp-fwd  fp32 2,031,616 9,576,448 50.00% 1.51% 7.86% 90.63% 0.212
bfs-k1 int 144,663,996 419,167,488 50.00% 15.59% 3.95% 80.46% 0.345
bfs-k2 int 76,010,748 24,407,808 50.00% 35.13% 7.39% 57.48% 3.114
dwt-cpy  int 20,709,376 15,775,936 50.00% 54.86% 20.83% 24.31% 1.313
dwt-krn int 61,932,984 26,166,336 50.00% 51.92% 25.87% 22.21% 2.367
e3d-flux fp32 4,862,041,500 630,725,760 81.70% 44.11% 3.93% 51.96% 7.709
e3d-sfac  fp32 230,343,560 54,782,720 85.23% 34.35% 3.46% 62.20% 4.205
e3d-init int 3,788,928 5,851,008 50.00% 44.83% 17.24% 37.93% 0.648
e3d-step fp32 157,386,240 369,014,400 96.43% 16.28% 18.60% 65.12% 0.427
hspt-tmp  fp32 23,790,048 3,490,880 80.95% 12.93% 6.52% 80.55% 6.815
hs-pack int 171,966,464 135,862,912 50.00% 43.08% 25.74% 31.17% 1.266
hs-srtf ~ fp32 41,958,520 134,636,032 50.00% 27.78%  5.56% 66.67% 0.312
km-map  int 129,438,028 611,707,072 50.00% 73.18% 18.99% 7.83% 0.212
km-pt  fp32 508,840,600 693,726,720 74.64% 29.56% 29.22% 41.22% 0.733
lvmd-krn  fp64 11,415,296,000 329,011,328 78.79% 36.07% 4.08% 59.86% 34.696
Ict-dil fp32 144,440,534 5,853,952 50.00% 9.62% 9.61% 80.76% 24.674
lct-gic  fp32  2,886,264,648 4,827,456 81.37% 36.27% 13.44% 50.29% 597.885
mum-krn  int 64,023,008 122,884,896 50.00% 24.67% 2.11% 73.22% 0.521
mum-prt  int 34,693,612 103,484,288 50.00% 25.78% 3.87% 70.35% 0.335
nn-euc  fp32 513,168 277,536 66.67% 27.23% 9.08% 63.70% 1.849
pfnd-krn int 163,099,165 43,833,920 50.00% 41.43% 19.43% 39.14% 3.721
pvl-huff int 401,590,480 14,557,120 50.00% 47.39% 9.09% 43.51% 27.587
srad-c1  fp32 847,249,408 204,695,744 81.45% 24.44% 8.70% 66.86% 4.139
srad-c2 fp32 83,886,080 236,833,856 83.33% 5.25% 16.66% 78.08% 0.354

diction error is provided for three prediction cases on the GTX-480 GPU. The first is not
applying efficiency factor corrections at all, the second applies just E,,;, correction and
the last one applies the method as proposed by utilizing both E,,;, and E;,.;,. Itis evident
that in all cases the efficiency adjustments either improve the absolute prediction error or
in the worst case they have no affect.

According to figure 5.9, taking into account just the operational intensity of the kernel
leads to expect a total of 11 fp32 kernels being memory bound on the GTX-480 GPU.
Our analysis, though, exposed only 4 kernels (bp-adj, e3d-step, hs-srtf, km-pt) exhibiting
higher intensity than the one the GPU could offer.

The errors of the rest of the predictions were larger and in some cases they reached to
high levels, exceeding 70% APE. In this regard, table 5.17 with the highest utilizations on
the execution of the Rodinia kernels is provided for all GPUs. The highest rated utilization
metric potentially reveals the most congested resource of the GPU and therefore it is a
significant indication of the performance limitation factor on the particular GPU. As the
proposed model is based on the assumption that kernels are not latency bound, the most
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Figure 5.10: Prediction errors in the Rodinia suite kernels on GTX-480, in relation to the exploitation
of the efficiency factors.

utilized resource should be adequately utilized (e.g. utilization > 7). Otherwise, the ker-
nel should be considered as latency bound and the predicted execution time is expected
to be significantly lower than the actual one. In this case it serves as a lower bound. In
addition, the utilization metric should be either connected to the DRAM or to an execution
resource of the SM (ALU, Load/Store unit), otherwise performance is expected to depend
on a resource utilization (e.g. L2 cache) that it not explicitly considered in the proposed
model or it is bound to unknown latencies. To this end, some typical cases which exhib-
ited the largest average prediction errors were investigated. In addition, some distinctive
cases were probed where different behavior between GPUs was observed concerning the
execution time prediction and resource utilizations.

Special case considerations

Kernel pfnd-krn is essentially the only one that performed better on Fermi based GPUs
than predicted. This is attributed to the fact that this kernel was classified as type int and as
such its compute workload is based on the throughput of integer instructions, where each
integer instruction’s cost is accounted by the model as the cost of a Multiply-Add integer
instruction. However, this cost is not the lowest one exhibited by integer instructions. For
instance, the integer addition instruction throughput is double on Fermi GPUs[73]. The
inspection of the assembler code produced for Fermi (SASS) showed that the inner loop
consisted of 31 instructions out of which only 3 were of MAD type. Apart from the 6 shared
memory instructions (LDS/STS) there where 10 other integer instructions (ISETP, IADD,
etc) and 4 data movement instructions (MOV) which are expected to execute efficiently.
As there is no deeper distinction between integer instruction types in the available profiling
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Figure 5.11: Prediction error of the selected Rodinia kernels per GPU.

metrics there cannot be an accurate cost assignment to integer instructions.

On Kepler GPUs the performance gap between the addition instruction throughput and the
multiply-add instruction throughput is significantly higher as each SM is able to fulfill 160
addition instructions per clock compared to just 32 integer MAD instructions (1/5 through-
put ratio)[73] and thus prediction error is wider on these GPUs. Maxwell and Pascal GPUs
reach to a theoretical throughput of 128 integer addition instructions per clock (/1 through-
put ratio)[73], which entails also a wider gap compared to Fermi GPUs, though narrower
to Kepler. In addition, all three recent GPU architectures (Kepler, Maxwell and Pascal)
are able to co-issue ALU and load/store instructions contrary to Fermi GPUs. For both
reasons, kernels pv/-huff and Ict-gic executed faster than predicted on Kepler, Maxwell
and Pascal GPUs.

Both MUMmerGPU kernels (mum-prt & mum-krn) exhibited large prediction errors, 66.00%
and 57.51%, respectively. Especially, the prediction of the mum-prt kernel execution on
the GTX-660 reached to 74.56%. All highest utilized metrics of both kernels point to the
DRAM resource as seen in table 5.17. However, the highest profiling utilizations were
observed particularly low for most GPUs (3-4) with Tesla GPUs being an exception, which
indicates other latencies as bounds. After source code inspection, it was noticed that
the inner loop global memory references consisted of 8bit scalar (char) type accesses.
Experience has shown that GPUs cannot approach peak memory bandwidth by utilizing
such short memory types. Ideally, both kernels would be memory bound as indicated of
the proposed model. However, this inspection suggests that kernels are bound on the
DRAM latency as the requested transactions cannot fully utilize the DRAM resource. In
contrast, the Tesla GPUs exhibited higher rates on DRAM utilization due to the ECC pro-
tection, which caused a much larger DRAM traffic (3,840,153, 10,062,748 and 6,612,211
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Table 5.17: The highest utilization metrics for the Rodinia kernels and the corresponding utilization

rating.
Kernel GTX-480 GTX-660 GTX-960 GTX-1060 6GB Tesla M2050  Tesla K20c
3d-htsp 12 (7) alu_fu (4) 12 (10) dram (8) 12 (8) dram (6)
btr-fnd alu_fu (3) alu_fu (3) 12 (5) single_precision_fu (3) alu_fu (4) Idst_fu (4)
btr-rng  alu_fu (4) Idst_fu (4) 12 (6) tex (4) alu_fu (4) Idst_fu (5)
bp-adj 12 (4) dram (5) 12 (9) dram (8) dram (5) dram (4)
bp-fwd alu_fu (7) alu_fu(7) single_precision_fu (6) single_precision_fu (5) alu_fu (8) alu_fu (7)
bfs-k1 alu_fu (2) Idst_fu (2) dram (3) dram (2) dram (4) dram (3)
bfs-k2 alu_fu (4) alu_fu (3) dram (4) dram (3) alu_fu (4) alu_fu (3)
dwt-cpy  dram (9) dram (8) dram (8) dram (8) dram (9) dram (8)
dwt-krn  alu_fu (5) Idst_fu (6) dram (7) dram (6) dram (6) dram (4)
e3d-flux alu_fu(4) alu_fu(3) 12 (10) dram (4) alu_fu (4) 12 (3)
e3d-sfac alu_fu (6) alu_fu (5) dram (7) dram (7) alu_fu (6) dram (6)
e3d-init  dram (9) dram (8) dram (7) dram (8) dram (9) dram (8)
e3d-step  dram (8) dram (8) dram (8) dram (8) dram (9) dram (7)
hspt-tmp alu_fu (6) alu_fu (6) single_precision_fu (7) single_precision_fu (7) alu_fu (6) alu_fu (5)
hs-pack  dram (8) dram (6) dram (8) dram (8) dram (10) dram (8)
hs-srtf dram (9) dram (8) dram (8) dram (8) dram (9) dram (9)
km-map Idst_fu (5) Idst_fu (6) dram (7) dram (8) dram (9) Idst_fu (7)
km-pt dram (8) dram (8) dram (8) dram (9) dram (10) dram (8)
lvmd-krn alu_fu (10) alu_fu (10) double_precision_fu (10) double_precision_fu (10)  alu_fu (7) alu_fu (8)
Ict-dil alu_fu (56) alu_fu (3) 12 (7) single_precision_fu (4) alu_fu (5) alu_fu (5)
Ict-gic alu_fu (7) alu_fu (5) tex_fu (7) tex_fu (7) alu_fu (7) alu_fu (5)
mum-krn  dram (4) dram (3) dram (4) dram (3) dram (8) dram (6)
mum-prt  dram (4) dram (3) dram (4) dram (3) dram (8) dram (5)
nn-euc  alu_fu (4) dram (4) 12 (7) 12 (4) 12 (5) alu_fu (3)
pfnd-krn  alu_fu (5) Idst_fu (6) dram (7) dram (6) dram (6) Idst_fu (6)
pvl-huff  alu_fu (5) alu_fu (5) shared (6) shared (6) alu_fu (5) I1_shared (6)
srad-c1  alu_fu (6) Idst_fu (6) dram (8) dram (7) alu_fu (5) dram (6)
srad-c2  dram (6) Idst_fu (6) dram (8) dram (7) dram (9) dram (7)

*The ”_utilization” suffix in the metric names has been omitted for space conservation.

total transactions on GTX-480, Tesla M2050 and Tesla K20c, respectively). Therefore,
this kernel is not expected to perform as optimally as the model would presume. As such,
both kernels could not get to the performance levels that the proposed model predicted.

Another kernel exhibiting large prediction error is nn-euc (avg. APE 63.09%). However,
this kernel takes a tiny amount of time to execute on the order of few micro-seconds
(7.42 micro-seconds on GTX-480). Kernels executing on such small intervals are difficult
to predict as the execution time becomes susceptible to the unavoidable invocation and
execution overheads. Thus, short kernel invocations are not considered to utilize the GPU
sufficiently enough in order to yield predictable execution times by using the proposed
model.

Kernels bfs-k1 and bfs-k2 prediction results are expressed by a 61.63% and 46.82% APE,
respectively. By inspecting the utilization metrics it becomes evident that the maximum
utilization rate ranges between 2 and 4 which in this case is also quite low. The type of
metric varies (alu_fu, dram, Idst_fu) but most important is the particularly low rate which
indicates yet another latency bound kernel. A further inspection on the GTX-480 reveals
that a total of 12 invocations were conducted per kernel with an average execution time
of 0.56 msecs and 0.075 msecs, respectively. A significant amount of invocations took
less than 0.1 msecs and as such, the invocation overheads are expected to affect the
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execution time severely. This fact justifies the observed errors.

The “Back Propagation” kernels exhibited some peculiar behavior on the GTX-960 and
GTX-1060 performance predictions. While the bp-adj kernel's performance was not well
predicted in general (average error 40.87%), predictions on the GTX-960 and GTX-1060
GPUs were significantly more accurate with the respective APE at ~10%. In contrast, the
performance of bp-fwd kernel was significantly better predicted on the rest of the GPUs,
yet the GTX-960 and GTX-1060 in particular still exhibited different behaviors as the pre-
dicted time was about the half of the actual measured time. The DRAM utilizations of bp-
adj on both the GTX-960 and GTX-1060 were significantly higher (7 and 8, respectively)
than on the rest of the GPUs and thus, prediction was more accurate on these GPUs.
The reason the DRAM was better utilized was again the reduced latencies on the partic-
ular GPUs. Stall reason metric values on the GTX-960 were stall_memory_dependency:
80.39% (which is normal for a memory bound kernel), stall_exec_dependency: 7.42% and
stall_sync: 7.75%. In contrast, on the GTX-480 stall metrics ratios were stall_memory_de-
pendency: 56.03%, stall_sync: 19.35%, stall_exec_dependency: 11.58% and stall_pipe-
_busy: 10.28%. Thus, it is evident that the GTX-480 is significantly more affected by
the synchronization and pipeline latencies. On the other hand, during the inspection of
bp-fwd kernel’s performance prediction it was found that the amount of compute oper-
ations on both the GTX-960 and GTX-1060 GPUs was significantly higher (>3) than the
same amount on the other GPUs. By examining the kernel’s source code it was found that
fast transcendental operations were involved in the computations (__log2f() and ___powf())
which can be differently implemented on each GPU architecture, leading to different in-
struction counts. The experiments showed that the use of the transcendental operations
increased the total amount of instructions significantly on different magnitudes between
GPU architectures leading performance prediction errors to large margins. Nonetheless,
it was observed that the use of these transcendentals could have been easily avoided by
the programmer, as their operands were known during compilation time. Moreover, as the
operands are essentially integers, their use on functions expecting floating point operand
values is not expected to be optimal.

At this point, some cases are examined where kernels exhibited high utilizations on com-
pute or memory resources but performance prediction accuracy was not equally high. In
this respect, code inspection was used for better understanding and gaining insight into
the possible causes for the inaccurate prediction. On a particular example, the hs-pack
kernel on Tesla K20c exhibited “Max (10)” dram_utilization utilization while on the rest of
the GPUs it was “High (8)”, and just “Mid (6)” on the GTX-660. However, Fermi GPUs per-
formance prediction reached to error 38% and 40%, on the GTX-480 and Tesla M2050,
respectively. It should be noted that the particular kernel execution is quite short as it
takes less than 1.5 msecs to complete 4 total iterations which is 0.37 msecs per iteration.
Hence, it is not surprising that a such short invocation exhibits up to a 40% error on some
GPUs.

Kernel lvmd-krn was the only double precision compute (fp64) in the selected Rodinia
kernels. All GTX GPUs saturated the double precision utilization to “Max (10)”. How-
ever, the average APE for the particular kernel was ~20.5%. A key indication lies on the
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warp_execution_efficiency profiling metric, which was 78.21% on GTX-480. This reflects
the actual cause of the miss-predicted result, which was the use of conditional loops, the
count of which was dependent on the thread index and thus, it caused divergent execution
between threads of warps. Another observation is the fact that all GPUs exhibited lower
performance due to the aforementioned cause with the exception of Tesla K20c¢, which
exceeded the predicted performance by almost ~22.6%. The cause of this discrepancy
on prediction errors is not clear and a further analysis will be required which is left for future
investigation.

Few kernels provided apparently better prediction performance on the GTX-960 and GTX-
1060 than on the rest of the GPUs. The APE on km-map, 3d-htsp and e3d-sfac kernels
was 14.32%, 2.31% and 4.36% on GTX-960, while the average APE was 41.52%, 26.03%
and 27.31%, respectively. The same kernels exhibited an APE of 3.54%, 9.64% and
28.42% on the GTX-1060, respectively. A possible cause could be the more efficient
L2 cache evident on both the GTX-960 and GTX-1060 which aids DRAM traffic reduction.
However, this explanation requires a further investigation which is left as future work. Note
that kernel e3d-sfac is called for a total of 20 times with an average execution time of just
0.042 msecs per invocation on the GTX-480 thus, its prediction is expected to be less
accurate.

Last, kernels dwt-cpy and dtw-krn performed significantly better on GTX-660 GPU than
predicted. The key element is that these kernels are integer compute based instead of
floating point and therefore they are more susceptible to the integer instruction throughput
variance. Using the proposed model they were designated as compute bound kernels
on GTX-660 but the actual average cost of integer instructions in this kernel is less than
presumed by the model and therefore the actual execution times are lower. In particular,
the utilization metrics showed that dwt-cpy kernel is actually memory bound (table 5.17).
The same issue holds for the K20c GPU as well, but as both performance limiting fac-
tors (compute / memory traffic) were more balanced on this particular GPU the effective
prediction error was lower.

Exploitation of reference GPU execution time

In order to increase the accuracy of predictions as a fine tuning improvement, the observed
kernel's execution time on the reference GPU can taken into account. As the GPU kernel
is actually executed on the reference GPU during the profiling process, the observed ex-
ecution time can be used as a measure of the effectiveness of execution when compared
with the predicted time on the same GPU. In this respect, the utilization factor (E.;;) is
defined as given by (5.13):

T(TefG’PU)

_ " Measured
Eutil - (T‘efGPU) (513)

Predicted

This factor can be applied as an additional correction on the predicted execution time of
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all the rest of the GPUs as T, icica = Eutit X Thredictea- HOWever, it should be noted that
this can be only a statistical correction as the actual performance limiting factor is not
necessarily the same for all GPUs and it does not always affect performance to the same
extent. Therefore, this correction is proposed to be only optionally applied.

After the utilization factor correction was applied on the previously presented Rodinia re-
sults, the adjusted prediction errors are depicted in figure 5.12. In this case the percentage
of total predictions below 25% increased to 92/140 = 65.71%. The prediction results on the
reference GPU were excluded, as the adjusted prediction error on the reference GPU is
0% by definition due to the correction applied to itself. However, some predictions have
worsened and especially 5 particular predictions (bp-adj and km-map kernels) exhibited
positive errors at the range of ~100% or more. The excessively high positive errors are at-
tributed to the fact that on these cases the adjusted predicted time got significantly longer
compared to the actual execution time. Due to the form of equation (5.12) the long pre-
dicted times tend to be reflected with particularly high error percentages. On the original
predictions the error was mostly negative expressing the longer measured time compared
to predicted one. Consequently, this correction discards the qualification of using the
model to estimate a lower bound on the execution time.
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Figure 5.12: Rodinia prediction errors after applying utilization factor correction.

5.2.6 Summary and conclusions

By summarizing all the prediction results it is concluded that out of all conducted exper-
iments about half of them exhibited less than 25% APE. This is considered a significant
achievement given the little set of input that is used by the method. However, some cases
exhibited relatively larger errors which exposed limitations characterizing the method. Ad-
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ditionally, some specific notes based on observations regarding the prediction results are
provided in the following list:

+ Stencil computations performed mostly as expected, being memory bound with the
GTX-660 GPU slightly diverging to this trend. On both stencil computations the
particular GPU exhibited compute bound behavior. In addition, the GTX-1060 on the
LMSOR kernel was at the edge of being memory bound, having both the memory
and ALU utilizations rated as High(9). LMSOR, in general, exhibited slightly larger
errors presumably due to the slightly more complex memory access patterns as each
computation requires fetching data from four matrices instead of one as it is the case
with red/black SOR kernel.

« The SGEMM kernel exhibited larger errors, reaching up to ~26% APE on the GTX-
480. The prediction error stems from the fact that the compiler generated 128bit
shared memory accesses by combining groups of 32bit accesses on successive ad-
dresses. The 128bit load/store instructions take significantly longer to execute than
their 32bit counterparts. The cost of load/store instruction execution, as perceived
by the model, does not take into account the width of the data being accessed which
is considered as a weakness of the proposed method.

+ Some Rodinia kernels (e.g. pfnd-krn, pvI-huff, Ict-gic, dwt-cpy and diw-krn) exhibited
higher performance than anticipated on one or more GPUs by applying the perfor-
mance model. This is justified by the variability of integer instruction cost. This cost
is accounted in the proposed model as the cost of a Multiply-Add integer instruction.
There are multiple types of integer instructions which vary in performance as their
instruction throughput depends on the underlying GPU architecture. Consider the
integer throughput information as provided by the vendor in table 5.18. The variance
in various types of integer operations can be very wide. Especially Kepler GPUs ex-
hibit a 5x variance (e.g. integer addition vs integer multiplication). When an integer
computation kernel is comprised of faster instructions than multiply-add instructions
then the kernel’s performance can be higher than predicted by the proposed model.

* A less relevant issue that potentially causes significant disturbance on the perfor-
mance results is the variance on GPU core frequencies during execution. This effect
is more common on the more recent GPUs, and it was observed in the experiments
on both Maxwell and Pascal GPUs, which at the time of writing this thesis were the
most recent GPU CUDA architectures.

* It was also observed that memory accesses via small data types do not perform as
predicted, e.g. 8bit types in MUMmerGPU kernels. This effect has to be investigated
further and it is left as future work. It cannot be exposed through the profiling method
employed by the proposed approach and as such it can be practically regarded as
a latency bound case.

» Short kernel invocations (e.g. nn-euc, hs-pack) cannot be accurately predicted as
the invocation overhead is significant. As a criterion of a minimum duration it is pro-
posed to measure at least half a millisecond of execution time per invocation on the
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Table 5.18: Throughput of native integer arithmetic instructions[73] (operations per clock cycle per
multiprocessor)

Operation 20 21 3.0,32 35,37 50,52,53
32-bit integer add, extended- 32 48 160 160 128
precision add, subtract,

extended-precision subtract

32-bit integer multiply, multiply- 16 16 32 32 multiple
add, extended-precision instructions!
multiply-add

32-bit integer shift 16 16 32 642 64
compare, minimum, 32 48 160 160 64
maximum

32-bit integer bit 16 16 32 32 64
reverse, bit field

extract/insert

32-bit bitwise AND, OR, XOR 32 48 160 160 128
count of leading zeros,

most significant nonsign bit 16 16 32 32 64

lexperimentally estimated as 42.59 ~ 128/3 according to tables 5.2 and 5.3
232 for GeForce GPUs

reference GPU. Otherwise, the prediction can be quite optimistic as no overheads
are considered.

* Irregular computations, e.g. transcendental operations, cannot be directly supported
by the performance method. These operation counts are not currently provided by
the hardware profilers. This effectively means that the black-box approach of the
method cannot work currently on the proposed method since more detailed infor-
mation is required from the profiler. A discussion on this issue follows on the next
chapter (section 6.2).

» Purely based on the utilization metrics, in few kernels the L2 cache seems to pose
a bottleneck. On 13 cases out of the 186, it appears that the /2_utilization is the
highest profiled utilization metric. Out of these, only 7 (<4%) exhibited a high utiliza-
tion degree (> 7, e.g. High(10) on e3d-flux with GTX-960). These examples could
potentially point to a hot-spot on caches regarding GPU performance. However, the
L1 & L2 caches do not exhibit the regular behavior of DRAM as it was realized in
[43]. More specifically, memory bandwidth performance exhibited different rates de-
pending on whether the type of accesses were reads or writes. The cache behavior
issue is also further discussed on the next chapter (section 6.2). Additionally, more
detailed information regarding experiments on GPU memory caching throughput is
provided in chapter B of the appendix.

» Divergent code execution (e.g. kernel lIvmd-krn) can also cause problems on the
prediction process as the execution of such code behaves the same way as the
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instructions were executed by the all threads belonging to a thread warp. This is
another aspect that is not supported by the proposed model as it induces lower
performance that predicted.

To the best of the author’s knowledge this research work conducts experiments to very
wide range of kernels compared to other research in regard to GPU performance mod-
eling. Typically, other related work is limited to a few kernels. The black-box nature of
this performance method allows applying it on many kernels without additional effort. In
addition, the kernels used in the experiments were selected using justified criteria instead
of cherry-picking well suited examples.

All the issues stated above potentially lead to lower performance, excluding the integer
instruction cost estimation issue which may lead to higher performance than predicted.
However, if a slight change is applied to the prediction method, i.e. using the integer
addition instruction cost as a reference for the cost of integer operations, the integer in-
struction cost could also lead to a higher predicted performance compared to the mea-
sured one. Therefore, the proposed method can be additionally used as a reference for
guiding optimizations. A kernel designer may choose to use the predicted performance
as an indication to the upper bound limit he can achieve by eliminating the bottlenecks.
Frequently, the existing bottlenecks are caused by following poor or improper GPU pro-
gramming practices. In other circumstances, it is the type of the algorithm that does not fit
well on GPUs, as it is often the case with irregular parallel algorithms. In either case, the
predicted method can prove to be convenient by exposing the theoretically peak attainable
performance in case the GPU resources are be optimally utilized.
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6. CROSS-VENDOR EVALUATION AND PERFORMANCE
LIMITATIONS

In this chapter we explore the potential of applying the proposed performance model on a
wider range of hardware, beyond the CUDA capable GPUs. Other GPU hardware vendors
for desktop or server computers include AMD and Intel. However, these vendors do not
support CUDA. In this regard, in order to be able to apply the same performance prediction
method on their hardware requires resolving some portability issues.

6.1 Portability on a different vendor’s architecture

So far the performance prediction method has been limited to NVidia GPUs due to em-
ploying the CUDA environment. The automation potential of this method relies on the
existence of proper profiling metrics along with the capability of micro-benchmarking the
particular hardware that is used to assess the device under specific operations including
both computation and memory. The latter could easily be applied on a variety of GPU ar-
chitectures by porting the micro-benchmarks to the OpenCL platform which is supported
by multiple vendors. However, the former requirement cannot be easily met as other GPU
vendors do not provide the required performance counters so that the automated kernel
analysis can be performed and the required kernel parameter values be estimated. In
fact, at the time of writing of this thesis, the nvprof tool that was employed for CUDA ker-
nel analysis did not support OpenCL kernel profiling. That said, OpenCL kernels cannot
be used directly to the purpose of the extraction of kernel parameters. On the other hard,
porting applications from CUDA to OpenCL platforms and vice versa is a process that
requires significant time and effort. Thus, other possibilities should be explored to this
direction.

6.1.1 The HIP/ROCm programming environment

Recently, an alternative programming environment to NVidia CUDA has emerged by AMD
named HIP[6, 5], supporting easy migration from CUDA to a platform neutral API. HIP is
supported by the ROCm platform which is a full open source software stack and consists
of the ROCk kernel driver, the ROCr run-time, the ROCt thunk interface, the HCC compiler
and the LLVM-AMDGPU assembler. ROCm platform is based on the HSA specification
[82] and it has been extended to support discrete GPUs.

The migration of a CUDA application is assisted by the HIPify tool. In this migration the
kernel source code itself stays mostly intact, apart from some automated replacements
of reserved keywords, which is a key observation as it allows the same kernel source
to be examined for performance measurement on other architectures beyond the ones
supported by NVidia.
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As it is currently the case with OpenCL and HSA environments, the vendor’s profiling ca-
pabilities provide a set of limited counters preventing the full execution of the performance
prediction method on the AMD GPU. For instance, there is no a distinct profiling counter
for floating point operations or memory transactions on the AMD GPU. A full list of the
supporting profiling counters can be found in [4]. However, as the kernels are essentially
the same, the profiling procedure could be performed on the NVidia hardware by using
either the CUDA application or the HIP application itself as HIP provides a compatibility
layer for both hardware platforms. The same parameters that had been extracted for the
previous experiments on the GTX-480 were used for the performance prediction on the
AMD GPU.

6.1.2 Kernel parameter portability

This model relies on the principle of parameter portability. The set of defined parameters
are generic in nature by hiding special hardware details and thus, the level of the model's
abstraction allows retaining hardware dependency. The proposed model is not tailored
to a particular hardware though some slight variability on the parameter values between
different architectures can be normally expected. However, the overall picture as given
by the kernel features is not expected to change. It's the level of abstraction that permits
use of the model on different hardware architectures.

NVidia and AMD’s GPU architectures are much different, yet they share common fea-
tures. They are both highly multithreaded and they exploit this multithreading capability
in the direction of hiding the expensive device memory access latencies with zero cost
context switching. In addition, they both employ flexible SIMD fashion execution so that
programming can be applied in a sequential (SISD) form and mapped to SIMD though the
hardware or the compiler. Moreover, they both feature fast scratchpad memories, large
register sets, L2 caches, coalesced memory accesses, high memory bandwidth, etc. That
said, the kernel parameters are not expected to differentiate significantly between ven-
dors’ architectures and the feasibility of using these values between architectures will be
assessed in the next section.

6.1.3 Experimental results

The HIP programming environment was applied as supported by ROCm 1.4.0 release, on
Ubuntu 14.04 Linux 64bit, using an AMD R9-Nano GPU. The theoretical specifications of
the particular GPU are provided in table 6.1.

The required micro-benchmark tools were ported to HIP platform with minimal effort through
the HIPify tool. Thereafter, they were used to generate the R9-Nano GPU parameters so
they can be used on the performance model. The produced GPU parameters are shown
in table 6.2. The cost weight factors are derived by using these parameter values which
are presented in table 6.3.
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Table 6.1: Theoretical specifications of the R9-Nano GPU

Feature Rating Unit
Memory bandwidth 512 GB/sec
DP Compute 512 GFLOPS

SP Compute 8,190 GFLOPS

Table 6.2: Measured GPU parameters for R9-Nano

Parameter Value
Tsp (GFLOPS) 8,032.08
Tpp (GFLOPS) 339.84

Tine (GIOPS)  1,623.73
T.qq (GIOPS)  3,985.30
B.em (GB/sec) 430.33
Ti4st (GOPS)  1,322.12

The experiments selected were the red/black SOR computation using double precision
arithmetic, the single precision GEMM (SGEMM) and the Rodinia Ivmd-krn kernel. It
should noted that the current HIP version is not complete in terms of full coverage of
CUDA features as a few features are not supported yet (e.g. use of texture memory). As
such, the kernels were selected so that they did not make any use of the unsupported fea-
tures. The respective parameters for red/black SOR and lvmd-krn kernels have already
been presented in tables 4.5 and 5.16, respectively. For the SGEMM kernel, the thread
block configuration had to be changed to 16 x 16 as the original implementation employed
a 32 x 32 configuration which is not supported on the AMD platform as the maximum thread
block size on the latter was 256 threads per block. Therefore, new parameter data are
provided in table 6.4. It is evident that DRAM access traffic has increased due to the
smaller blocking.

Running the performance model yields the execution times shown in table 6.5. Itis evident
that the observed prediction errors were very comparable to the ones produced on NVidia
GPUs. Out of the 3 kernels the Ivmd-krn kernel exhibited slightly higher APE.

In general, it is expected to observe slightly higher APEs on the AMD platform due to
the architectural differences between the two different vendor GPU architectures. These
differences could slightly differentiate the extracted kernel parameters between the two
architectures. However, this is not expected they change dramatically allowing the use of
the performance prediction method in cross architecture environments, in the same way
it was applied on this experiment. The most notable architectural differences between the
two vendors are:

+ All NVidia GPUs make use of a logical SIMD width (warp size) equal to 32, whereas
AMD GPUs make use of a 64 wide logical SIMD width (wavefront size). This makes
AMD GPUs performance more susceptible to thread divergent execution.
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Table 6.3: The GPU cost weights as measured for the R9-Nano

Weight Value
Wop (032) 1.00
W, (fp64) 23.63
Wop (int) 4.95
VVldst (load/store) 3.04
W pther (add) 1.01

Table 6.4: SGEMM kernel parameters using a 16x16 thread block size.

Parameter Value
Kiype fp32
Weomp 1,048,576,000
Wirar 61,806,400
E iz 100.00%
D s 30.19%
Dldst 4533%
D iher 24.48%
Obrn, 16.97

* It has been observed that AMD ISA is more verbose as it handles all branches
explicitly. For instance, execution mask is handled by special instructions (e.g.
s_and_b64 exec,vcc,exec) and explicit branch instructions (e.g. s_cbranch_vccz)
are used when conditional statements are executed without divergences between
threads in a wavefront. Therefore, when code contains branches it typically gener-
ates more control instructions for AMD GPUs to execute.

+ Typically, more parallelism is required for full occupancy as each compute unit (AMD’s
counterpart for Streaming Multiprocessor) contains 4 SIMD units and each executes
on its own threads. This means that an absolute minimum of 64 x 4 = 256 active
threads are required per compute unit in order make it work efficiently, which in turn
leads to a minimum of active 16,384 threads for utilizing all compute elements of the
R9-Nano GPU.

Having all the architectural differences in mind, the reported error percentages on the ex-
periments are considered to be on par with the previously presented single vendor exper-
iments. The proposed model provides a sufficiently good estimate of the actual execution
time.

6.2 Performance model limitations

The proposed prediction technique is able to indirectly capture some characteristics in
memory access patterns, as for instance, the degree that memory accesses are being
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Table 6.5: Prediction results on the R9-Nano GPU for the red/black SOR, SGEMM and Ivmd-krn
kernels

Predicted time Measured time Error

Benchmark (msecs) (msecs) (%)
red/black SOR 7.75 8.72 -11.18%
SGEMM 0.83 0.94 -11.45%
lvmd-krn 46.27 54.57 -15.21%

coalesced is a measure that is captured. Memory accesses of threads within a warp that
map within the same 32 or 128 byte memory segment can coalesce in one or few global
memory transactions. Otherwise, when each thread within a warp accesses elements
that map to different 32 byte segments then memory accesses are fully uncoalesced and
each of them entails a separate 32 byte transaction. Similarly, misaligned accesses can
also map to more than one memory transactions. The memory traffic in this work is mea-
sured by measuring the amount of transactions as returned by the profiling procedure.
Therefore, the actual memory traffic is considered instead of the requested, and thus the
effects of uncoalescing are indirectly taken into account. However, other performance
related memory access events are not captured. These include shared memory bank
conflicts, memory channel conflicts (i.e. partition camping) and constant memory access
serialization.

The automated kernel profiling procedure is applied for the total invocations for the par-
ticular kernel in the application. This means that the aggregated profiling metrics are
considered for the derivation of kernel’'s parameters. However, many applications tend to
be executed for different data size inputs on different executions. In this case the impact
of input size on kernel parameters cannot be safely predicted. Either a kernel re-profiling
would be required for all possible input sizes or the empirical derivation on the way in-
put size affects the execution time. If the data size is small then the kernel could be
under-utilizing the GPU and in this case the proposed model is not able to infer the actual
performance. On the other hand, if the data size is sufficiently large then GPU occupancy
is considered enough to hide latencies. In this case an extrapolation would be possible
by considering the complexity of the computation and having a performance prediction
measurement for some reference input data size.

In general, the thread block size configuration stays constant for an application. However,
in case it is variable it might affect the kernel parameter values. This fact is induced from
the tight connection between threads within a thread block and their data sharing through
shared memory. In such cases exploitation of locality is reduced as thread block size
gets smaller. This was the case with the SGEMM kernel when using a different thread
block size. When a 32 x 32 thread block was chosen then the features collected led to
an operational intensity of 24.81 (table 4.10). In contrast, using a 16 x 16 thread block
configuration increased the amount of memory transactions by +46.26%, leading to a
decrement on the operational intensity got 16.97 (table 6.4). However, the different kernel
parameters did not significantly affect performance on the particular example due to its
compute intensity.
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The described performance model assumes the use of simple floating point or integer
instructions (additions + multiplications) for performing beneficial operations. These op-
erations can be accurately counted by profiling as performed in the proposed method. If
user requires to apply this method on a kernel that employs other special type of bene-
ficial operations e.g. transcendentals (trigonometric functions, square root, etc.), bitwise
functions (intense use in hashing algorithms, encryption, etc.), the method can be easily
adjusted at the cost of requiring some input by the user. It requires the amount of benefi-
cial operations applied by the kernel and the peak throughput of the target device in this
kind of operations. The former could be empirically estimated assuming the user has at
least a basic understanding of the computation. The latter could be estimated by either
the theoretical device specifications (not always provided for such special operations) or
by using a custom benchmark that measures the throughput in the applied kind of opera-
tions. If these operations do comprise of multiple instructions the profiler should also be
leveraged in order to estimate the type and amount of instructions used for performing
each special operation. Thereafter, this information could adjust the respective parame-
ters used in the performance model (D,,, 1,,, W.,,) to the particular special operation on
the goal of credible performance prediction measurement.

Similarly to the previous issue, the integer operations are significantly more diverse from
the perspective of execution cost. This fact can cause misprediction on the results de-
pending on the type of integer operations involved in the GPU kernel code. This issue
was earlier discussed in section 5.2.6, as it was encountered on the Rodinia experiments.
A typical case is the difference in performance between addition instructions and multipli-
cation instructions, where the performance difference can reach up to 5-fold degree. As
the integer instruction profiler counts constitute a summary of all integer instructions, this
issue cannot be addressed without providing additional information manually.

As already presented in section 2.2.2, GPUs are typically equipped with L1 and L2 caches,
which naturally have limited bandwidth. Thus, if either the L1 or L2 cache utilization poses
as a bottleneck, it will not be exposed by the proposed model. However, the benefits of
caching on the GPU are not expected to be critical in the same way they are on the CPU
and caching is not regularly the bottleneck of the application. This is due to the highly
multithreaded nature of GPUs and the typically limited size of GPU caches. In addition, the
cache bandwidth behavior is more complex compared to device memory, as different mix
of read/write operations can lead to different bandwidth ratios[43]. Using a safe bound for
cache memory throughput did not prove as a reliable roofline rule in the experiments. For
more detailed information the reader is advised to look in chapter B of the appendix. For
this reason, the consideration of caching in the performance model was left out as it would
significantly increase the complexity with questionable prediction refinements in return.
Therefore, the possibility of exploiting the cached memory transactions in the performance
model is left as a future work.

In general, summarizing the proposed performance model provides an optimistic view on
the predicted performance of a kernel. The primary limitation is the arbitrary assumption
that the kernel execution is not latency bound. Apart from this, there are a few additional
limitations worth to note. Memory coalescing is indirectly considered, though a similar
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behavior between reference and target GPUs is assumed. Data sizes are assumed to
stay constant so they don’t influence the GPU workloads. The same would apply in cases
of random data are used or of variable thread block sizes. Irregular or integer opera-
tions could be misinterpreted in regard to its execution cost though there are proposed
workarounds. Non similar data caching behavior can also lead to errors in predictions.
Other GPU related performance issues are also not considered, the most notable being
the shared memory bank conflicts, branch divergences, constant memory serialization.
Even further, issues like register bank conflicts of memory channel conflicts are far more
complicated to be considered in this high level model. All these issues potentially influence
the prediction, though not to a dramatic degree. The most significant features affecting
performance are provided by the proposed model and the majority of the mispredictions
can be attributed to latency issues.

6.2.1 Exposing limitations through micro-benchmarking

Micro-benchmarks do regularly stress particular resources of the GPU. In this section
the performance model is tested against two micro-benchmarks that stress the on-chip
memories. These benchmarks [43] are briefly described in B in the appendix. These
experiments will be used in order to exhibit some special cases where the model does
not evaluate the instruction execution cost properly. It should be noted that all predictions
in this section were applied by considering as integer instruction cost (77,) the execution
cost of integer addition operations (7,,4,) instead of integer multiply-add (7;,,;) operations.
This decision is based on the fact that the use of multiply-add instructions is minimal in
this applications.
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Figure 6.1: Cachebench bandwidth predictions and measurements on various data-sets.
In figure 6.1 the benchmark assessing memory bandwidth (vertical axis) of global memory
hierarchy (cachebench) for repetitively reading 32bit data elements from a data array with

various sizes (horizontal axis). This benchmark explores the bandwidth limitations of L1,
L2 caches and GPU DRAM. The measured bandwidth is shown along with the predicted
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bandwidth, which was estimated by using the predicted execution time given through the
proposed model. Benchmarks were executed on the GTX-660 and GTX-960 GPUs.

In both figures it is apparent that when the data-set is large so that cache memories cannot
fit the data, the prediction runs accurately. However, for small data-sets (< 360K B) the
prediction is particularly bad on the GTX-660. This is justified by the fact that for the
particular cases the performance model accounts just the instruction execution cost, as
no DRAM transactions are observed and all transactions are served by the L2 cache,
which is officially sized to 384KB on this GPU. For the GTX-960 the prediction error is
significantly less for small data-sets, as the L1/texture caches serve the majority of data
accesses. However, for medium sized data-sets the prediction is equally bad as with the
previous GPU, as the L1 caches are too small to accommodate the data-set and the data
accesses are served by the L2 cache. That said, the intensive cache usage on GPU
applications may induce errors with the proposed model.
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Figure 6.2: Shmembench predictions and measurements for various data type sizes.

In figure 6.2 the shared memory benchmark (shmembench) was applied on the same
GPUs. This benchmark measures the effective bandwidth on GPU by intensively swap-
ping memory elements in shared memory, avoiding bank conflict effects. The source code
of this benchmark is provided in section A.4 of the appendix. The benchmark is executed
for 32bit, 64bit and 128bit elements, which translate to shared memory loads of the re-
spective size. In all three cases the same amount of data is transferred to/from shared
memory. The GTX660 seems to exhibit performance close to prediction for 32bit and 64bit
accesses. In fact, measured performance was better than the predicted performance due
to the multi-issue capability of load/store and integer instructions. This happens because
the CC3.0 SMs can serve 32 element accesses per clock on shared memory, with up to
64bit element size. Prediction is significantly worse on the last case as the cost of loading
128bit elements is the double of the cost of loading 64bit elements. The GTX960 differs
on the specifications on that its SMs can serve 32 element accesses per clock, with up to
32bit element size. That said, the observed prediction error is expected in both 64bit and
128bit cases, as shown in the experiments.
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7. CONCLUSIONS AND FUTURE WORK

In the concluding chapter an overview of the key highlights of the proposed model is pro-
vided along with a discussion on the possible future directions for improvement.

7.1 Conclusions

During last years the GPUs have found a solid spot in the high performance computing
industry. Performance of compute intensive parts of code can be frequently accelerated
to a dramatic degree. The nature of GPUs, however, enables applications to exhibit highly
variable performance as it can be significantly affected by many factors. In addition GPUs
tend to be based on various GPU architectures and not being bound on a particular one
like CPUs do with the prevalence of x86-64 architecture. The exploitation of GPUs as
compute accelerators raises the significance of performance prediction methods on these
devices.

This thesis presents an analytical performance model that derives from the roofline model
[92]. The roofline principle was validated on GPUs by developing a micro-benchmark
through which performance was investigated on a wide range of operation intensity val-
ues. Through a quantitative approach, the proposed model is able to provide timings that
approximate actual execution measurements on real hardware. In addition, an alternative
visual representation approach was presented, named quadrant-split, which is insight-
ful in cases of multiple compute devices being represented along with a single application
characterized by a particular operation intensity. The merit of the model’s simplicity and its
high abstraction characteristic allows providing results, final and intermediate, that can be
easily interpreted by the final developer by being more human friendly. The small amount
of required parameters pose the method as readily applicable.

One of the key points of the proposed method is the ability to extract the kernel’s param-
eters by exploiting a mere set of profiling metrics as input parameters. This is captured
through a kernel profiling procedure in a black box fashion. Any internal knowledge of the
kernel structure itself is not required by the developer. Furthermore, the proposed method
can be developed as an automated tool which is executed without intervention from the
developer. In this regard, the developer can apply the method on kernels and use it as a
guidance tool without previous inspection the kernel design itself.

The proposed method achieves a better understanding of both compute and memory
workloads compared to a pure theoretical peak approach primarily for two reasons. First,
both the execution of non-essential and load/store instructions are considered by model-
ing their implications in the instruction pipeline and thus, their impact on the effective peak
performance on beneficial instructions. Additionally, the type of mix of compute operations
is also taken into account, i.e. the proportion of effective multiply-add operations in total
amount of compute instructions. Second, the memory traffic requirements are measured
by considering the actual traffic which means that any trivial locality is being indirectly
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accounted as cached transactions will not produce any DRAM traffic and the degree of
memory access coalescing is also accounted as it directly affects the conducted memory
traffic. The model provides an adjusted roofline on the peak performance based on these
considerations.

The proposed performance model was tested and validated on a wide range of real world
kernels. It was applied on stencil computations (red/black SOR and LMSOR), matrix mul-
tiplication and a wide range of Rodinia benchmark kernels. The model was also applied on
the mixbench micro-benchmark and it exhibited very accurate results. Furthermore, it was
also tested for cross-vendor applicability on the HIP programming environment [6, 5] of
the ROCm platform which is developed by AMD. The results were quite promising as they
were similar to CUDA prediction in terms of absolute errors, despite the broader architec-
tural differences between different vendor GPUs. The exact performance is dependent
on special issues as the exact instruction mix, variability in cache behavior, pipeline laten-
cies, the available parallelism and additional latencies which push performance to lower
levels than the predicted ones, as the proposed model does not take into account these
factors. Nevertheless, in these cases the performance prediction measurements serve as
an upper bound performance and they indicate the potential room for improvement with
further optimizations.

7.2 Future work discussion and proposed model refinements

In this section some directions are provided towards the improvement of the proposed per-
formance model. A primary obvious improvement would focus on optimizing the prediction
accuracy of the model. Some possible improvements could move around the observed
limitations of the model that have already been discussed. For instance, these include the
more accurate consideration of instruction execution cost, the quantification of thread di-
vergent execution implications and potential reduced parallelism due to other serialization
factors, e.g. shared memory conflicts, constant memory access serializations. In addition,
the short kernel execution amplifies the effect of kernel invocation overhead which should
be included in the model, as well. The variability of cache effects should also be con-
sidered as it potentially differentiates the amount of conducted DRAM accesses between
various types of GPUs.

However, before proposing any possible directions for improvement, there are a few key
questions that arise:

* What is the current hardware support of additional kernel profiling input that could
potentially be exploited by the performance model?

» Could the user provide additional input in order to fine tune the prediction results and
which one would be candidate to this purpose?

» How stable would an additional kernel parameter be across multiple hardware archi-
tectures?
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* To what degree the additional complexity on the performance model refinement
would affect its level of abstraction?

Extending the model to a particular direction should be made by having considered the
questions above. Nevertheless, in this chapter some ideas on overcoming the model’s
limitations will be discussed. These proposals may require additional input either from the
profiler or the developer (manual input of data). Finally, a potential improvement of the
method will be discussed from the perspective of implementation.

7.2.1 Additional input parameters

The NVidia profiling capabilities provide a rich set of metrics that cover most aspects of
kernel execution. In this proposed model a restricted set of parameters have been em-
ployed that make use of a small subset of the available metrics (table 4.1). Special cases
could potentially be addressed by the exploitation of additional metrics.

Nevertheless, extending the model with more parameters would increase its complexity
and a proportional number of additional benchmarks would be required for target GPUs.
Thus, this decision is a trade-off between simplicity and complexity. The current form
of the model features the advantage of simplicity, so it is proposed to apply refinements
selectively and progressively. This strategy allows focusing on specific issues only when
required. Of course, this process requires the understanding of kernel’s inner performance
characteristics. The author’s suggestion is to extend the model only on special cases.

Shared memory bank conflicts or wide shared memory accesses (>32bit) are an example
that could be potentially better predicted by using additional metrics. More specifically,
the NVidia profiling capabilities provide a set of shared memory profiling counter met-
rics (shared_load_transactions, shared_store_transactions, shared_efficiency) that could
represent the actual shared memory traffic and efficiency. The use of these counters
could be employed in order to map such shared memory effects as effectively increas-
ing the number of issued load/store instructions. The performance model could be easily
modified in order to reflect this increment. All recent NVidia architectures seem to share
common shared memory characteristics and the behavior of shared memory is expected
to be similar between various GPUs.

On other cases the available profiling metrics seem not to be adequate in order to pro-
vide additional model parameters. A particular example is the constant memory access
serialization issue which is not considered by the model. In this regard no profiling met-
rics were found in order to incorporate constant memory serialization effects, which may
occur when multiple threads of a warp access constant memory using different indices. A
profiling counter is proposed, exposing the constant memory access efficiency (e.g. con-
stant_efficiency). This could be exploited by the performance model in order to take these
effects under consideration.

Another case could be the use of special, non-distinctively profiled compute operations.
The typical use of the performance model involves compute operations which can be
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directly profiled. Regular floating point operations (additions and multiplications) of sin-
gle or double precision counts are quite accurately measured with the provided counters
(i.e. flop_count_XXX) on NVidia GPUs. The cost of execution of such operations is also
smoothly measured via micro-benchmarking. On specific special occasions, however, as
it has also been discussed in section 6.2, the operation counts cannot be such promptly
measured. Moreover, the assessment of their execution cost requires special tailored
micro-benchmarking. Some examples are division and transcendental operations, non-
typical integer operations (e.g. bitwise manipulations, divisions, etc.). The same issue
holds for integer operations in general, which may significantly vary in terms of cost de-
pending on their type of operations, i.e. being additions, multiplications or bitwise opera-
tions. In order to provide an automated prediction method, both a micro-benchmark tool
for the particular type of operations and an appropriate profiling counter metric measuring
these operations will be required. Therefore, some individual counter metrics that could
be proposed to be supported by future hardware and software would be metrics specializ-
ing on integer addition, multiplication, bitwise operations, as well as, sinusoidals, division
and square root.

In cases where the available metrics are insufficient for assessing a parameter, the human
factor is left as an alternative source for estimating valid values of individual parameters.
Nonetheless, this alternative requires good experience and knowledge of the kernel’s inner
workings, a requirement that decimates one of the advantages of this method.

A particular example is cache behavior, which cannot be predicted in a straightforward
fashion. Its implications have already been discussed on the previous chapter. What could
be suggested is letting the developer determining the expected amount of DRAM traffic
to be conducted by the kernel (W,,,; parameter). Beyond the kernel's memory access
patterns, this strategy requires knowledge of the GPU cache memory characteristics, as
well as, memory access coalescing implications.

The same workaround can also be applied in cases where the memory transaction granu-
larity is different between the reference and the target GPUs. Global memory transactions
are accounted by profiling the total amount of read and write transactions on the reference
GPU. This assumes that transactions are of the same width on both the reference and the
target GPUs. However, this is not always true, e.g. on Fermi GPUs they can be applied as
128 byte multiples (4x32) when cached on the L1 or as single 32 byte transactions other-
wise. This fact potentially causes discrepancy on the actual amount of transactions seen
on the reference and the target GPUs, which in turn might negatively affect the prediction
accuracy. A user provided amount of DRAM traffic could be a possible workaround.

7.2.2 Simulated parameter extraction

Improving the method’s applicability is possible through the use of simulated execution of
GPU programs. The ultimate goal is to decouple the requirements of specific hardware
counters from the kernel parameters employed by the method. The current form of the
method relies on the availability of rich profiling capabilities of GPU hardware and software.
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To overcome the requirements of using a real GPU device that offers a capable set per-
formance counters, a software approach for the parameter extraction could be employed.
Such move would avoid the requirement of having to use a real GPU device for conducting
the profiling process. This software could be a GPU simulator or a GPU code interpreter,
capable of executing compiled GPU programs and extracting the requested execution in-
formation by software analysis. For instance, two candidate interpreters and simulators
that have already been presented in the related work (section 2.4.1) are GPGPU-Sim [9]
and Oclgrind [81]. A major advantage of this method is the flexibility of extending the
performance counters with capabilities that are not offered by the current metrics on real
hardware (e.g. distinct counters for integer multiplications and other integer operations).
On the other hand, of course, the estimation of parameters is expected to be a significantly
slower process with this approach.
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ABBREVIATIONS - ACRONYMS

ALU
API
ASIC
CPU
CTA
DLP
FLOPS
GPU
HPC
ILP
ISA
JIT
LMSOR
MIMD
MLP
PDE
SIMD
SIMT
SM
SOR
SP
SPIR
TLP

Arithmetic Logic Unit

Application Programming Interface
Application-specific integrated circuit
Central Processing Unit
Cooperative Thread Array

Data Level Parallelism

Floating Point Operations
Graphics Processing Unit

High Performance Computing
Instruction Level Parallelism
Instruction Set Architecture

Just In Time compilation

Local Modified SOR
Multiple-Instruction, Multiple-Data
Memory Level Parallelism

Partial Differential Equation
Single-Instruction, Multiple-Data
Single-Instruction, Multiple-Thread
Streaming Multiprocessor
Successive Over-Relaxation
Streaming Processor

Standard Portable Intermediate Representation

Thread Level Parallelism
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APPENDIX A. MICRO-BENCHMARK KERNEL SOURCE CODES

A.1 Roofline approximation (mixbench)

template <class T, int blockSize, unsigned int granularity,

unsigned int fusion_degree, unsigned int compute_iterations

unsigned int compute_iterations>
__global__ void benchmark_func(T seed, T *g_data){
const int stride = blockSize;
int idx = blockIdx.x*blockSize*granularity + threadIdx.x;
const int big_stride = gridDim.x*blockSize*granularity;

T tmps[granularity];
for (int k=0; k<fusion_degree; k++){
#pragma unroll
for(int j=0; j<granularity; j++){
// Load elements (memory intensive part)

tmps [j] = g_datalidx+j*stride+kx*big_stride];

// Perform computations (compute intensive part)

for(int i=0; i<compute_iterations; i++){
tmps [j] = tmps[jl*tmps[jl+seed;

}

}

// Multiply add reduction

T sum = (T)O;

#pragma unroll

for(int j=0; j<granularity; j+=2)
sum += tmps[jl*xtmps[j+1];

// Dummy code

if ( sum==(T)-1 ) // Designed so it never ezecutes
g_data[idx+k*big_stride] = sum;

}

A.2 Compute throughput evaluation

template <class T, class F>
__global__ void benchmark_func(T *g_data){
F func;
int tid = threadldx.x;
T rO = g_data[blockIdx.x*blockDim.x + tid],
rl = r0+(T)(31),
r2 = r0+(T) (37),
r3 = r0+(T) (41),
rd = r0+(T) (43),
r5 = r0+(T) (47),
r6 = r0+(T) (53),
r7 = r0+(T) (59),
r8 = r0+(T)(61),
r9 = r0+(T)(67),
rA = r0+(T)(71),
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rB = r0+(T)(73),
rC = r0+(T)(79),
rD = r0+(T)(83),
rE = r0+(T) (89),
rF = r0+(T) (97);
#pragma unroll 32
for (int j=0; j<COMP_ITERATIONS; j++){

r0 = func(r6, r6, r7);

ril func(r7, r7, r8);

r2 = func(r8, r8, r9);

r3 = func(r9, r9, rhA);

r4 = func(rA, rA, rB);

r5 = func(rB, rB, rC);

r6 = func(rC, rC, rD);

r7 = func(rD, rD, rE);

r8 = func(rE, rE, rF);

r9 = func(rF, rF, r0);

rA = func(r0, r0, ril);

rB = func(rl, rl, r2);

rC = func(r2, r2, r3);

rD = func(r3, r3, r4);

rE = func(r4, r4, rb5);

rF = func(r5, r5, r6);

}
if (r0==(T)-123456789.123456789){ // extremely unlikely to happen
g_data[tid+0*warpSize] = rO+rl+r2+r3+r4+r5+r6+r7+
r8+r9+rA+rB+rC+rD+rE+rF;
}

T is a template parameter designating the data type involved in the assessed operation
and func is a functor that designates the particular type of operation, e.g. for assessing
single precision multiply-add operations float should be passed as parameter T and the
dev_fun_mad class is passed as parameter F:

template<class T>
class dev_fun_mad{
public:
__device__ T operator()(T v1, T v2, T v3){ return vi*v2+v3; }
};

A.3 Memory bandwidth evaluation

template <class T, int granularity, bool doRead, bool doWrite, bool useTexture>
__global__ void kmemaccess(const T value, const T * __restrict g_adata,
T * __restrict g_cdata){

const unsigned int blockSize = blockDim.x;

const int stride = blockSize;

int i = blockIdx.x*blockSizex*granularity + threadIdx.x;

T tmps[granularity];

#pragma unroll

for(int j=0; j<granularity; j++)
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tmps [j] = doRead 7
(useTexture 7 textureFetch<T>(i+j*stride)

g_adatali+j*stride]) : value;
T sum = tmps[0];
#pragma unroll
for(int j=1; j<granularity; j++)
sum = sum + tmps[j];
if ( doWrite || value==sum ){ // always: value!/=sum

#pragma unroll
for(int j=0; j<granularity; j++)
g_cdatal[i+j*stride] = tmps[j];

}

Template parameter T designates the data type used for memory access and the granu-
larity parameter was set to 8 in the experiments. The parameters doRead, doWrite and
useTexture are used to determine whether the benchmark shall involve memory loads,
memory stores or/and texture fetches, respectively.

The example below shows how the template function textureFetch is defined for double
data types, for which a native texture fetch function is not provided in CUDA:

template <class T>
__device__ __forceinline__ T textureFetch(unsigned int Aindex){

3

template <>

__device__ __forceinline__

double textureFetch<double>(unsigned int Aindex){
int2 v = texi1Dfetch(texdataD, Aindex);
return __hiloint2double(v.y, v.x);

}

A.4 Load/store operation throughput evaluation

template <class T>
__global__ void benchmark_shmem (T *g_data){
T *shm_buffer = (T*)shm_buffer_ptr;
int tid = threadldx.x;
int globaltid = blockIdx.x*blockDim.x + tid;
set_vector(shm_buffer, tid+0*blockDim.x, init_val<T>(tid));
set_vector(shm_buffer, tid+1*blockDim.x, init_val<T>(tid+1));
set_vector(shm_buffer, tid+2*blockDim.x, init_val<T>(tid+3));
set_vector(shm_buffer, tid+3*blockDim.x, init_val<T>(tid+7));
set_vector (shm_buffer, tid+4*blockDim.x, init_val<T>(tid+13));
set_vector (shm_buffer, tid+5*blockDim.x, init_val<T>(tid+17));
__threadfence_block();
#pragma unroll 32
for (int j=0; j<TOTAL_ITERATIONS; j++){
shmem_swap (shm_buffer+tid+0*blockDim.x,
shm_buffer+tid+1*blockDim.x);
shmem_swap (shm_buffer+tid+2*blockDim.x,
shm_buffer+tid+3*blockDim.x);

X
X
X
X
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shmem_swap (shm_buffer+tid+4*xblockDim.x,
shm_buffer+tid+5*blockDim.x);
__threadfence_block();
shmem_swap (shm_buffer+tid+1*blockDim.x,
shm_buffer+tid+2*blockDim.x);
shmem_swap (shm_buffer+tid+3*blockDim.x,
shm_buffer+tid+4*blockDim.x);
__threadfence_block();
}
g_datalglobaltid] = reduce_vector<T>(shm_buffer [tid+0*blockDim.x],
shm_buffer[tid+1*blockDim.x],
shm_buffer[tid+2*blockDim.x],
shm_buffer[tid+3*blockDim.x],
shm_buffer [tid+4*blockDim.x],
shm_buffer[tid+5*blockDim.x]);

The templated functions init_val, set_vector, shmem _swap and reduce_vector are used
to allow the kernel to be compiled for multiple data types. For instance, the specialized
functions for data type float2 are shown below:

template <>
__device__ float2 init_val(int i){
return make_float2(i, i+11);

template <>

__device__ void set_vector(float2 *target, int offset, float2 v){
target [offset] .x = v.x;
target [offset].y V.Y;

template <class T>
__device__ void shmem_swap(T *vl, T *v2){
T tmp;
tmp = *v2;
*v2 = *vl;
*vl = tmp;

template <>
__device__ float2 reduce_vector(float2 vi1, float2 v2, float2 v3,
float2 v4, float2 vb, float2 v6){
return make_float2(vl.x + v2.x + v3.x + vd.x + vb.x + v6.x,
vi.y + v2.y + v3.y + v4.y + vb.y + v6.y);
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APPENDIX B. BENCHMARKING OF FAST ON-CHIP GPU MEMORIES

A diagram with the typical GPU cache memory hierarchy is depicted on figure B.1. This hi-
erarchy is either explicitly or implicitly visible to the programmer through the global, texture,
constant and shared memories that CUDA provides. GPU memory type characteristics
are summarized in table B.1. Other vendors provide other special memory types as well,
e.g. last generations of AMD GPUs include a fast scratchpad shared between all compute
units on the GPU (Global Data Share, GDS[2]).

-GPU

SM-0 SM-1

| Registers | |

L1 Texture onstant
cache||memor cache cache

| L2 cache |

Registers |

L1 |[Shared | Texture|[Constant
cache|[memor cache cache

GPU DRAM (Global memory)

Figure B.1: GPU memory hierarchy includes caches and scratchpads.

In [43] the on-chip memories of the GPU were assessed by micro-benchmarking. These
micro-benchmarks were designed with a focus on stressing the particular special memory
resources of the GPU. They consist of cachebench, shmembench and constbench, for the
assessment of L1-L2 & texture cache bandwidth, shared memory bandwidth and constant
cache memory bandwidth, respectively. All micro-benchmark source codes are freely
available for experimentation! under the GNU GPL 2 license.

Table B.1: The GPU on-chip memory types as provided by modern CUDA GPUs

GPU physical memory storage
Memory type | Part of the SM | Scratchpad | Read-only
Shared memory v v
L1 cache v v
L2 cache
Texture cache v v
Constant cache v v

*GPUs currently do not cache global memory stores in the L1
cache though values of spilled registers and local arrays can

be cached.

A brief description of each micro-benchmark application follows.

"http://github.com/ekondis/gpumembench/releases/tag/v0.1
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B.1 cachebench (L1, L2 & texture cache micro-benchmark)

Benchmarking the multilevel cache hierarchy is achieved by a kernel in which threads of
a warp access elements repeatedly in a sequence using strides equal to thread block size
(figure B.2). Strides are applied for a predefined number of iterations (threshold) which
is set at the compilation time and it virtually determines the size of the data-set that is
being accessed. Afterwards, the index is reset to its initial position and the procedure
continues repeatedly. For data-sets smaller than the size of grid of threads some of the
indexes of different threads are overlapped. Each thread performs a large total number of
accesses (8192) in order to eliminate the relative extra overhead of other instructions and
an adequate amount of thread blocks is created at the invocation in order to keep the GPU
device occupied. A few experiments are conducted in which the threshold is progressively
increased. The larger the threshold is, the bigger the data-set that is intensively accessed.
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Figure B.2: Thread accesses in cachebench under a simplified scenario with 3 different configura-
tions.

The kernel is implemented by either reading elements directly from global memory or by
reading elements via texture memory. Thus, all types of generic caches can be assessed,
i.e. L1 cache, L2 cache and texture cache.

B.2 shmembench (shared memory micro-benchmark)

The shared memory micro-benchmark works by exchanging repeatedly scalar/vector val-
ues in shared memory. Each swap amounts to two load and two store accesses. Thread
synchronization barriers are also limited to __threadfence_block() as the primary goal in
the kernel is to evaluate the throughput of shared memory accesses through data ex-
changes and not to involve extra synchronization overheads. Element accesses are se-
quential between threads in a warp thus no bank conflicts occur. Each thread performs a
total of 5 x 1024 = 5K element swaps in shared memory.
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B.3 constbench (constant cache micro-benchmark)

The estimation of constant memory bandwidth relies on a large number of threads, all of
which perform the exact the same series of memory loads in a sequential pattern, in a
constant memory region. The constant memory data-set consists of 1024 elements and
every thread reads all elements and calculates their sum. As all threads in a warp access
the same elements per time-step the constant memory cache broadcasts the element
value to all threads of the thread warp which is the intended use of constant memory and
no serialization occurs. The calculation is performed in multiple iterations and all threads
perform the same computation.
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