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Περίληψη

Η παρούσα διδακτορική διατριβή πραγματεύεται τη μελέτη της δυναμικής

ανοικτών ή κλειστών μποζονικών συστημάτων πολλών σωμάτων, με τη χρήση

μεθόδων πέραν της προσέγγισης μέσου πεδίου.

Στο πρώτο μέρος, εμπνεόμαστε από τα πειράματα αιχμής και μελετάμε τη δυ-

ναμική ενός συμπυκνώματος Bose-Einstein παγιδευμένο σε ένα οπτικό πλέγμα
που υπόκεινται σε εντοπισμένες απώλειες μεμονωμένων ατόμων. Αποδεικνύεται

ότι οι συγκεκριμένου τύπου απώλειες μπορούν να μας βοηθήσουν να ελέγξουμε

τη δυναμική πολλών σωμάτων, αφού επιτρέπουν τον τοπικό έλεγχο της συνε-

κτικότητας του συστήματος και δημιουργούν ελκτικά σημεία στον κλασσικό

χώρο φάσεων. Χρησιμοποιούμαι αυτό το μηχανισμό για να δημιουργήσουμε εν-

τοπισμένες μη γραμμικές δομές όπως φωτεινά και σκοτεινά διακριτά σολιτόνια.

Επιπλέον, για συγκεκριμένες αρχικές καταστάσεις, το σύστημα παράγει εναγ-

καλισμένες μακρόβιες καταστάσεις, εξαιρετικής σημασίας για πρακτικές εφαρ-

μογές. Το πρώτο μέρος τελειώνει με τη μελέτη της εκτός ισορροπίας μεταφοράς

μποζονίων σε ένα οπτικό πλέγμα.

Στο δεύτερο μέρος παρουσιάζουμε τεχνικές ολοκληρωμάτων διαδρομών που

επιτρέπουν τη μελέτη μποζονικών συστημάτων. Αναλύουμε το φαινόμενο της

συμπύκνωσης Bose-Einstein χρησιμοποιώντας εργαλεία από την κβαντική θε-
ωρία πεδίου και τη θεωρία της κβαντικής πληροφορίας. Η εργασία καταλήγει με

την εισαγωγή ενός φορμαλισμού ολοκληρωμάτων διαδρομών συνεκτικών κατα-

στάσεων στο συνεχές που επιτρέπει τη συστηματική ανάπτυξη προσεγγιστικών

μεθόδων για τη μελέτη μποζονίων παγιδευμένων σε οπτικά πλέγματα.
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Zusammenfassung

Diese Arbeit widmet sich der Dynamik in offenen und geschlossenen
bosonschen Vielteilchensystemen. Dabei werden Methoden benutzt, die über
die Molekularfeldnäherung hinausgehen.

Im ersten Teil untersuchen wir – angeregt durch aktuelle Experimente
– die Dynamik eines Bose-Einstein-Kondensates in einem optischen Gitter
mit lokalen Verlustkanälen für die Atome. Wir zeigen, dass unsere spezielle
Form der Dissipation helfen kann, die Vielteilchendynamik zu kontrollieren.
Sie erlaubt die lokale Manipulierung der Kohärenzeigenschaften des Systems
und erzeugt attraktive Fixpunkte im klassischen Phasenraum (der durch die
Molekularfeldnäherung festgelegt wird). Wir sagen die dynamische Erzeu-
gung stabiler nichtlinearer Strukturen vorher, wie zum Beispiel diskreter
heller und dunkler Solitonen. Für bestimmte Anfangszustände geht das Sys-
tem ferner in hochverschränkte und langlebige Zustände über, die für die
Anwendung von großer Relevanz sind. Der erste Teil der Arbeit endet mit
der Untersuchung des Nichtgleichwichtstransports von Bosonen über optische
eindimensionale Gitter.

Im zweiten Teil präsentieren wir Methoden zur Beschreibung von boson-
schen Vielteichensystemen, die auf Pfadintegralen basieren. Wir analysieren
das Phänomen der Bose-Kondensation mittels Handswerkzeugen aus der
Quanteninformationstheorie und der Feldtheorie. Zu guter Letzt führen wir
einen Pfadintegralformalismus im Kontinuum ein, der uns die systematis-
che Entwicklung von Näherungsmethoden für Bosonen in optischen Gittern
erlaubt.
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Abstract

The present thesis is devoted to the dynamics in open or closed many-
body bosonic systems, with the use of beyond mean-field methods.

In the first part, inspired by the state-of-the-art experiments, we study the
dynamics of a Bose-Einstein condensation which is loaded in an optical lattice
with localized loss channels for the atoms. We prove that the particular
form of the dissipation can help us to control the many-body dynamics. The
loss allows the local manipulation of the system’s coherence properties and
creates attractive fixed points in the classical (mean-field) phase space. We
predict the dynamical creation of stable nonlinear structures like discrete
bright and dark solitons. Furthermore, for specific initial states, the systems
produces highly entangled and long-living states, which are of high relevance
for practical applications. The first part of this thesis ends with the study of
non-equilibrium bosonic transport across optical one-dimensional lattices.

In the second part, we present techniques for bosonic many-body systems
which are based on path integrals. We analyze the Bose-Einstein condensa-
tion phenomenon by using tools from quantum information theory and field
theory. Finally, we introduce a coherent state path integral formalism in
the continuum, which allows us the systematic development of approximate
methods for the study of bosons in optical lattices.
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Chapter 1

Introduction

This introductory chapter is mainly a review of the theory and the ex-
periments pertaining the Bose-Einstein condensation and ultracold atoms in
optical lattices. The Bose-Einstein condensation (or BEC) phenomenon is
explained in section 1.1 for an ideal bosonic gas. Furthermore we discuss
some important approximations for the theoretical description of BECs in
the presence of interparticle interactions. In section 1.2 we briefly review
the experimental techniques to prepare and manipulate BECs. Section 1.3
gives some important results about the physics in periodic potentials and we
further introduce the Bose-Hubbard model. Open bosonic systems will be
the subject of the main part of this thesis, so in the last section we present
the so-called Master equation formalism. For more details about the topics
covered in this chapter can be found in [4, 17, 18] and [22,23].

1.1 Bose-Einstein Condensation

In this section we present a brief introduction to the Bose-Einstein con-
densation phenomenon. First we introduce the phenomenon using an ideal
gas of bosons and then we discuss what happens in the presence of interpar-
ticle interactions. Finally, we give a general definition of the Bose-Einstein
condensation by introducing the so-called single particle density matrix.

1.1.1 Condensation of an Ideal Gas of Bosons in a Box

The phenomenon of Bose-Einstein condensation was already known since
1924-1925, when it was predicted by Bose [1] and Einstein [2]. Let us present
this phenomenon for a simple model system: a gas of N non-interacting
bosons in a three-dimensional box of volume V = L3. In this case, due to

1
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the boundary conditions, the single particle energy is quantized

εk =
~2~k2

2m
, (1.1)

where
~k =

2π

L
~n, ~n ∈ Z3, (1.2)

and m is the mass of the particle. In the grand canonical ensemble, the
occupation number of a quantum state with wave-number ~k is given by

Nk =
1

eβ(εk−µ) − 1
, (1.3)

where β = 1/kBT is the inverse temperature. To assure the convergence in
the derivation of the equation (1.3), the chemical potential must be zero or
negative, µ ≤ 0. This also, assures that the occupation number cannot be
negative. Now, the total particle number is obtained by summing (1.3) over

all ~k:

N =
∑
~k

1

eβ(εk−µ) − 1
. (1.4)

In order to perform the sum in the above equation, we wish to replace the
sum over ~k with an integral over ~k, namely:∑

~k

f~k = V

∫
d3k

(2π)3
f~k. (1.5)

This replacement assumes that the function f~k is a smooth function of ~k. If
the replacement of the sum by the integral is valid, then the integral over
~k can be transformed to an integral over energy using the definition of the
density of states. In the case of the spherically symmetric relation between
the single particle energy εk, such as (1.1), the density of states can be
calculated from the equation

V
d3

(2π)3
= g(ε)dε. (1.6)

It is, now, easy to find that

g(ε) =
2πV

h3
(2m)3/2

√
ε. (1.7)
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(a) (b)

Figure 1.1: (a) Schematic illustration of BEC. Reprinted figure with per-
mission from [7]. Copyright (2002) by the American Physical Society. (b)
Velocity distribution of the first BEC [8,10]. The left frame shows the veloc-
ity distribution just before the appearance of the BEC ; the center frame, just
after the appearance of the condensate; the right frame, after further cooling
we have a sample of nearly pure condensate.

However, the above approximation is not entirely correct, since it does not
take into account the particles in the ground state, ε = 0. So, when we
approximate the sum by an integral we must add the following term

N0 =
1

e−βµ − 1
, (1.8)

where N0 is the occupation number of the ground state. This yields, to the
result

N =
z

z − 1
+

2πV

h3
(2m)3/2

∫ ∞
0

ε1/2dε

z−1eβε − 1
= N0 +Ne, (1.9)

with z ≡ exp(βµ) the fugasity and Ne are the number of particles in the
exited states.

The integral in equation (1.9) can be written in terms of a generalized
ζ-function or Bose-Einstein function, that can be expanded into a Taylor
series [6],

gν(z) :=
1

Γ(ν)

∫ ∞
0

xν−1dx

z−1ex − 1
=
∑
j

zj

jν
. (1.10)

The Bose-Einstein function converges for 0 ≤ z < 1, whereas the behavior
for z → 1 depends crucially on ν. So, the number of particles in the exited
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states is given from the expression

Ne = V
(2πmkT )3/2

h3
g3/2(z). (1.11)

The Bose-Einstein function g3/2(z) increases monotonically with z in the
interval 0 ≤ z < 1 and it has an upper bound for z = 1:

g3/2(z) ≤ g3/2(1) = ζ(3/2) ≈ 2.612. (1.12)

Thus, the number of particles in the excited states is also bounded,

Ne ≤ Nmax
e = V

(2πmkT )3/2

h3
ζ(3/2). (1.13)

Now, if the particle number N exceeds this value, then the excited states
can only receive a maximum number of particles, while the ground state
will be occupied by all the remaining particles. This sudden macroscopic
occupation of the ground state is known as Bose-Einstein condensation. The
critical density for the onset of Bose-Einstein condensation is given by the
relation

N

V
>

(2πmkT )3/2

h3
ζ(3/2). (1.14)

Or in terms of critical temperature

T < Tc =
h2

2πmkB

[
N

V ζ(3/2)

]2/3

. (1.15)

Below the critical temperature Tc, the system can be regarded as a mixture
of a normal phase and a Bose-Einstein condensed phase, consisting of

N0 = N −Nmax
e = N

[
1−

(
T

Tc

)3/2
]

(1.16)

particles in the ground state. In experiments one observes a bimodal mo-
mentum distribution showing a broad thermal cloud and a narrow peak of
the condensed fraction.

Here we must notice that the number of particles in the excited states
Ne, is not bounded for two-dimensional volume. The corresponding Bose-
Einstein function diverge for z → 1. So, in these case there is Bose-Einstein
condensation at zero temperature. However, if the Bose gas is confined by
a harmonic-oscillator potential then the bosons can condensate at non-zero
temperature even in two-dimensions.
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1.1.2 Dilute Interacting Bose Gases

In the previous section we have summarized the statistical theory for an
ideal bosonic gas: A quantum gas of non-interacting bosons. However, this is
not the case in the experiments. The interactions between the bosons must
be taken into account, so the dynamics of a Bose-Einstein condensation is a
many-particle problem. The Hamiltonian for a Bose-Einstein condensation
in an external potential Vext.(~r), can be written in the following general form

Ĥ =
N∑
i=1

[
~̂p

2
i

2m
+ Vext.(~̂ri)

]
+
∑
i<j

Û(~rj − ~ri), (1.17)

where U(~rj, ~ri) is the interaction potential between two bosons. In this ex-
pression, we have ignored the three- and higher-body interactions, because
the mean interparticle distance in all experiments is much larger than the
characteristic length scales of the interaction potential U(~rj, ~ri). Moreover,
as we are going to see, since the atoms have low energies, we can approximate
this interaction potential by a much simpler model potential, which is pro-
portional to the scattering length, that gives the same asymptotic scattering
wave function.

Let us see in more detail the scattering of two atoms in a Bose-Einstein
condensation. In the center of mass system, the dynamics of the atoms is
described by the Hamiltonian

Ĥ =
~̂p 2

2mr

+ Û(~r), (1.18)

where mr is the reduced mass of the atoms, ~r is the distance of the atoms
and ~p is the momentum of the relative motion. For simplicity, we assume
that the interaction potential has finite range b. However, all results hold for
potential of the form 1/rn with n > 3 [12]. In order to describe the scattering
process, one writes the wave function for the relative motion as the sum of
an incoming plane wave, with wave vector ~k and a scattered wave,

ψ = ei
~k·~r + ψs(~r). (1.19)

Now, at large interatomic separations the scattered wave is an outcoming
spherical wave

ψs(~r) ' f(~k′)
eikr

r
, (1.20)

where f(~k′) is the scattering amplitude and ~k′ specifies the wave vector of the
scattered wave, which has magnitude k. Assuming a spherically symmetric
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interaction between the atoms, the scattering amplitude f depends on the
direction only through the scattering angle θ, which is the angle between
the directions of the relative momentum of the atoms before and after the
scattering. Now, if we choose the relative velocity of the incoming wave to
be in the z-direction, the wave function for large r is written

ψ = eikz + fk(θ)
eikr

r
. (1.21)

The scattering amplitude f depends on θ and on the magnitude k of the
wave vector of the incoming wave. The energy of the state is given by the
relation

E =
~2k2

2mr

. (1.22)

In a Bose-Einstein condensation, the scattering takes place only at very low
energy and thus very small momentum. If kb << 1 is fulfilled, one can see
that the scattering amplitude does not depend on θ any longer. Thus, the
whole scattering problem is characterized by the value of fk only. In the limit
of very small momentum, k → 0, one can show that the scattering amplitude
converges to a fixed value,

αs = lim
k→0

fk, (1.23)

the so-called s-wave scattering length. This quantity is sufficient to describe
the interaction between bosons at very low energies. So, we can use a simple
model potential which yields the same s-wave scattering length:

U(~r, ~r ′) =
4π~αs

mr

δ(~r − ~r ′) ≡ U0δ(~r − ~r ′). (1.24)

Finally, we can write the Hamiltonian (1.17) in the following effective form

Ĥ =
N∑
i=1

[
~̂p

2
i

2m
+ Vext.(~̂ri)

]
+ U0

∑
i<j

δ(~rj − ~ri). (1.25)

1.1.3 The Single Particle Density Matrix

In section 1.1.1 we saw that below a critical temperature the atoms of an
ideal gas tend to occupy the single particle ground state, a phenomenon that
is known as “Bose-Einstein condensation”. Let us give now a more general
and formal definition for the Bose-Einstein condensation, a definition that
holds even for interacting open many-body Bose systems. The definition we
are going to give was introduced by O. Penrose and L. Onsager [3], and uses
the so-called single particle density matrix (SPDM).
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The SPDM is defined as follows

σ(~r, ~r ′; t) = N

∫
Φ∗(~r, ~r2, ..., ~rN ; t)Φ(~r ′, ~r2, ..., ~rN ; t) d~r2...d~rN , (1.26)

where Φ is the symmetrized full many-body bosonic wavefunction and N is
the number of bosons. So the SPDM describes one boson in the presence of
the environment that create the other N − 1 bosons.

Now we write the SPDM in the following form

σ(~r, ~r ′, t) =
∑
k

λkφ
∗
k(~r, t)φk(~r

′, t), (1.27)

where λk are the eigenvalues and φk are the eigenfunctions of the SPDM. λk
and φk are also known as natural occupation numbers and natural orbitals,
respectively. Why we wrote the SPDM in this form we can understand if we
consider the noninteracting case:

Ĥ =
N∑
i=1

[
~̂p

2
i

2m
+ Vext.(~̂ri)

]
≡

N∑
i=1

ĥi. (1.28)

For such a system below the critical temperature the bosons will macroscop-
ically occupy the ground state φ0 of the one-particle Hamiltonian ĥi. So the
SPDM (1.26) can be written

σ(~r, ~r ′) ≈ Nφ∗0(~r)φ0(~r ′)

∫ N∏
j=2

φ∗0(~rj)φ0(~rj) d~rj

= Nφ∗0(~r)φ0(~r ′). (1.29)

This observation help us to formulate the following general definition for the
BEC: A system shows Bose-Einstein condensation if one of the eigenvalues is
of order N . Moreover the leading eigenvalue of the SPDM gives the number
of atoms condensed in the ground state φ0.

In the second quantization formalism the above definition takes the form

σ(~r, ~r ′; t) = 〈ψ̂†(~r; t)ψ̂(~r ′; t)〉, (1.30)

where ψ̂†(~r; t) and ψ̂(~r; t) are the bosonic creation and annihilation operators
at position ~r, respectively. The averaging 〈. . . 〉 indicates the usual quantum
mechanical expectation value with respect to the state of the system.
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1.2 Experiments with BEC

Although the prediction of the Bose-Einstein phenomenon was known since
1924 the experimental realization came decades later. The reason was that
the stable phase of all interacting quantum systems at very low temperatures
is a solid or a liquid and not a BEC. One can overcome this problem by
using extremely dilute gases1. The condensation of a pair of atoms to a
bound state requires three-body scattering events, to conserve the momentum
and energy, while the thermalization of an atomic gas requires only two-
body scattering. However, at very low densities, quantum phenomena can
be observed at very low temperatures: the critical temperature for BEC
formation decreases with the density. For Rubidium gas with density N/V =
1015cm−3, equation (1.15) predicts a critical temperature of Tc = 1.85µK.
These temperatures became feasible only in the 1980s with the development
of laser cooling and magneto-optical traps (MOT) for neutral atoms. In 1995
the groups of Wieman and Cornell at JILA and of Ketterle at MIT combined
optical and evaporating cooling in order to achieve the critical temperature
for BEC in a gas of Rubidium or Sodium atoms, respectively [8,9]. In the next
subsection we briefly discuss the experimental techniques used to produce a
BEC in a dilute gas of Alkali atoms.

1.2.1 Realizing the Bose-Einstein Condensation

The Alkali atoms are vaporized by electric heating from a dispenser in an
ultrahigh vacuum chamber. The atoms are captured in a MOT where they
are precooled to temperatures of milli-Kelvins. The critical temperature is
achieved by the combination of laser-cooling in the MOT and evaporative
cooling, which is usually realized in a purely magnetic trap. Next we discuss
the necessary ingredients of the above procedure: magnetic and magneto-
optical traps, Doppler and evaporative cooling.

Magnetic traps use the forses which applied on magnetic dipoles when
they are in inhomogeneous fields. An atom in a weak magnetic field, ~B(~r),
experiences an energy shift due to Zeeman effect:

∆E(~r) = gLµBmF | ~B(~r)|, (1.31)

where gL is the Landé factor, µB is Bohr’s magneton and mF is the magnetic
quantum number. Atoms can be trapped by magnetic fields if the potential
(1.31) has a local minimum, which is only possible if mF > 0, since | ~B(~r)|

1The particle density at the center of a BEC atomic cloud is typically 1013-1015cm−3.
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Figure 1.2: Schematic of a magneto-optical trap (a), and the atomic level
scheme (b).

can assume a minimum but not a maximum [11]. Indeed we have

∇× (∇× ~B) = 0⇒
∇· (∇· ~B)−∇2 ~B = 0⇒

∇2 ~B = 0, (1.32)

so the components of the magnetic field is a harmonic function which cannot
have a local extremum. Thus ~B2(~r) cannot assume a local maximum but
it can assume a minimum, for example at the zeros of the magnetic field
~B(~r0) = 0.

The majority of experiments use magneto-optical traps, see figure 1.2. In
this setup along the axis x = y = 0, the quadrupole magnetic field varies
linearly in z:

~B(z) = B0
z

z0

~ez. (1.33)

In figure 1.2 (b) we have the energy levels of an atom in such a trap, where F
is the angular momentum. The magnetic quantum number mF is given with
respect to the z-axis. The magnetic field traps the atoms with mF = +1
traveling to the right and the mF = −1 atoms traveling to the left. In the
opposite directions the atoms are trapped by the radiation pressure of laser
beams. At the position z = +z′ the mF = −1 atoms get into resonance with
the σ− laser beam. Photons are absorbed and spontaneously reemitted into
random direction. Effectively each absorption-emission cycle leads transfer
momentum of precoil = −~k (here k is the wave number of the laser beam),
leading to an effective force into the −z-direction. A similar force is created
by the σ+ laser beam in the +z-direction around z = −z′. The MOT setup is
also used for Doppler cooling of the atoms. Indeed, the frequency of the laser
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beams is shifted in the rest frame of the atoms due to the Doppler effect. So
the radiation pressure force does not only depends on the position but also
on the velocity of the atoms [13]

F ≈ 2~kΓΩ2 ∆(~k · ~z) + βz

[∆2 + (Γ/2)2]2
, (1.34)

where Γ is the width of the atomic transition, Ω is the Rabi frequency and
∆ is the detuning. Thus, in addition to the conservative force term which
traps the atoms, there is also a friction term which Doppler cooling them.
The temperature that we can achive is given in [13] by

kBTDop. ≈
~Γ

4
, (1.35)

so, for example, for Rubidium atoms we have a minimum temperature of
TDop. ≈ 143µK.

Finally, the desired temperature for the creation of a BEC can be achieved
with evaporative cooling. We lower the trapping potential so the atoms with
highest energy escape from the trap. The rest of the atoms thermalize at a
lower temperature by elastic collisions.

1.2.2 Optical Lattices

After the BEC is prepared, it can be adiabatically transfered to another
trapping potential to perform variety of experiments. Here we discuss such
a trapping potential the optical lattice, since is the setup we use in the main
part of this thesis. Such a potential for neutral atoms is generated by a laser
beam which is far detuned from an atomic resonance. We assume that the
laser couples only the ground state |g〉 and the first excited state |e〉 so the
atom can be described by a two-level system, as it is illustrated in figure 1.3.
The Hamiltonians that describe the atoms and the electromagnetic field are
given by

Ĥatom = ~ω0|e〉〈e|, (1.36)

ĤEM = ~ω
(
â†â+

1

2

)
, (1.37)

where â is the photon annihilation operator. If the detuning of the laser from
the atomic transition, ∆ = ω − ω0, is small |∆| � ω0 then the state with
the atom in the ground state and N photons in the field, |0〉 ≡ |g〉 ⊗ |N〉
has similar energy to the state with the atom in excited state and N − 1
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Figure 1.3: AC Stark shift induced by atom-light interaction. The laser fre-
quency is ω which is detuned from the atomic resonance by ∆.

photons, |1〉 ≡ |e〉 ⊗ |N − 1〉, E1 − E0 = −~∆. The interactions couple
these two states. We will use the dipole approximation which assumes that
the spatial variation of the electromagnetic field is small compared with the
atomic wave function, so the coupling Hamiltonian in the interaction picture
takes the form

Ĥc = −~d · ~E

=
(
|e〉〈g|eiω0t + |g〉〈e|e−iω0t

)(~
2

Ω∗(~r)â†eiωt +
~
2

Ω(~r)âe−iωt
)

(1.38)

where Ω is the Rabi frequency. Now we use the rotating wave approximation,
which is valid when |∆| << ω0, so we neglect the rapidly oscillating phases,
exp{±i(ω + ω0)t}, and we keep only processes near the resonant frequency.
Thus the coupling Hamiltonian (1.38) becomes

Ĥc ≈
(
~
2

Ω(~r)|e〉〈g| â e−i∆t +
~
2

Ω∗(~r)|g〉〈e| â†ei∆t
)
. (1.39)

The resonant process correspond to either the relaxation of the atom with
absorption of a photon or the excitation of the atom with the emission of a
photon.

If the detuning is large compared to the Rabi frequency, ∆� Ω the effect
of the coupling between the states |0〉 and |1〉 can be determined with the
help of second order perturbation theory. So the energy shift is given by

E
(2)
0,1 = ±|〈1|Ĥc|0〉|2

~∆
= ±~ |Ω(~r)|2

4∆
, (1.40)

with + and − for the |0〉 and |1〉 states respectively. This energy shift is
the so-called AC Stark shift. The atoms are practically always in the ground
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state, so the atoms experience the optical potential Vopt.(~r) = |Ω(~r)|2/4∆.
For ∆ > 0 (blue detuning) the potential is repulsive and for ∆ < 0 (red
detuning) the potential is attractive.

A more detailed analysis shows that there is an additional dissipative
force which acts on the atoms, caused by the absorption and subsequent
spontaneous emission of a photon. However, the rate of spontaneous emission
scales as |Ω|2/∆2, so for far detuned laser beam it can be neglected.

An important application is the realization of periodic potentials for ul-
tracold atoms. A stabilized laser is reflected so that the counterpropagating
beams form a standing wave. The laser intensity is periodically modulated
with period λ/2, generating the potential

Vopt.(~r) ∼ 〈( ~E cos(ωt− kx) + ~E cos(ωt+ kx))2〉
∼ | ~E|2(1 + cos(2kx)), (1.41)

where k = 2π/λ and 〈·〉 denotes the time average over rapidly rotating terms,
〈cos2(ωt)〉 = 1/2.

1.3 Lattices and the Bose-Hubbard Model

In this thesis we study the dynamics of a Bose-Einstein condensation which
is loaded into a one dimensional optical lattice. As we discussed in subsec-
tion 1.2.2, such a lattice is created by retroreflecting a laser beam. The atoms
interacts with the electromagnetic field of the laser, so they feel a periodic
potential which has wells separated by a distance of the order of the laser
wavelength. This optical potential has the form

Vlat.(x) = V0 sin2(kx), (1.42)

where k = 2π/λ is the absolute value of the wave vector of the laser light
and V0 is four times the width of a single laser beam without the reflection,
due to the constructive interference of the lasers.

Ultracold atoms in an optical lattice is a system with the remarkable
property that experimental parameters can be tuned to almost arbitrary
values. For example the interactions between the atoms can be accurately
controlled by tunning a Feshbach resonance [5]. This property makes these
systems an ideal model systems for a variety of physical disciplines from
condensed matter to nonlinear dynamics.

In the following subsection we briefly present the physics of a particle
in one dimensional periodic potential and we derive the band structure for
the potential (1.42). Finally, we derive the Bose-Hubbard model, a simple
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theoretical model which became very popular due to the enormous progress
in the experiments with ultracold atoms in optical lattices.

1.3.1 Periodic Potentials

A fundamental property of a periodic potential is the band structure. Sup-
pose one particle with mass m in an one dimensional periodic potential with
period α: Vlat.(x) = Vlat.(x+ α). Such a system is described by the Hamilto-
nian

Ĥ =
p̂2

2m
+ Vlat.(x̂). (1.43)

Bloch’s theorem states that the eigenstates ϕnq (x) of the Hamiltonian (1.43)
can be written in the following special form:

ϕnq (x) = eiqxunq (x), (1.44)

where the functions unq (x) have the same periodicity as the potential Vlat.. If
we substitute equation (1.43) into the time independent Schrödinger equa-
tion, Ĥϕnq (x) = En

q ϕ
n
q (x), we obtain the following equation for the functions

unq (x): [
(p̂+ ~q)2

2m
+ Vlat.(x)

]
unq (x) = En

q u
n
q (x). (1.45)

The quantity, that was introduced in (1.44), ~q is called quasi-momentum
and could be understood as the characteristic quantum number of the transla-
tional symmetry of the periodic potential Vlat.. The wave vector q is confined
to the first Brillouin zone: −π/α < q 6 π/α. Finally, the index n, in the pre-
vious equations, labels the discrete energy levels for a fixed quasi-momentum
q.

We can easily find the band structure for a simple periodic potential,
like the sinusoidal: Vlat.(x) = V0 sin2(kx). In this case the time independent
Schrödinger equation takes the form

− d2

dy2
ϕnq (y) +

V0

4ER
(2− 2 cos(2y))ϕnq (y) =

En
q

ER
ϕnq (y), (1.46)

where ER = ~2k2/2m is the atomic recoil energy and y = kx. Equation
(1.46) is in fact a Mathieu equation [21]

d2z

dy2
+ (t+ 2s cos(2y))z = 0, (1.47)

with s = V0/4ER and t = En
q /ER − V0/ER. The Mathieu equation has a

solution of the Floquet form eiqxP (x), where P (x) is a periodic function.



1.3. LATTICES AND THE BOSE-HUBBARD MODEL 14

−1 −0.5 0 0.5 1
0

2

4

6

8

qα/π

E
/E

R

(a) V0 = 0ER

−1 −0.5 0 0.5 1
0

2

4

6

8

qα/π

E
/E

R

(b) V0 = ER

−1 −0.5 0 0.5 1
0

2

4

6

8

qα/π

E
/E

R

(c) V0 = 5ER

−1 −0.5 0 0.5 1
0

2

4

6

8

qα/π

E
/E

R

(d) V0 = 10ER

Figure 1.4: Band structure of a periodic potential with period α.

The parameter q (the wave-number in the lattice language) is the so-called
characteristic exponent and t = t(q, s) is the characteristic parameter which
is a complicated function of its arguments.

In figure 1.4 the band structure for the sinusoidal potential is depicted.
In figure 1.4 (a) V0 = 0 so the particle is free and the spectrum is quadratic
in q. As we start to turn on the periodic potential, figure 1.4 (b), we observe
a gap at the edge of the Brillouin zone (qα ± π). Thus the band structure
appears. As the depth further increases the band gap increases also, while
the band width decreases. For very deep lattices, figure 1.4 (d), the ground
band becomes almost flat and the bands are separated by a very large gap.

1.3.2 The Bose-Hubbard Model

In this subsection we derive the so-called Bose-Hubbard model. This model
describes, in a simplified way, the many-body dynamics of ultracold Bosons
in a deep optical lattice: it takes into account the competition between the
kinetic energy and the interaction energy of the system.

In order to derive this model we begin from the second quantized version
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of Hamiltonian (1.25) in the presence of a periodic optical lattice

Ĥ =

∫
d~r Ψ̂†(~r )

[
− ~2

2m
∇2 + Vlat.(~r ) + Vtrap.(~r )

]
Ψ̂(~r ) +

+
U0

2

∫
d~r Ψ̂†(~r )Ψ̂†(~r )Ψ̂(~r )Ψ̂(~r ), (1.48)

where the operators Ψ̂†(~r ) and Ψ̂(~r ) create and annihilate a boson at the
position ~r, respectively. In Hamiltonian (1.48) we have assumed that except
the periodic potential there is also an overall trapping potential Vtrap.(~r ). We
are interested to study the dynamics in a deep optical lattice, so it is natural
to choose a basis where the eigenfunctions of the Hamiltonian are localized.
This basis is constructed by the well-known Wannier functions

wn(~r − ~ri) =
1

M

∑
~q

e−i~q·~riϕn~q (~r ), (1.49)

where the summation is over the quasi-momentum ~q in the first Brillouin
zone and M is the number of lattice sites.

We now assume that the potential is deep so the energy gap between
the bands is very large if we compare it with the chemical potential, the
interaction energy and the kinetic energy. This assures that all the particles
will stay in the ground band

Ψ̂(~r ) =
M∑
j=1

w0(~r − ~rj)α̂j, (1.50)

where α̂j annihilates a boson at site j. Now if we insert equation (1.50) into
the Hamiltonian (1.48) we obtain the Bose-Hubbard Hamiltonian [14]

Ĥ =
M∑
j=1

εj α̂
†
jα̂j −

∑
〈i,j〉

Jij α̂
†
i α̂j +

1

2

M∑
j=1

Uj α̂
†
jα̂
†
jα̂jα̂j (1.51)

where the summation in the first term is over adjacent lattice sites i = j± 1.
In the above equation we have defined the following parameters

εj =

∫
d~r Vtrap.(~r )|w0(~r − ~rj)|2, (1.52)

Jij =

∫
d~r w∗0(~r − ~rj)

[
− ~2

2m
∇2 + Vlat.(~r )

]
w0(~r − ~ri=j±1), (1.53)

Uj =
4παs~2

m

∫
d~r |w0(~r − ~rj)|4. (1.54)
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From the above expressions we can easily understand their physical mean-
ing: εj is the on-site potential, Jij is connected to the kinetic energy, so
it parametrizes the tunneling between adjacent sites and Uj is the on-site
interaction strength.

Here we must note that in the derivation of the Bose-Hubbard Hamilto-
nian (1.51) we have used the fact that the lattice is deep so we have neglected
terms of the form ∫

d~r|w0(~r − ~ri)|2|w0(~r − ~rj)|2 ≈ 0, (1.55)

for i 6= j. Moreover, we have used the tight-binding approximation and we
have omitted terms of the type∫

d~rw∗0(~r − ~rj)
[
− ~2

2m
∇2 + Vlat.(~r )

]
w0(~r − ~ri=j±2,3,...) ≈ 0. (1.56)

Finally, if the global trapping potential is present but much weaker than
the lattice potential, Vtrap � Vlat., then we can take for the value of the
interaction strength at each lattice site, Uj = U , and also the same tunneling
strength Jij = J . After this assumption we can write the Bose-Hubbard
Hamiltonian in the following well-known form

Ĥ =
M∑
j=1

εj α̂
†
jα̂j − J

M−1∑
j

(α̂†j+1α̂j + α̂†jα̂j+1) +
U

2

M∑
j=1

α̂†jα̂
†
jα̂jα̂j. (1.57)

Before we close the discussion about the Bose-Hubbard model we will
define the SPDM, we introduced in subsection 1.1.3, for a lattice system. In
this case it takes the following simple form

σj,k = 〈α̂†jα̂k〉, j, k = 1, 2, ...M. (1.58)

The diagonals of the SPDM give the population in each lattice site, while
the off-diagonals give the coherences between the lattice sites.

1.4 The Master Equation for Open Quantum

Systems

In the main part of this thesis we deal with open quantum systems. In
order to study the dynamics of such a system we are going to use the Mas-
ter equation formalism. Generally speaking, an open quantum system is a
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U
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V 0

Figure 1.5: Sketch of an one dimensional optical lattice described by a Bose-
Hubbard Hamiltonian.

system which is coupled to an environment. With the term environment we
mean another quantum (or even classical) system which we cannot control
or we don’t care to investigate. Now, the Master equation formalism tells us
that the evolution of the reduced density matrix of our system σ, is given by
an equation of the general form [22,23]

d

dt
σ̂(t) = −i[Ĥs, σ̂(t)]−

∑
j

γj
2

(
L̂†jL̂jσ̂(t) + σ̂(t)L̂†jL̂j − 2L̂jσ̂(t)L̂†j

)
, (1.59)

where the first term, in the right hand side, gives the unitary evolution (Ĥs is
the Hamiltonian of the system), while the second one gives the non-unitary
contribution to the evolution. The Master equation (1.59) is of the Lindblad
form. One can write it in a more general form, but this would be out of the
purpose of this presentation. The operators L̂j are called Lindblad operators
and they constitute a basis in the space of operators for the system.

In order to derive such an equation, one should do several assumptions
and approximations. The core of the derivation is the so-called Born-Markov
approximation. This approximation states that the correlation functions of
the environment must decay much faster than the characteristic time which is
defined by the interaction between system and environment. In other words,
the environment should have very “weak memory”. In order to present the
main steps of such a derivation, in the following subsection we derive a Master
equation for a very simple case, a single non-interacting site which is coupled
to a bosonic reservoir at the grand canonical ensemble.
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1.4.1 A Single Site Coupled to a Bosonic Reservoir

Let us study a simple system which consists of a single noninteracting site
coupled to a bosonic reservoir at some temperature T and chemical potential
µ. We will trace over the reservoir degrees of freedom, using the well-known
Born-Markov elimination method [22, 23]. The Hamiltonian for this system
is given by the following expression:

Ĥ = Ĥs + Ĥr + Ĥc, (1.60)

where

Ĥs = Eα̂†α̂, (1.61)

Ĥr =
∑
κ

εκR̂
†
κR̂κ, (1.62)

Ĥc =
∑
κ

(γκR̂κα̂
† + γ∗κR̂

†
κα̂), (1.63)

are the Hamiltonian for the single site, the bosonic reservoir and the site-
reservoir coupling term respectively. The evolution of our system is described
by the Heisenberg equation of motion

i
d

dt
ρ̂(t) = −[Ĥs + Ĥr + Ĥc, ρ̂(t)] (1.64)

It is more convenient to rewrite the previous equation in the interaction
picture

i
d

dt
ρ̂i(t) = [Hc(t), ρ̂i(t)] (1.65)

where
ρ̂i(t) = exp{i(Ĥs + Ĥr)t}ρ̂(t) exp{−i(Ĥs + Ĥr)t} (1.66)

and
Hc(t) = exp{i(Ĥs + Ĥr)t}Ĥc exp{−i(Ĥs + Ĥr)t}. (1.67)

Formal integration of equation(1.65), from t = −∞ when the coupling was
turned on, gives the expression

ρ̂i(t) = ρ̂i(−∞) +
1

i

∫ t

−∞
dt′[Hc(t

′), ρ̂i(t
′)]. (1.68)

Iterating to second order in interaction Hamiltonian, we have

ρ̂i(t) = ρ̂i(−∞) +
1

i

∫ t

−∞
dt′[Hc(t

′), ρ̂i(−∞)] +

+

(
1

i

)2 ∫ t

−∞
dt′′
∫ t′′

∞
dt′[Hc(t

′′), [Hc(t
′), ρ̂i(t

′)]]. (1.69)
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By differentiating with respect to t we obtain

d

dt
ρ̂i(t) =

1

i
[Hc(t), ρ̂I(−∞)] +

(
1

i

)2 ∫ t

−∞
dt′[Hc(t), [Hc(t

′), ρ̂i(t
′)]]. (1.70)

We trace equation (1.70) over the reservoir degrees of freedom

d

dt
σ̂i(t) =

(
1

i

)2 ∫ t

−∞
dt′Trr[Hc(t), [Hc(t

′), ρ̂i(t
′)]], (1.71)

with
σ̂i = Trrρ̂i (1.72)

that is the reduced density matrix that describes the quantum dot and we
have used that

Trr[Hc(t), ρ̂i(−∞)] = 0. (1.73)

The last relation is true since Hc has no diagonal elements in the basis where
Ĥr is diagonal and the initial density matrix is assumed that it can be written
as a tensor product:

ρ̂i(−∞) = σ̂i(−∞)⊗ %̂r
i (−∞), (1.74)

where %̂r is the reduced density matrix of the reservoir.
Equation 1.71 contains the density matrix of the total system, ρ̂i(t), on

the right hand side. In order to write a closed evolution equation for the
reduced density matrix, σ̂i(t), we use the Born-Markov approximation. The
Born approximation assumes that the coupling between the dot and the
reservoir is weak, so the influence of the dot on the reservoir is small. Thus,
the density matrix of the reservoir is almost not affected at any time t and
the total density matrix can be written as a tensor product

ρ̂i(t) = σ̂i(t)⊗ %̂r
i . (1.75)

Inserting (1.75) into the exact expression (1.71) we have a closed integro-
differential equation for the reduced density matrix

d

dt
σ̂i(t) =

(
1

i

)2 ∫ t

−∞
dt′Trr[Hc(t), [Hc(t

′), σ̂i(t
′)⊗ %̂r

i ]]. (1.76)

Further, the Markov approximation assumes that σ depends only on the
present and not on the past, this simply means that we replace σ(t′) in
equation (1.76) by σ̂(t):

d

dt
σ̂i(t) =

(
1

i

)2 ∫ t

−∞
dt′Trr[Hc(t), [Hc(t

′), σ̂i(t)⊗ %̂r
i ]]. (1.77)
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Let us go back to the interaction term (1.67). As one can easily see that
the operators α̂, α̂† are eigenoperators of the Hamiltonian Ĥs

[Ĥs, α̂
†] = Eα̂†,

[Ĥs, α̂] = −Eα̂,

so we can write the corresponding interaction picture operators in the form

eiĤstα̂e−iĤst = eiEtα̂, (1.78)

eiĤstα̂†e−iĤst = e−iEtα̂†. (1.79)

The above two equations allows as to write the interaction term (1.67) in the
following simple form

Hc(t) =
∑
κ

(γκR̂κα̂
†e−i(εκ−E)t + γ∗κR̂

†
κα̂e

i(εκ−E)t). (1.80)

We assume that the reservoir is a heat bath in equilibrium, at temperature
T and chemical potential µ

%̂r =
e−(ĤR−µN̂)/kT

Trr{e−(ĤR−µN̂)/kT}
, (1.81)

where k is the Boltzmann constant. This allows as to calculate the following
averages

Trr{R̂κR̂λ%̂
r} = Trr{R̂†κR̂

†
λ%̂

r} = 0, (1.82)

Trr{R̂†κR̂λ%̂
r} =

δκλ
e(ελ−µ)/kT − 1

, (1.83)

Trr{R̂κR̂
†
λ%̂

r} =

(
1 +

1

e(ελ−µ)/kT − 1

)
δκλ. (1.84)

Using equations (1.80),(1.82)-(1.84), the equation (1.77) becomes

d

dt
σ̂i(t) = −

∑
κ

|γκ|2
∫ t

−∞
dt′[{(1 + 〈nκ〉)α̂†α̂σ̂i(t)− 〈nκ〉α̂†σ̂i(t)α̂−

−(1 + 〈nκ〉)α̂σ̂i(t)α̂
† + 〈nκ〉σ̂i(t)α̂α̂

†}e−i(εκ−E)(t−t′) + {〈nκ〉α̂α̂†σ̂i(t)−

−(1+〈nκ〉)α̂σ̂i(t)α̂
†−〈nκ〉α̂†σ̂i(t)α̂+(1+〈nκ〉)σ̂i(t)α̂

†α̂}ei(εκ−E)(t−t′)], (1.85)

where

〈nκ〉 =
1

e(εκ−µ)/kT − 1
(1.86)
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is the Bose occupation distribution. The next step is to use the following
relation ∫ ∞

0

e±ixydy = πδ(x)± iP 1

x
, (1.87)

where P is the Cauchy principal part, and replace the sum over κ with a
weighting factor the density of states g(εκ). After this we have

d

dt
σ̂i(t) = −Γ

2
[(1 + 〈n〉)α̂†α̂σ̂i(t)− 2〈n〉α̂†σ̂i(t)α̂− 2(1 + 〈n〉)α̂σ̂i(t)α̂

†+

+〈n〉σ̂i(t)α̂α̂
† + 〈n〉α̂α̂†σ̂i(t) + (1 + 〈n〉)σ̂i(t)α̂

†α̂]+

iP

∫
dεκ

g(εκ)|γ(εκ)|2

εκ − E
{(1 + 〈nκ〉)[α̂†α̂, σ̂i(t)] + 〈nκ〉[σ̂i(t), α̂α̂

†]}, (1.88)

with

〈n〉 =
1

e(E−µ)/kT − 1
(1.89)

and Γ = 2πg(E)|γ(E)|2.
Finally, we transform the Master equation (1.88) back to the Schrödinger

picture

σ(t) = e−iĤstσ̂i(t)e
iĤst, (1.90)

so we obtain the following equation

d

dt
σ̂(t) = −iε[α̂†α̂, σ̂(t)]− Γ(1 + 〈n〉)

2
[α̂†α̂σ̂(t) + σ̂(t)α̂†α̂− 2α̂σ̂(t)α̂†]−

−Γ〈n〉
2

[α̂α̂†σ̂(t) + σ̂(t)α̂α̂† − 2α̂†σ̂(t)α̂], (1.91)

where

ε = E − P
∫
g(εκ)|γ(εκ)|2

εκ − E
dεκ. (1.92)

is the renormalized energy level of the site induced by the site-reservoir cou-
pling.

Now, using the Master equation (1.91) we can calculate, for example, the
evolution of the population in the site

d

dt
〈α̂†α̂〉 ≡ Trs{α̂†α̂ ˙̂σ} = −Γ

2
〈α̂†α̂〉+

Γ

2
〈n〉. (1.93)

Assuming that initially the population in the dot was 〈α̂†α̂〉t=0 = N then we
have the following analytical solution

〈α̂†α̂〉t = (N − 〈n〉)e−
Γ
2
t + 〈n〉. (1.94)
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The result (1.94) tell us that finally the dot will relax to an equilibrium state
with the same temperature T and chemical potential µ as the reservoir:

〈α̂†α̂〉t→∞ = 〈n〉 =
1

e(E−µ)/kT − 1
. (1.95)

We finish this subsection with an observation. In the Master equation
(1.91) we can identify two types of Lindblad operators L̂1 = α̂ (second term
in the right hand side) and L̂2 = α̂† (third term in the right hand side). The
physical meaning of these terms is simple. The second term in the right hand
side of (1.91) destroys bosons with rate γ1 = Γ(1 + 〈n〉) while the third one
creates bosons with rate γ2 = Γ〈n〉. The result of these two terms is the
equilibrium state with 〈n〉 particles in our system.



Chapter 2

Open Optical Lattices: The
Mean-Field Approximation and
Beyond

Nowadays the experiments with Bose-Einstein condensation loaded in op-
tical lattices can offer a remarkable level of control and single site manipu-
lation. These advances open also new roads for theoretical investigation of
systems that previously seemed unrealistic. In this chapter we introduce such
a system, a one dimensional optical lattice filled with BEC that is subject to
localized single particle losses.

This chapter is organized as follows. First, in section 2.1 we discuss a
state of the art experiment that allows accurate control of single particle
losses with single site resolution. In section 2.2 we introduce a theoretical
model, based on the Master equation formalism, which can describe very
well the experimental situation. Next, in section 2.3, we derive a mean-field
approximation for the Master equation and we discuss the predictions for the
dissipative double-well. Finally, in section 2.4, we introduce the Bogoliubov
backreaction (BBR) method for open systems and we discuss its limits of
validity. This method allows to study the dynamics of an open lattice beyond
the mean-field approximation.

2.1 Experimental Motivation

The last decade the experimental control of ultracold atomic gases in optical
lattices has made significant progress. The experimental parameters, such
as the interatomic interactions and the tunneling between the sites, can be
tuned to almost arbitrary values and also any dimensionality of the lattice

23
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(a) (b)

Figure 2.1: (a) A strongly focused laser beam ionizes the atoms of a cloud.
The ions are extracted by using ion optics and they are detected by an ion
detector. Reprinted by permission from Macmillan Publishers Ltd: [27], copy-
right (2008). (b) Single site manipulation of atoms by using an off-resonant
laser beam. Reprinted by permission from Macmillan Publishers Ltd: [30],
copyright (2011).

is possible. All these make the Bose-Hubbard model a powerful theoretical
tool to describe real experiments. And indeed the theoretical prediction
of the superfluid to Mott insulator quantum phase transition [15] has been
experimentally achieved [16].

Recently, another interesting possibility became feasible: Local manip-
ulation of individual lattice sites. Single-site access can be implemented
optically either by increasing the lattice period [24, 25] or by a strongly fo-
cused laser beam [30] (for an illustration see figure 2.1 (b)). An even higher
resolution can be achieved by a focused electron beam [26–28]. In the later
case a focused electron beam locally produces ions in the atomic cloud, due
to the electron-atom interaction. The produced ions are extracted and col-
lected with the aid of ion optics and an ion detector (see figure 2.1 (a)). This
detection procedure allows the reconstruction of the atoms position where
the ionization occurred.

Let us discuss the electron microscopy case in more detail. In these
experiment the vacuum chamber is equipted with an electron microscope, see
figure 2.2 (a) and (b). After the preparation of a Bose-Einstein condensation
the electron beam impact on it. The electron-atom collisions can ionize the
atoms which subsequently are removed from the trap and detected by the ion
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Figure 2.2: (a) Sketch of the main experimental chamber as seen from the
side, showing the electron column on top (1), as well as the Faraday cup
(2) stopping the electron beam. Also, four of six viewports (3) and magnetic
coils (4) forming the 3D-MOT are visible. Finally, the ZnSe-lens holders
(5) and ZnSe-viewports (6) for the optical dipole trap are shown. (b) Photo
of the main chamber’s interior. (c) The temperature difference between an
illuminated and a non-illuminated atom cloud after a holding time of 500
ms as a function of the electron beam current. (d) Absorption image of
an illuminated BEC and (e) Absorption image of a BEC that has not been
illuminated. Figure (a) is reprinted from [26] with kind permission from
Springer Science and Business Media. Figures (b)-(e) are reprinted from [28]
with the permission of Prof. Dr. Herwig Ott.

detector. The ionized atoms are about 40% of all the scattered atoms. These
ions, while leaving from the trap, can collide with other atoms producing
more losses. We furthermore have about 55% inelastic scattering events and
5% elastic, which cannot produce a detectable signal.

As we described it above, we can say that this system is a special case
of an open quantum system. It is an open system (since we lose atoms)
in which we can accurately control the environment. We can remove single
atoms from the position we want with the desired rate. This is already inter-
esting since usually a dissipation process is connected with an uncontrollable
environment, as we discussed in section 1.4. Furthermore, as we are going to
argue, the “side effects” of the electron impact on the cloud are negligible.
In figures 2.2 (c)-(e) we have experimental data [27], which show the effect
of heating of the atomic cloud due to the impact of the electrons. Figure 2.2
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(c) shows the temperature gained by the atomic cloud for different electron
beam currents. As one can see, for an electron beam current of 20 nA the
temperature of the sample increases only by 6 nK as compared to an initial
temperature of typically around 100 nk. So in a very good approximation,
the only effect of the electron beam on the Bose-Einstein condensation is the
loss of atoms. This is further illustrated in figures 2.2 (d,e) where we have the
absorption images of an illuminated atomic cloud, figure 2.2 (d), and a cloud
that has not been illuminated, figure 2.2 (e). The only significant difference
between the two images is that the atom number has been reduced by 7%.

2.2 The Dissipative Bose-Hubbard Model

The above discussion will help us to construct a realistic theoretical model
which will describe the state of the art experiments. We want to study
the dynamics of a Bose-Einstein condensation in an optical lattice which
is subjected in localized single particle losses. We assume that the lattice is
sufficiently deep, such that the dynamics takes place only in the lowest Bloch
band, thus the assumptions for the Bose-Hubbard model hold. In section 2.1
we saw that the only important effect of the impact of the electron beam
on the atomic gas is the single particle loss. The ionized atoms are leave
the lattice and also subsequent particle losses are independent of each other.
In other words we have the perfect Markovian environment, an environment
without memory at all. These arguments leads us to write the following
Master equation in Lindblad form [22,62–67]

d

dt
ρ̂(t) = −i[Ĥ, ρ̂(t)] + Llossρ̂, (2.1)

where Ĥ is the Bose-Hubbard Hamiltonian (1.57) and have defined the Li-
ouvillian

Llossρ̂(t) = −
M∑
j=1

γj
2

(α̂†jα̂j ρ̂(t) + ρ̂(t)α̂†jα̂j − 2α̂j ρ̂(t)α̂†j), (2.2)

with γj we have denoted the loss rate at site j, since the electron beam can
be focused with single-site resolution [27].

In this model one can include also other terms that describe different
dissipation processes, like two-body or three body losses [53,60]. One impor-
tant dissipation process is phase noise. Phase noise is the result of the elastic
collisions of the atoms of the condensate with the atoms of the background
gas [49–51] or the absorption and spontaneous emission of photons from the
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Figure 2.3: Sketch of a dissipative Bose-Hubbard chain.

lattice beams [52]. It effectively heats the system but leaves the particle
number invariant. This process can be described by the following term in
the Master equation

Lnoiseρ̂(t) = −κ
2

∑
j

(n̂2
j ρ̂(t) + ρ̂(t)n̂2

j − 2n̂j ρ̂(t)n̂j), (2.3)

where n̂j = α̂†jα̂j are the number operators and κ is the rate of phase noise.
Phase noise is always present in the experiments, but can be made very small,
e.g., by detuning the optical lattice far from the atomic resonance, so one
can ignore it.

In order to understand better how single particle losses affects the dy-
namics of the system, we derive from the Master equation (2.1) the evolu-
tion equations for the single-particle density matrix elements σj,k ≡ 〈α̂†jα̂k〉 =

Tr(α̂†jα̂kρ̂):

i
d

dt
σj,k = Tr{α̂†jα̂k[Ĥ, ρ̂] + iα̂†jα̂k(Lloss + Lnoise)ρ̂}

= (εk − εj)σj,k − J(σj,k+1 + σj,k−1 − σj+1,k − σj−1,k)

+U(σk,kσj,k + ∆jkkk − σj,jσj,k −∆jjjk)

−iγj + γk
2

σj,k − iκ(1− δj,k)σj,k, (2.4)

where we have defined the variances

∆jk`m = 〈α̂†jα̂kα̂
†
`α̂m〉 − 〈α̂

†
jα̂k〉〈α̂

†
`α̂m〉 (2.5)

and we have also included the phase noise term. The first and second term,
in the right hand side of (2.4), are the tunneling and interaction terms re-
spectively. The interaction term depends also on the four point correlation
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functions, due to the due to the more than quadratic terms in the Hamilto-
nian. The final two terms are the dissipation terms. As one can easily see,
the phase noise term (the last term) destroys all the coherences between the
sites, 〈α̂†jα̂k〉, it is a decoherence process. From the other hand, the single-
particle loss term does not reduce only the particle number in the leaky site
〈α̂†jα̂j〉, but also destroys all the coherences between the leaky site and the
other sites. This allows us to use the localized single particle loss as a tool to
control the coherences in our system. In the next chapters we discuss some
interesting applications of this observation.

The Master equation (2.1) is a very hard problem to solve. Numerical
exact solutions are only possible for small systems (see Appendix A), thus
we need approximate methods. One well-known approximate method is the
so-called truncated Wigner method, which we present in Appendix B. An
equivalently hard problem to solve, as equation (2.1), is the system of equa-
tions (2.4). These equations are not forming a closed system of equations, due
to the variances ∆jk`m, thus we have to include evolution equations for higher
order correlations functions. In this way an infinite hierarchy of equations
is formed, the so-called Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY)
hierarchy

i
d

dt
〈α̂†i α̂j〉 = f1

(
〈α̂†i′α̂j′〉, 〈α̂

†
i′α̂j′α̂

†
k′α̂l′〉

)
i
d

dt
〈α̂†i α̂jα̂

†
kα̂l〉 = f2

(
〈α̂†i′α̂j′α̂

†
k′α̂l′〉, 〈α̂

†
i′α̂j′α̂

†
k′α̂l′α̂

†
m′α̂n′〉

)
(2.6)

i
d

dt
〈α̂†i α̂jα̂

†
kα̂lα̂

†
mα̂n〉 = f3

(
〈α̂†i′α̂j′α̂

†
k′α̂l′α̂

†
m′α̂n′〉, 〈α̂

†
i′α̂j′α̂

†
k′α̂l′α̂

†
m′α̂n′α̂

†
e′α̂g′〉

)
...

where f1, f2, f3, . . . are functions which increase in complexity with the order.
An exact solution of the problem, in this form, is only possible when there
are no interactions, otherwise we have to solve an infinite system of equation.
However, equations (2.6) can be the starting point for approximations. In the
next two sections we discuss how we can derive a mean-field approximation
and how we can go beyond.

2.3 The Mean-Field Approximation

The mean-field approximation refers to the limit where N → ∞ with g =
UN = const. In other words the nonlinearity must be negligible, thus the
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four-point correlation functions can be written

〈α̂†jα̂kα̂
†
`α̂m〉 ≈ 〈α̂

†
jα̂k〉〈α̂

†
`α̂m〉 (2.7)

or
∆jk`m ≈ 0, (2.8)

since the Hamiltonian will be approximately quadratic. With this assumption
equations (2.4) can be written as a closed system [58,59,64,65]

i
d

dt
σj,k = (εk − εj)σj,k − J(σj,k+1 + σj,k−1 − σj+1,k − σj−1,k)

+U(σk,kσj,k − σj,jσj,k)

−iγj + γk
2

σj,k − iκ(1− δj,k)σj,k. (2.9)

The above approximation is appropriate only for a pure condensate

|Ψ(N)〉 =
1√
N !

(
M∑
j=1

ψjα̂
†
j

)N

|0〉, (2.10)

since the variances ∆jk`m scale linearly with the particle number N , while
the products σj,kσ`,m scale as N2. Indeed the two-point correlation functions
for the state (2.10) gives

〈α̂†jα̂k〉 = 〈Ψ(N)|α̂†jα̂k|Ψ(N)〉 = Nψ∗jψk (2.11)

while the four-point correlation functions

〈α̂†jα̂kα̂
†
`α̂m〉 = 〈Ψ(N)|α̂†jα̂kα̂

†
`α̂m|Ψ

(N)〉
= N(N − 1)ψ∗jψkψ

∗
`ψm +Nψ∗jψmδkl. (2.12)

If we neglect the phase noise term in (2.9), κ = 0, then these equations
are equivalent to the non-Hermitian discrete nonlinear Schrödinger equation

i
d

dt
ψk = (εk − εj)ψk − J(ψk+1 + ψk−1) + U |ψk|2ψk − i

γk
2
ψk (2.13)

by the identification σj,k = ψ∗jψk. In this way we derived the non-Hermitian
Schrödinger equation which has previously been used heuristically [54–56].
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2.3.1 The Double Well in the Mean-Field Approxima-
tion

The dissipative dynamics of a simple system, such as the leaky double well,
already present a very interesting behavior. For this system, it is convenient
to use the so-called Bloch representation

L̂x =
1

2
(α̂†1α̂2 + α̂†2α̂1),

L̂y =
i

2
(α̂†1α̂2 − α̂†2α̂1), (2.14)

L̂z =
1

2
(α̂†2α̂2 − α̂†1α̂1),

which form an angular-momentum algebra SU(2) with quantum number ` =
N/2 [37, 40, 41, 58, 59, 64, 65, 97, 98], with N the particle number. With the
help of the above operators we can rewrite the Bose-Hubbard Hamiltonian
(1.57) in the form

Ĥ = −2JL̂x + 2εL̂z + UL̂2
z (2.15)

up to terms only depending on the total particle number and we have defined
the parameter ε = ε2 − ε1.

Now we can translate the mean-field equations (2.9), in equations for the
expectation values of the angular-momentum operators s = (sx, sy, sz) ≡
2(Tr{L̂xρ̂},Tr{L̂yρ̂},Tr{L̂zρ̂}) [64, 65]

ṡx = −2εsy − Usysz −
(
γ1 + γ2

2
+ κ

)
sx,

ṡy = 2Jsz + 2εsx + Usxsz −
(
γ1 + γ2

2
+ κ

)
sy,

ṡz = −2Jsy −
γ1 + γ2

2
sz −

γ2 − γ1

2
n, (2.16)

ṅ = −γ1 + γ2

2
n− γ2 − γ1

2
sz,

where n = Tr{(n̂1 + n̂2)ρ̂} is the total particle number. Moreover, we write
the initial conditions (2.10) with the help of two parameters

|Ψ(N)〉 =
1√
N !

(√
p α̂†1 +

√
1− p eiq α̂†2

)N
|0〉, (2.17)

where p is the fraction of particles in the first well and q is the relative phase
between the wells.
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Figure 2.4: Non-dissipative Bloch sphere dynamics (a) in the noninteracting
case and (c) in the strongly interacting case Un(0) = 8J . (b,d) Evolution of
the particle number in the first (dashed line) and in the second (solid line)
well which corresponds in the red line on the Bloch sphere. The blue lines in
(a,c) correspond to trajectories of different initial states. The initial particle
number is N = 100.
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The non-dissipative case [25, 37, 38], γ1 = γ2 = κ = 0, will help us to
understand the physics for the open system. In figures 2.4 (a,b) we have
plotted the dynamics of the Bloch vector S = s/n and the population in
each well for the noninteracting system, U = 0. In this case we observe the
so-called Josephson oscillations. We have complete oscillations between the
two wells. The structure of the Bloch sphere (which is the classical phase
space for the system) is simple, two elliptic fixed points. From the other hand,
in the strongly interacting case Un(0) = 8J , figures 2.4 (c,d), the coherent
oscillations are significantly suppressed. This is the so-called self-trapping
effect. An intuitive understanding can come from an energy argument: the
well with the larger population has very high energy, in comparison with the
other well, so the two sites are out of resonance. As a result the tunneling is
suppressed. In the Bloch sphere we see that the one elliptic fixed point, of
the noninteracting case, bifurcates in two elliptic and one saddle point.

The dynamics changes in the presence of particle losses. In figure 2.5 we
have the dynamics in a double well with dissipation only in the first well γ1 =
1J , for different initial conditions. The dynamics of the Bloch vector, figures
2.5 (a,c), shows that the trajectories from both up and down hemisphere are
attracted by one fixed point. Figures 2.5 (b,d) depict the evolution of the
populations in the two wells for the red trajectories on the Bloch spheres.
For the trajectory which begins from the upper hemisphere (n1(0) = 20
and n2(0) = 80), we can see that the population in the second well initially
oscillates but then it almost saturates (n2(tfin.) ≈ 80), while the population in
the first well goes to zero. From the other hand, the trajectory which begins
from the lower hemisphere (n1(0) = 70 and n2(0) = 30), shows that the
population in the second well increases and then saturates (n2(tfin.) ≈ 40),
while again the population in the first well goes to zero. In general, almost for
all initial states the system ends up with an almost stable population in the
second well and an empty first well. In other words, the upper elliptic fixed
point in figure 2.4 (c) becomes attractive, while the lower becomes repulsive.
Here we must note that one observes such behavior only if the interaction
strength is strong enough to induce self-trapping.

Finally, in figure 2.6 we compare the mean-field approximation with ex-
act numerical results. While the behavior of the occupation numbers, figure
2.6 (b), is well described by the mean-field approximation, one observes sig-
nificant deviations from the exact results for the Bloch vector, S(t). The
mean-field approximation overestimates the oscillations of the components
of S(t), since it cannot take into account the decoherence of the BEC.
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Figure 2.5: (a), (c) dissipative Bloch sphere dynamics in the strongly inter-
acting case Un(0) = 8J for γ1 = 1J and γ2 = 0. (b,d) Evolution of the
particle number in the first (dashed line) and in the second (solid line) well
which corresponds in the red line on the Bloch sphere. The blue lines in
(a,c) correspond to trajectories of different initial states. The initial particle
number is N = 100.
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Figure 2.6: Comparison between the mean-field approximation (red solid line)
and the numerical exact quantum jump method (blue dashed line) averaging
over 200 trajectories. Shown are (a) the Bloch vector dynamics and (b) the
particle number in the first and second well. The parameters are Un(0) = 8J ,
γ1 = 1J , γ2 = 0 and κ = 0. The initial particle number is N = 100.

2.4 The Generalized BBR method

The mean-field approximation assumes a pure condensate and is strictly
valid in the limit N → ∞. In order to explore many-body effects, like
the depletion of the BEC, one should go beyond the mean-field limit. Here
we generalize the Bogoliubov back-reaction (BBR) method [40, 41] to the
dissipative case. In this approximation one takes into account also the four-
point correlation functions, or equivalently the variances (2.5), explicitly.
This method gives accurate predictions for large, but finite particle numbers,
and for a system close to a pure BEC state.

Let us start with the coherent part of the evolution equations for the
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four-point correlation functions

d

dt
〈α̂†jα̂kα̂

†
`α̂m〉 = Tr{α̂†jα̂kα̂

†
`α̂m[Ĥ, ρ̂]}

= (εk + εm − εj − ε`)〈α̂†jα̂kα̂
†
`α̂m〉

−J(〈α̂†jα̂kα̂
†
`α̂m+1〉+ 〈α̂†jα̂kα̂

†
`α̂m−1〉+ 〈α̂†jα̂k+1α̂

†
`α̂m〉

+〈α̂†jα̂k−1α̂
†
`α̂m〉 − 〈α̂

†
j+1α̂kα̂

†
`α̂m〉 − 〈α̂

†
j−1α̂kα̂

†
`α̂m〉

−〈α̂†jα̂kα̂
†
`+1α̂m〉 − 〈α̂

†
jα̂kα̂

†
`−1α̂m〉)

+U(〈α̂†jα̂kn̂kα̂
†
`α̂m〉+ 〈α̂†jα̂kα̂

†
`α̂mn̂m〉

−〈n̂jα̂†jα̂kα̂
†
`α̂m〉 − 〈α̂

†
jα̂kn̂`α̂

†
`α̂m〉) (2.18)

The interaction term involves a six-point correlation function, so to obtain a
closed set of equations we use the following truncation [39]

〈α̂†jα̂kα̂
†
`α̂mα̂

†
rα̂s〉 ≈ 〈α̂†jα̂kα̂

†
`α̂m〉〈α̂

†
rα̂s〉+ 〈α̂†jα̂kα̂†rα̂s〉〈α̂

†
`α̂m〉 (2.19)

+〈α̂†`α̂mα̂
†
rα̂s〉〈α̂

†
jα̂k〉 − 2〈α̂†jα̂k〉〈α̂

†
`α̂m〉〈α̂

†
rα̂s〉.

For a pure Bose-Einstein condensation, described by the state (2.10), the six
point correlation function scales as N3, while the error introduced by the
truncation (2.19) increases linearly with N . So the relative error induced
by this truncation vanishes as 1/N2 with increasing particle number. Thus,
the BBR method provides a better description of the many-body dynam-
ics than the simple mean-field approximation, since it includes higher order
correlation functions at least approximately.

However, there is an important restriction. The method works good only
if we are close to a pure BEC state. If we have significant depletion of
the condensate mode the method breaks down [41]. Indeed the hierarchy
truncation we have done is a systematic perturbative approximation, but it
is state dependent. That is, the perturbative parameter is small only for
a special class of states. For the Bose-Einstein condensation case we can
use as a small parameter the quantity e = 1 − λ0/ntot, where λ0 is the
larger eigenvalue of the SPDM, since for a BEC we have λ0/ntot ≈ 1. To
zeroth order the BEC is by definition pure, thus we obtain the mean field
approximation we discussed in subsection 2.3.1. The next order in e can be
achieved if we truncate the BBGKY hierarchy (2.7) at one order higher. We
take

α̂†jα̂k = σj,k + δ̂σj,k, (2.20)

where σj,k/ntot is O(1) and all the matrix elements of δ̂σj,k/ntot remain
smaller than O(e1/2). The variances ∆jk`m/n

2
tot will be of order e. Thus,

when e becomes large the entire perturbation approach fails.
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Using the truncation (2.19), the coherent part of the dynamics is given
by

i
d

dt
∆jk`m = −J [∆j,k,`,m+1 + ∆j,k,`,m−1 + ∆j,k+1,`,m + ∆j,k−1,`,m

−∆j,k,`+1,m −∆j,k,`−1,m −∆j+1,k,`,m −∆j−1,k,`,m]

+U [∆kk`mσjk −∆jj`mσjk + ∆jkmmσ`m −∆jk``σ`m

+∆jk`m(σkk + σmm − σ`` − σjj)]. (2.21)

Particle loss and phase noise terms affect the dynamics of the four-point
correlation function as follows

d

dt
〈α̂†jα̂kα̂

†
`α̂m〉 = Tr{α̂†jα̂kα̂

†
`α̂m(Lloss + Lnoise)ρ̂}

= −γj + γk + γ` + γm
2

〈α̂†jα̂kα̂
†
`α̂m〉+ γk〈α̂†jα̂m〉δk`

−κ(2 + δkm + δj` − δjk − δjm − δk` − δ`m)

×〈α̂†jα̂kα̂
†
`α̂m〉. (2.22)

In terms of the variances we have

d

dt
∆jk`m = −γj + γk + γ` + γm

2
∆jk`m + γkσjmδk`

−κ(δkm + δj` − δjm − 2δk`)(∆jk`m + σjkσ`m)

−κ(2− δjk − δ`m)∆jk`m. (2.23)

Although, the BBR method works if we are close to a pure BEC state, it
can give very important informations about the system, which are not acces-
sible by the mean-field approximation. In particular, it accurately predicts
the onset of the depletion of the condensate mode. The number of atoms in
this mode is given by the leading eigenvalue λ0 of the SPDM σjk. The ratio
λ0/ntot. is referred as the condensate fraction [4, 40,41].

The validity of the BBR method has been already discussed in detail
for closed systems [39]. Here we will test the method in the presence of
dissipation. In figure 2.7 we have two examples of the dynamics of a BEC
in a leaky double-well, comparing the BBR method (solid blue line) with
numerical exact results of the quantum jump method (thick red line). As an
initial state we have used a pure BEC with equal population and a phase of
π between the wells. For strong dissipation, figure 2.7 (b), the BBR method
predicts accurately the evolution of the total population ntot = 〈n̂1 + n̂2〉.
Significant differences are observed for weak dissipation, figure 2.7 (a). In
other words single particle losses improves the BBR method. This is further
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Figure 2.7: Numerical test of the BBR method for a leaky double-well trap
with loss in the first well. (a,b) Dynamics of the total particle number ntot for
two different values of the loss rate, comparing the BBR approximation (solid
red line) with the quantum jump method (dashed blue line). (c) Condensate
fraction, λ0/ntot, as a function of time and the loss rate,γ1. (d) Trace distance
(2.24) between the exact rescaled SPDM σ(t)/n(t) and the respective BBR
approximation. Initially we assume a pure BEC with equal population and
phase difference of π between the sites. The remaining parameters are U =
0.09J , κ = 0 and n(0) = 100 atoms.

illustrated in figure 2.7 (d), where we have plotted the trace distance of the
exact rescaled SPDM and the rescaled SPDM obtained by the BBR method,

D :=
1

2
Tr

{∣∣∣∣σBBR

nBBR

− σex.

nex.

∣∣∣∣} (2.24)

as a function of time and for different dissipation rates γ1. For sufficiently
strong losses, we observe that D almost vanishes for all times. Thus in this
regime the BBR method gives accurate predictions of the quantum dynamics.
A hint why this happens we can see in figure 2.7 (c), where we have the
condensate fraction as a function of time for different values of γ1. As one can
see the BEC tends to remain pure for strong losses for all times. However, this
means that the performance of the BBR method is expected to be accurate.

The BBR method is a state depended perturbative approximation, so it
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Figure 2.8: The condensate fraction λ0/ntot at different time instants scan-
ning the initial state’s parameters p and q. The parameters are U = 0.09J ,
γ1 = 0.1J , κ = 0 and n(0) = 100.

is important to understand how the initial state affects the predictions of the
method. In figure 2.8 we are scanning the initial state’s parameters p ∈ [0, 1]
and q ∈ [−π, π] and depict how the condensate fraction λ0/ntot behaves at
different time instants. We have chosen weak particle losses, γ1 = 0.1J , since
the depletion of the condensate mode is expected to be more intense. As
one can see in only three cases we have a pure BEC at all times: (i) around
p = 0.5 and q = 0, (ii) for p = 0 and (iii) for p = 1. The later two cases are
trivial since in case (ii) there are no particles in the first well, where losses
occur, so the particles remain in the second due to the self trapping, and in
case (iii) all the particles are in the first well so all of them will leave the
trap. In case (i) we have initial states around the symmetric state

|Ψ(N)〉 =
1√
N !

(
α̂†1 + α̂†2

)N
|0〉 (2.25)

where we have equal populations in the two wells and zero phase difference
between them. The symmetric state corresponds to an elliptic fixed point in
the non-dissipative classical phase space on the Bloch sphere (see for example
figure 2.4 (c)), that is why the BEC remains almost pure in the whole evolu-
tion. For the antisymmetric state, p = 0.5, q = π, we observe that we have a
fast depletion of the BEC, which is expected since this state corresponds to
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the saddle point on the Bloch sphere making the dynamics unstable. Thus,
we can conclude that the BBR method will give good predictions even for
weak dissipation as far as we start from a state in one of the above three
cases. It is now easy to generalize the above results for an extended lattice.
We expect that the method will break down if the initial state is dynamically
unstable, that is when we are at the edge of the Brillouin zone [76].

2.5 Conclusions

In this chapter we have discussed a state of the art experimental setup. We
have briefly presented the experiment of the Herwing Ott’s group in which
an electron beam can be focused with single site resolution and extract single
atoms from an optical lattice. For one-dimensional lattice, we have modeled
the system with a Master equation in which the unitary part uses the well-
known Bose-Hubbard Hamiltonian. The mean-field approximation revealed
a very interesting property of the system. The losses can create attractive
fixed points in the classical phase space. This indicates that we can use
dissipation in order to control the many-body dynamics. This is the subject
of the next chapter.

In order to study many-body effects we have introduced the BBR ap-
proximation. The BBR method goes beyond the mean-field approximation
and can describe many-body effects like quantum correlations and the de-
pletion of the BEC mode. However, the method gives accurate predictions
only when we are close to a pure BEC state. This constrain is easily fulfilled
in the case of strong single particle losses. The method also works, even
for strong interparticle interactions, when we are around a symmetric state
for the double well or around the center of the Brillouin zone for extended
lattices.
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Chapter 3

Applications: Engineering
Stable Nonlinear Structures

In the previous chapter we have briefly discussed how single particle losses
can create attractive fixed points in the classical phase space (see subsection
2.3.1) and also how we can locally control the coherence of our system (see
section 2.2). In this chapter we use these properties to create stable nonlinear
structures, like discrete breathers and dark solitons [64,65]. As a tool to study
the dynamics we will use the BBR method we have introduced in the previous
chapter.

The present chapter is organized as follows. First, in section 3.1, we in-
vestigate a very important property of localized single particle losses, the
inhibition of quantum tunneling. This effect can be used to coherently com-
press a BEC in an optical lattice. In section 3.2 we analyze the dynamics
in a triple well trap with boundary losses. Strong interparticle interactions
combined with dissipation create a stable discrete breather in the middle
well. Localized losses together with phase engineering can be used to create
a standing coherent dark soliton, which is discussed in section 3.3.

3.1 Inhibition of Quantum Tunneling

In section 2.2 we briefly saw that localized single particle losses does not
only destroy particles, but also kills the coherences between the leaky well
and the rest of the system. The cause of this observation is simple: the
inhibition of quantum tunneling due to the dissipation. To focus on this
effect we neglect the interparticle interactions, U = 0, which also means that
our simulations are exact. It is also sufficient to study a small system: a
three well trap with hard walls boundary conditions and with losses in the

41
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Figure 3.1: Inhibition of quantum tunneling due to single particle losses, in a
triple-well trap. (a), (b) Evolution of the atomic density 〈n̂j〉 for two different
values of the loss rate. (c) Final value of the total particle number after fixed
propagation time tfinal as a function of the loss rate in the middle well, γ2.
The remaining parameters are U = 0 and ntot(0) = 60.

middle well only. As an initial condition we use a pure homogeneous BEC.
In figures 3.1 (a,b) we have plotted the evolution of the atomic density,

〈n̂j〉, for weak, γ2 = 1J , and strong, γ2 = 40J , dissipation, respectively.
For weak dissipation the atoms tunnels to the middle well where they are
dissipated with rate, γ2. From the other hand, strong losses lead to the
formation of a stable vacancy. But here we can observe something interesting
if we compare the two figures. In figure 3.1 (a) the particles tunnel back
and forth to the leaky site, the well-known oscillations of the noninteracting
BEC. In contrary, in figure 3.1 (b) we can see clearly that the particles have
a difficulty to tunnel, they tend to remain in their original well. So the
tunneling rate slows down and the particles that tunnel to the leaky site
leave the system. Since we don’t have interactions the only cause of this
effect could be dissipation.

The situation becomes clearer in figure 3.1 (c), where we have plotted
the total particle number after fixed propagation time, tfinal = 2J−1, as a
function of the loss rate, γ2. As one can see, the residual atom number
assumes a minimum for a finite loss rate γc. After this critical value, one
faces the paradoxical situation that an increase of the loss rate can suppress
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the decay of the BEC. We can estimate the critical loss rate, γc, by matching
the time scale of dissipation τD = 2/γ2 and tunneling τJ = 1/(2J), where in
the later the factor 1/2 accounts for atoms tunneling from two sites to the
leaky site. Hence, the critical loss rate is estimated as γc = 4J . We find a
good agreement of our qualitative estimate for γc (dashed red line in figure
3.1 (c) ) with the dip in the total particle number.

The inhibition of the quantum tunneling to a leaky lattice site can be
understood by simple analogy to wave optics: a large mismatch of the index
of refraction leads to an almost complete reflection of a wave from a surface.
This is true for real index of refraction just as well as for an imaginary
index describing an absorbing material such as metal. Similarly, a large
difference of the on-site potential, real or imaginary, prevents tunneling of
the atoms to the respective lattice site. Another interpretation has been
discussed in [65, 71, 72] in term of quantum Zeno effect. The particle losses
can be viewed as a continuous measurement of the quantum state of the
leaky lattice site. This measurement causes a Zeno effect which prevents the
tunneling to the observed site. This interpretation is natural in the Herwig
Ott’s group experiments where the lost atoms (in the form ions) are actually
measured from the ion detector.

3.1.1 Coherent Compression of a BEC

Strong particle losses do not only block the tunneling of the atoms to the
leaky site but also repel them since this site behaves as a hard wall. We can
use this observation to compress a BEC by slowly scan the losses through
the lattice. The process is depicted in figure 3.2, where we have a lattice
with 21 sites, which is loaded with a pure homogeneous BEC with initial
average density of 100 atoms per site. The particle losses (for example an
electron beam) induced in the 21st lattice site and is then slowly scanned
through the lattice, such that loss occur at different sites as illustrated in
figure 3.2 (b). In figure 3.2 (c) we have plotted the evolution of the total
particle number. The total population drops fast to about 2000 atoms since
the strong losses have destroyed all the population in the 21st site. However,
after this the decay slows down and every time that the losses change site
the decay is significantly smaller than the initial. At the end we have lost
about 550 atoms, while one would naively expect to lose about 800 atoms.
Thus we end up with an average density of 120 atoms per lattice site. This
happens because the atoms are repelled from the leaky site, so the atomic
density in the lower part of the lattice increases as shown in 3.2 (a). We can
further improve the compression if we increase the losses. Finally, we must
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Figure 3.2: Compressing a BEC by moving loss in a lattice with 21 sites.
(a) Evolution of the atom density when strong moving losses are applied in
one lattice site γ = 400J . The BEC is compressed in the lower part of
the lattice although several atoms are lost. (b) The red lines indicate the
position of the leaky site. Evolution of the total particle number ntot (c) and
of the condensate fraction λ0/ntot (d). The macroscopic interaction strength
is Untot(0) = 2.5J , with ntot(0) = 2100.

note that the BEC remains practically completely pure in the whole process,
as it is depicted in figure 3.2 (d).

3.2 Discrete Breathers

In this section we discuss how boundary particle losses can form and sta-
bilize coherent discrete breathers. To this end we consider the dynamics of
an initially pure and homogeneous BEC in a triple-well trap with particle
losses only in the two boundary wells. For this small system exact simula-
tions are still possible by using the quantum jump method, thus we will have
the opportunity to test the BBR method once more. In figures 3.3 (a)-(d)
we have the evolution of the atomic density, 〈n̂j〉, and of the condensate
fraction, λ0/ntot, for weak (U = 0.5J) and strong interactions (U = 6J). In
both cases, the population at the boundary wells rapidly decreases, but the
similarities stop here. For weak interactions, figures 3.3 (a,b), the particles
at the central well tunnels to the boundaries where they leaves the lattice.
In the whole process the BEC remains almost pure, figure 3.3 (b) and the
BBR method agrees well with the exact simulations. The behavior changes
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Figure 3.3: Dynamics of a BEC in a triple-well trap with boundary dissi-
pation. Evolution of the atomic density 〈n̂j〉 (a,c) and of the condensate
fraction λ0/ntot (b,d) for U = 0.5J and U = 6J , respectively. (e) Total
particle number after a fixed propagation time tfinal = 1J−1 as a function
of the interaction strength. The parameters are γ1 = γ3 = 4J , κ = 0 and
ntot(0) = 60. Mean-field (green dashed dotted line) and BBR (blue solid line)
results are compared to numerically exact simulations with the quantum jump
method, averaging over 200 trajectories (red dashed line).

dramatically for strong interactions, figures 3.3 (c,d). The population in the
central well remains remarkably stable, while for sort times we have a fast
depletion of the BEC, figure 3.3 (d). More surprisingly for longer times we
observe a repurification of the BEC.

In other words we have a stable population, which is about the one
third of the initial total population, of pure BEC localized in the central
site. This counterintuitive localization phenomenon in the presence of repul-
sive interactions is a consequence of the dynamical formation of a discrete
breather centered in the middle site of the triple well trap. Generally, discrete
breathers, also called, discrete solitons, are spatially localized stable (or at
least long-lived) excitations in a periodic discrete system [46–48]. These non-
linear structures arise intrinsically from the combination of nonlinearity and
discreteness of the system. In the presence of boundary particle losses this
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excited state becomes an attractive fixed point in the classical phase space,
so a wide class of initial states will converge to a pure BEC with a breather-
like density. Once the discrete breather is formed, it remains stable also if
the losses are switched off. The importance of strong interactions is depicted
in figure 3.3 (e), where the residual total population after tfinal = 1J−1 of
propagation is plotted as a function of the interaction strength. The total
particle number increases for large values of U to ntot(Jtfinal) ≈ 20 due to the
breather formation.

Before we analyse further the discrete breather formation let us discuss
the strength of the BBR predictions. First we observe that the mean-field
approximation fails for strong interactions. This is apparent from figure 3.3
(e) where it strongly underestimates the residual particle number. It predicts
the discrete breather formation only for stronger particle losses. From the
other hand, the BBR method has a good agreement with the exact numer-
ical simulations. This observation suggests that the quantum fluctuations
facilitate the formation of repulsively bound structures. Furthermore, the
mean-field approximation cannot predict genuine many-body features of the
dynamics like the depletion and repurification of the BEC we discussed above.
The BBR method faithfully reproduces the depletion and the repurification,
but additionally predicts unphysical temporal revivals. However, this is ex-
pected since for intermediate times the system is far from a pure BEC state.
This example thus demonstrates the strength but also the limitations of this
approach.

In figure 3.4 we further analyse the formation and the decay of the discrete
breather. The total particle number ntot decreases rapidly until the breather
formation at t ≈ 1J−1. After that time the decay is extremely slow, showing
how stable the discrete breather is. We can analytically estimate the behavior
of ntot using the equation

d

dt
ntot ≈ −γ1n1 − γ3n3 =

2γ

3
ntot, (3.1)

where γ = γ1 = γ3 and we have used the fact that the wells are initially
homogeneously filled, n1 = n3 = ntot/3. So for sort times the total particle
decays as

ntot(t) ≈ ntot(0) exp

{
−2γ

3
t

}
. (3.2)

After the discrete breather is formed, the population of the outer wells is
n1 = n3 = J2/(U2ntot), where we have used first order perurbation theory in
J/U , since we are in the strongly interacting regime. Thus we can write

d

dt
ntot ≈ −γ1n1 − γ3n3 =

2γJ2

U2

1

ntot

. (3.3)
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Figure 3.4: Comparison between the BBR results (blue solid line) and the
analytic estimates (3.2) and (3.4) (red dashed line). The parameters are
U = 3J , γ1 = γ3 = 4J , κ = 0 and ntot(0) = 60.

Assuming that we have ndb atoms bound in the discrete breather state, the
total population decays as

ntot(t) ≈
√
n2

db −
4γJ2

U2
t. (3.4)

The BBR approximation agrees with the above analytical estimates, as we
observe in figure 3.4 for ndb = 16. For very sort times (t . 0.2J−1) we have
an exponential decay, while we have an algebraic decay when the discrete
breather is formed. The transition between the linear and nonlinear decay
takes place at t ≈ 0.5J−1. A deviation from the algebraic decay (3.4) for the
discrete breather is observed only for very long times when the population
is very small, so the simple perturbative estimate for n1 and n3 is no longer
valid.

3.2.1 Spectrum Analysis

The quantum jump method is not just a powerful method to unravel a
Master equation, but also gives an interesting interpretation of the dissipative
dynamics. The continuous evolution of the system, which is described by a
effective non-Hermitian Hamiltonian, is interrupted by stochastic quantum
jumps (for more details see Appendix A). For the system at hand the effective
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Figure 3.5: (Left) The generalized spectrum of the effective Hamiltonian
(3.5). (Right) The expansion coefficients |Cαk| for the first six stable states.
Note that we have not plotted all the states but only the interesting ones. The
parameters are U = 2J , γ = 20J and N = 60.

Hamiltonian is given by

Ĥeff. = Ĥ − iγ
2
α̂†1α̂1 − i

γ

2
α̂†3α̂3, (3.5)

where Ĥ is the Bose-Hubbard Hamiltonian for the trimer. The spectrum of
this effective Hamiltonian can be used to extract useful informations about
the stability of quantum states [68], like the discrete breather. Since, the
Hamiltonian (3.5) is non-Hermitian, its eigenvalues are complex

Ĥeff.|Ek〉 =

(
εk − i

Γk
2

)
|Ek〉 ≡ Ek|Ek〉, (3.6)

where the imaginary part of the generalized spectrum, Γk, gives the decay
rate of the corresponding eigenstate.

In order to diagonalize1 the Hamiltonian (3.5) we use the Fock basis,
|n1, n2, n3〉. The dimension of the Hilbert space is given by

D(H) =
(N +M − 1)!

N !(M − 1)!
, (3.7)

where N is the total particle number and M the number of lattice sites, here
M = 3. The eigenstates of the Hamiltonian (3.5) can be expanded using the
Fock basis

|Ek〉 =
∑
α

Cαk|n1, n2, n3〉α, (3.8)

1The numerical calculation was done with the help of Dr. Carlos Parra-Murillo, whom
I deeply thank.
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Figure 3.6: (a) The normalized spectral gap ∆21 for γ = 10J (solid blue line)
and γ = 20J (dashed red line) and (b) the normalized decay rates of the
first three most stable states for γ = 20J (blue solid line Γ1 and red dashed
line Γ2,3), as a function of the macroscopic interaction strength UN . In both
figures the particle number is fixed, N = 60, while the interaction strength U
varies.

where the coefficients |Cαk| will help us to recognize the structure of the
eigenstates.

In the left panel of figure 3.5 we depicte the spectrum of the effective
Hamiltonian (3.5), Γk versus εk, for strong interparticle interactions. We
can easily distinguish one state in the bottom-right corner of the graph. It
is a very stable with high energy state. Furthermore, the coefficients |Cαk|
reveals that the main contribution to the Fock expansion comes from the
|0, N, 0〉 state, as it is illustrated in the right panel of figure 3.5. This state
correspond to a stable breather localized in the second well. The next stable
states are separated by a gap from the breather state and are degenerated,
because of the spatial symmetry of the system. The projections in the Fock
states is nearly given by the linear combination of the states

|Ek=2,3〉 → {|1, N − 1, 0〉, |0, N − 1, 1〉}
|Ek=4,5,6〉 → {|2, N − 2, 0〉, |1, N − 2, 1〉, |0, N − 2, 2〉} (3.9)

|Ek=7,8,9,10〉 → {|3, N − 3, 0〉, |1, N − 3, 2〉, |2, N − 3, 1〉, |0, N − 3, 3〉}.

The corresponding coefficients, Cαk, are almost equal in magnitude in many
of the cases and with normalization

∑
α |Cαk|2 ≈ 1. This is illustrated in
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Figure 3.7: The logarithm of the decay rate as a function of γ for three
different interaction strengths: (a) U = 0, (b) U = 0.5J and (c) U = 5J .
The initial particle number is N = 60.

the right panel of figure 3.5, where only the projections onto the Fock states
with decreasing n2 are shown, although we have used the complete Fock
states. In the left panel of figure 3.5 we can also identify the two degenerate
states in the upper-right corner has the same energy as the breather state
but are highly unstable. This indicates that these states corresponds to a
breather localized in the first or third well where the losses occur. The rest
of the states, with large decay rates, are very leaky eigenstates since a large
number of Fock states participate on the evolution, so it is easier to remove
all the particles from the system.

The stability of the breather state is characterized by its decay rate Γ1.
So we can use the spectral gap ∆21 = Γ2 − Γ1 as a criterion for the stability
of the state with the smallest decay rate. The larger the gap is the more
stable the state is. In figure 3.6 (a) we have plotted the gap as a function
of the interaction strength UN , where the total particle number N is fixed.
The gap increases, assumes a maximum and then saturates. The existence
of the maximum is a consequence of the different decrease rates between
the state with decay rate Γ1 and the states with Γ2,3, as it is depicted in
figure 3.6 (b). In the same figure we observe that the Γ1 tends to zero for
strong interactions. Another interesting observation is that the spectral gap
tends to be one for strong dissipation rate, independently of the interaction
strength. The cause of this is the inhibition of the quantum tunneling we
discussed in section 3.1.

Figures 3.7 also confirm the above discussion. Shown is the behavior of
the decay rates Γi as a function of the dissipation rate γ, for three different
interaction strengths. In all cases we observe that with increasing γ one
state separates from the rest. These states have the lowest decay rate. The
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Figure 3.8: Coherence of a vacancy generated by loss from the central site,
for weak, γ6 = 2J , (first column) and strong, γ6 = 20J , (second and
third columns) dissipation. In the third column the losses occur for times
t < 0.5J−1 only, indicated by the dashed black lines. Evolution of the par-
ticle density (a)-(c) of the condensate fraction (d)-(f) and of the first order
coherence functions between sites 3,9 (blue solid line) and 8,10 (red dashed
line) (g)-(i). The parameters are U = 0.02J , κ = 0 and ntot(0) = 1000.

effect is enhanced when we increase the interaction strength. For strong
interactions, figure 3.7 (c), this low decay rate state is the breather state
with the particles localized in the middle site. For zero interactions, figure
3.7 (a), the corresponding state is a consequence of the inhibition of the
tunneling due to the strong dissipation. We further clearly observe that the
most stable state presents a maximum at γ = 4J , which is exactly the Zeno
effect we discussed in section 3.1.

3.3 Dark Solitons

From the discussion we had in section 3.1, about the inhibition of quantum
tunneling, one could imagine that we can use localized losses to engineer a
dark soliton. Of course, what we had in figure 3.1 (b) was not a dark soliton,
although our system is fully coherent, since there is no nonlinearity. In this



3.3. DARK SOLITONS 52

section we discuss what happens in the presence of interparticle interactions.
As a system we use a lattice with 11 sites, where dissipation occurs only in
the middle site. Initially, the lattice is loaded with pure homogeneous BEC
with 1000 particles.

The nonlinear case is similar with what discussed in section 3.1. For
weak losses the particle tunnels to the leaky central site where they leave the
lattice, figure 3.8 (a). The BEC remains pure in the whole evolution as we
can see in figure 3.8 (d,g). To further analyze the coherence in our system
we will use the first order coherence function

g
(1)
j,` =

|〈α̂†jα̂`〉|√
〈n̂j〉〈n̂`〉

(3.10)

between the sites j and `. As expected the coherence between different sites is
preserved, figure 3.8 (d). For strong dissipation, figure 3.8 (b), again a stable
vacancy appear in the central leaky site and the loss of atoms slows down.
However, there is an important difference with the noninteracting case, the
condensate loses its purity as it is depicted in figure figure 3.8 (e). This is
further confirmed in figure figure 3.8 (h) where we have the evolution of the
first order coherence function. As we can see the coherence between sites 3
and 9 drops fast, while the coherence between sites 8 and 10 is preserved.
This means that the condensate fragments into two pieces without relative
phase coherence. Thus, we cannot claim that we have created a coherent
dark soliton. Here we must note that the mean-field approximation predicts
that dissipation can be used to create coherent dark solitons [54], since it
cannot assert the coherence of the final state.

In figure 3.8 (c), we follow a different strategy. We switch off the dissi-
pation after a vacancy is formed, at t < 0.5J−1. In this case the condensate
remains pure for longer times (figure 3.8 (f)), but the vacancy is not stable.
It splits into two dark solitons which travel outwards where are reflected at
the boundaries. When the two dark solitons are met again we observe a rapid
loss of coherence between the two halfs of the lattice (figure 3.8 (i)), so the
dark solitons are destroyed. As we are going to see in the next subsection, in
order to engineer a stable and standing dark soliton we will need one more
ingredient: phase imprinting.

3.3.1 Phase Imprinting

Phase imprinting is a well-known, both theoretical [75, 76] and experimen-
tal [73,74], method to create dark solitons. The BEC is exposed to a pulsed,
off-resonant laser light, such that the atoms experience a spatially varying
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Figure 3.9: Generation of a moving dark soliton using phase imprinting in the
upper half of the lattice, both for times t < 0.5J−1. Evolution of the particle
density (a), of the SPDM eigenvalues (b). The parameters are U = 0.02J ,
κ = 0 and ntot(0) = 1000.

light-shift potential of the form V (`) = V0Θ(` − k) for a time T . Here Θ
is the Heaviside function and k is the lattice site where a phase jump will
occur. We choose the exposition time T such that V0T = π. If T is small
enough, so we can neglect the tunneling during this time, the phase of the
condensate wavefunction changes as e−iV0T for ` > k. In this way we have
imprinted a sudden change of the condensate phase at ` = k. However, a
phase jump is possible only if the density at ` = k vanishes. In this way
coherent dark soliton is created at the desired lattice site k.

In figure 3.9 we have applied this method to an 11-site lattice which
initially is filled with a pure homogeneous BEC. The local potential is applied
on the upper half (V (`) = V0Θ(`−6)) of the lattice for t < 0.5J−1, imprinting
a phase difference of π. The result of the phase imprinting is that a large
density of particles travels to the lower half of the lattice with large velocity,
while a dark soliton travels to the opposite direction with smaller velocity
(figure 3.9 (a)). In the whole evolution the coherence of the condensate is
preserved as we can see in figure 3.9 (b), where we have plotted the evolution
the eigenvalues of the SPDM, λm/ntot. In this case we have achieved to create
a coherent dark soliton which however is moving in the lattice. In the next
subsection we present how we can combine phase imprinting with particle
losses in order to engineer a stable, standing, coherent dark soliton.

3.3.2 Coherent Dark Soliton

It has been proposed that one can create a standing dark soliton by prop-
erly engineer the phase and the density of the BEC in the framework of
Gross-Pitaevskii equation [75]. Here we use the localized particle losses in
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Figure 3.10: Generation of a dark soliton using particle losses at rate γ6 =
20J at the central site and phase imprinting in the upper half of the lattice,
both for times t < 0.5J−1. Evolution of the particle density (a), of the SPDM
eigenvalues (b). The parameters are U = 0.02J , κ = 0 and ntot(0) = 1000.

order to achieve the required density profile. We use again a lattice with
eleven sites filled with pure homogeneous BEC and we apply a local poten-
tial on the upper half of the lattice for t < 0.5J−1, as we did in the previous
subsection, and in addition we use particle losses in the central site for the
same period of time, see figure 3.10. The result is a standing dark soliton
in the central site. The condensate remains pure over a long time, as it is
depicted in figure 3.10 (b).

In real life experiments the local potential, used for the phase imprinting,
is never sharp enough to describe it with a step function, but there is a finite
width at the edge [73]. In order to make our simulations more realistic we
use a potential of the form

V (`) =
V0

1 + e−C(`−k)
, (3.11)

where k is the central site of the lattice. For C → ∞ this function is the
Heaviside step function. As in the previous subsection, we use this potential
for t < 0.5J−1, in combination with particle losses in the central site k = 6
for the same period of time. In figure 3.11 we have the resulting dynamics
for two different functions 3.11. For C = 6, figure 3.11 (a), we observe
the formation of a dark soliton which survive for a long time. However, for
t ≈ 10J−1 the particles start to fill the vacancy and the soliton is destroyed,
figure 3.11 (b). The BEC remains approximately pure, as it is depicted in
figure 3.11 (c). From the other hand, for a smoother potential, figure 3.11
(d) where C = 2, we observe that the dark soliton is destroyed much sooner
than in the previous case. The particles start to drop into the central site at
about t ≈ 6J−1, figure 3.11 (e). Moreover, the condensate fragments since
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Figure 3.11: Generation of a dark soliton using particle losses at rate γ6 =
20J at the central site and phase imprinting in the upper half of the lattice
using a smooth function with C = 6 (a) and C = 2 (d), both for times
t < 0.5J−1. Evolution of the particle density (b,e), of the SPDM eigenvalues
(c,f). The parameters are U = 0.02J , κ = 0 and ntot(0) = 1000.

a second macroscopic eigenvalue of the SPDM emerges, see figure 3.11 (f).
In other words, the smoother the potential is, the sooner the dark soliton is
destroyed.

3.4 Conclusions

In this chapter we have discussed how we can use localized single particle
losses in order to engineer stable nonlinear structures in an one dimensional
optical lattice initially filled with BEC. We have created a discrete breather,
in a triple-well trap, by using boundary dissipation. This was possible due to
the cooperation between the strong interparticle interactions and the losses.
Although, one expects strong interaction to destroy the BEC, the dissipation
helps to repurify the condensate almost completely. Another striking effect
is that strong dissipation can effectively suppress decay and induce stable
vacancies. The number of the lost atoms shows a pronounced maximum for
intermediate values of loss rate, when the time scales of the dissipation and
the tunneling are matched. A standing coherent dark soliton can be created
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if we use in addition with the losses phase engineering. These examples show
that dissipation can be used to control the dynamics in complex quantum
many-body systems.



Chapter 4

Entanglement in Dissipative
Optical Lattices

In the present chapter we analyze the dynamics induced by the interplay
of localized particle dissipation and strong atom-atom interactions. If the
interaction strength exceeds a threshold, two meta-stable equilibria emerge
which can be used to prepare either an almost pure Bose-Einstein condensate
or a macroscopically entangled “breather” state.

The meta-stable breather states show remarkable statistical properties:
The atoms relax to a coherent superposition of bunches localized at different
lattice positions. Driven by particle loss and interactions, almost all atoms
localize in one of the non-dissipative wells. The meta-stable state corresponds
to a coherent superposition of these localized modes and thus to a macro-
scopically entangled quantum state. Because of the tunable large number of
atoms forming the breather state, they may serve as a distinguished probe
of decoherence and the emergence of classicality. Furthermore, the breather
states generalize the so-called NOON states enabling interferometry beyond
the standard quantum limit [43, 44]. As particle loss is an elementary and
omnipresent dissipation process, this method may be generalized to a variety
of open quantum systems well beyond the dynamics of ultracold atoms, e.g.
to optical fiber setups [102] or hybrid quantum systems [103,104].

This chapter is organized as follows. First we analyze breather states in
small systems, which allow for a numerically exact simulation of the quan-
tum many-body dynamics in section 4.1. In extended lattices discussed in
section 4.3, the localized modes correspond to so-called discrete breathers.
The emerging meta-stable quantum state is more complex, as the atoms can
localize in a variety of lattice sites. Nevertheless, one can identify “breather-
states” by the number fluctuations and the correlations between neighboring

57
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sites. The formation of breather states can be understood to a large extent
within a semi-classical phase space picture introduced in section 4.2. We
analyze the flow of phase space distribution functions such as the Wigner
or the Husimi function. To leading order it is given by a classical Liouvil-
lian flow which is equivalent to a dissipative Gross-Pitaevskii equation. The
emergence of breather states can then be linked to a classical bifurcation of
the associated mean-field dynamics. While this semiclassical approach obvi-
ously cannot describe the coherence of the quantum state or the formation
of entanglement, it correctly predicts the critical interaction strength above
which breather states are formed.

4.1 Decay in a Three Site Lattice

Our starting point is the open Bose-Hubbard trimer, allowing for numerical
exact solutions for rather large particle numbers. Already, this simple model
exhibits the different dynamical phases we aim to understand. We consider
periodic boundary conditions, while losses occur only from the site j = 2 at
a rate γ2. The system is mirror-symmetric with respect to an exchange of
sites 1 and 3.

4.1.1 Particle Correlations

Particle dissipation obviously reduces the total particle number in the lat-
tice, but, as we discussed in the previous chapters, this is not the most
interesting effect. Rich dynamics can be revealed if we study the quantum
correlations in the strong interacting regime. In figure 4.1 we have simu-
lated the dynamics for three different initial states for weak (U = 0.01J) and
strong (U = 0.1J) interactions. A pure Bose-Einstein condensate with an
(anti-) symmetric wavefunction

|Ψ±〉 =
1

2N
√
N !

(α̂†1 ± α̂
†
3)N |0〉 (4.1)

and the Fock state

|ΨF 〉 =
1

2
√

(N/2)!
(α̂†1)(N/2)(α̂†3)(N/2)|0〉, (4.2)

assuming that the initial particle number N is even. In the top row of
figure 4.1 we have plotted the evolution of the total particle number ntot.
The most interesting observation here is that the decay is very slow for the
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anti-symmetric initial state |Ψ−〉. Indeed, this state is a stationary state of
the Master equation (2.1) for U = 0, such that decay is absent in the non-
interacting limit (cf. [62]). The physical reason for this is the destructive
interference of atoms tunneling from sites 1 and 3 to the leaky site 2. In the
case of strong interactions, tunneling is allowed but weak. Localized states,
which will be referred to as breather states, form at the non-dissipative sites.
The formation and properties of these states is analyzed in detail in the
present chapter.

The dissipative dynamics drives the atoms to a very different quantum
state depending on the initial state and the interaction strength U . To char-
acterize these states we analyze the first and second order correlation func-
tions between different sites of the lattice. The coherence of the many-body
quantum state is characterized by the first-order correlation function (3.10)
between the wells j and `, which is plotted in the second row of figure 4.1. The
symmetric initial state |Ψ+〉 is stable for all values of the interaction strength
U and the BEC remains approximately pure. In this case, particle dissipation
can even increase the purity and coherence of the condensate. This counter-
intuitive feature was discussed in detail in [58,59,64,65]. The anti-symmetric
state |Ψ−〉 is stable only if interactions are weak. For U = 0.1J one observes
a sharp decrease of first-order correlation which indicates the destruction of
the condensate. The initial state is dynamically unstable such that the atoms
relax to a different meta-stable equilibrium state, the breather state.

Density fluctuations and correlations are characterized by the second or-
der correlation function

g
(2)
j,` =

〈n̂jn̂`〉
〈n̂j〉〈n̂`〉

. (4.3)

For j = `, this expression reduces to the normalized second moment of
the number operator 〈n̂2

j〉/〈n̂j〉2, which quantifies the number fluctuations
in the jth well. The evolution of the number correlations and fluctuations
are shown in figure 4.1 in the bottom panels. While these quantities are
essentially constant for a BEC with a symmetric wave function |Ψ+〉, strong
anti-correlations develop for the initial state |Ψ−〉 in the regime of strong
interactions. The (anti-) correlations are also found for the Fock state |ΨF 〉,
whose experimental preparation can be significantly easier. These results
show that the atoms bunch at one of the non-dissipative lattice sites, while
the other sites are essentially empty. Nevertheless, as we are going to discuss
in detail in subsection 4.1.3, the two contributions localized either at site 1 or
3 remain coherent. The atoms thus relax deterministically to a macroscop-
ically entangled state, also called a Schrödinger cat state (cf. [42]). We will
refer to these states as “breather” states as they correspond to the so-called
discrete breathers in extended lattices in the semiclassical limit [46, 47, 56].
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Figure 4.1: Dynamics of the atom number and the correlation functions in
an open Bose-Hubbard trimer with loss from site 2 for weak interactions
(U = 0.01J , dashed blue line) and strong interactions (U = 0.1J , solid red
line). Plotted is the total particle number ntot (first row), the phase coherence

between the sites 1 and 3 g
(1)
1,3 (second row), the number correlations between

the sites 1 and 3 g
(2)
1,3 (third row) and the number fluctuations g

(2)
1,1 (fourth

row). The dynamics has been simulated for three different initial states: A
BEC with symmetric wave function (left), a BEC with an anti-symmetric
wave function (middle) and a Fock state (right). The loss rate is γ2 = 0.2J
and the initial populations are n1(0) = n3(0) = 30, n2(0) = 0 in all cases.
Time is given as Jt in units of the tunneling time. For the simulations we
have used the quantum jump method averaging over 200 trajectories.
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function of the interaction strength U after a fixed propagation time tfinal =
50J−1 for γ2 = 0.2J−1. The initial state is a pure BEC in the state |Ψ−〉 with
N = 60 atoms. For the simulations we have used the quantum jump method
averaging over 200 trajectories.

This correspondence will be discussed in detail in section 4.2.

4.1.2 Transition to the Breather Regime

Strong interparticle interactions are crucial for the onset of the meta-stable
breather states. This is analyzed in figure 4.2, where we have plotted the total
particle number as well as the first and second order correlation functions
after a fixed propagation time tfinal = 50 J−1 versus the interaction strength
U . As one can see for weak interactions, U . 0.01 J , the BEC remains almost
pure and the density-density correlation function are approximately equal
to unity. The characteristic properties of a breather state, strong number
fluctuations and anti-correlations between neighboring sites, are observed
only for U . 0.01 J . The transition to the breather regime can be understood
within a semiclassical phase space picture which will be discussed in detail
in section 4.2. This approach predicts a bifurcation of meta-stable states at
a critical interaction strength Untot(0) = 0.4J . Before we come back to this
issue, we first characterize the quantum properties of the breather states in
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more detail.

4.1.3 Breather State: Characterization

Characteristic of a breather state is the large number of particles localized at
a single lattice site, leaving the neighboring sites essentially empty. To make
this statement more precise, we analyze the full counting statistics and the
coherence of the many-body quantum state in detail. Figure 4.3 (a,b) shows
the full counting statistics of the particle number in well 1 and 2, respectively,
at time t = 10 J−1 after a breather state has formed. The most important
result is that the probability distribution P (n1) becomes bimodal: Either
a breather forms in the first well (n1 large) or in the third well (n1 almost
zero). The second well is almost empty for large values of the interaction
constant U . This stabilizes the breather state as only few atoms are subject
to particle loss. For intermediate values of the interaction constant U , one
also finds the characteristic bimodal number distribution in the first well.
However, the particle number in the second well is larger, such that decay is
much stronger.

The two breathers in site 1 and 3 are fully coherent, even for large inter-
actions. To analyze the coherence of the the many-body quantum state ρ̂(t)
in more detail, we first note that ρ̂(t) can be written as the incoherent sum
of contributions with different total particle number n:

ρ̂(t) =
∑

n
pn(t) ρ̂(n)(t). (4.4)

There are no coherences between the contributions ρ̂(n)(t) as particle loss
proceeds via incoherent jumps only. Numerical results for the density matrix
ρ̂(n)(t) with n = 50 are shown in figure 4.3 (c,d) at time t = 10 J−1 after
the formation of a breather state. We have plotted the matrix elements of
ρ̂(n)(t) for a subset of matrix indices, fixing n2 = n′2 = 0 or n2 = n′2 = 1,
respectively. For this plot we simulated the dynamics with the quantum
jump method using L = 3000 stochastic trajectories in total. One observes
that the coherences, i.e. the off-diagonal matrix elements of the projected
density matrix assume their maximum possible values,

|ρn1,n′1
|2 ≈ |ρn1,n1| |ρn′1,n′1|. (4.5)

This shows that the two breathers formed at lattice sites 1 and 3 are in-
deed fully coherent. Breather states with different total particle number are
generally not coherent as discussed above. However, this neither affects the
entanglement of the particles nor its use in quantum interferometry.
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Figure 4.3: (a,b) Full counting statistics of the breather state at time
t = 10 J−1 in the first and second well. (c,d) Density matrix
ρ(n1, n2, n3;n′1, n

′
2, n

′
3) of a breather state at time t = 10 J−1 for a fixed par-

ticle number n = 50 and n2 = n′2 = 0 (c) and n2 = n′2 = 1 (d), respectively.
Parameters are U = 0.1 J and γ2 = 0.2 J . The initial state is a pure BEC
with N = 60 particles and an anti-symmetric wave function (4.15). Taken
from [67].

Due to the almost perfect coherence of the modes, breather states enable
new applications in precision quantum metrology. In particular, they gener-
alize the so-called NOON states |n, 0, 0〉+ eiα|0, 0, n〉 which enable precision
interferometry beyond the standard quantum limit [43]. Breather states can
be written as a superposition of states of the form

|n1, n2, n− n1 − n2〉+ eiα|n− n1 − n2, n2, n1〉. (4.6)

That is, the coherence of wells 1 and 3 is guaranteed as in an ordinary
NOON state but the total number of particles forming the NOON state varies
statistically. Nevertheless, this is sufficient for precision interferometry.
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Figure 4.4: Interferometry of the NOON state according to the time evolution
Û(t) = exp[−J(α̂†1α̂3 − α̂†3α̂1)t]. (a) Probability to detect an even (solid line)
and an odd number of particles (dashed line) at site 1 as a function of time.
Lower panels: Full counting statistics at site 1 at (b) the beginning of the
interferometer stage t = 10J−1 and (c) during the interferometer stage at
t = 13.92J−1, where Peven = 1. The breather state is generated starting
from a BEC with an anti-symmetric wave function as shown in Fig. 4.1 with
U = 0.1J and γ2 = 0.2J . During the interferometer stage we assume that
U = γ2 = 0. Taken from [67].

4.1.4 Breather State: Interferometry

Starting from the breather state analyzed in the previous subsection, we
consider an interferometric measurement, where the modes (lattice sites) 1
and 3 are mixed. Assuming that interactions (by tuning a Feshbach reso-
nance) and losses are switched off, the dynamics during the interferometer
stage is given by the time evolution operator

Ûinterferometer = exp[−iĤmixt], (4.7)

where Ĥmix = iJ(α̂†1α̂3−α̂†3α̂1). In analogy to the parity observable in NOON
state interferometry [44], we record the probability to detect either an even
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or an odd number of particles in site 1. Such a measurement is automatically
realized by the optical imaging apparatus in the experiments [31,32].

The probability Peven,odd to detect an even or an odd number of particles
is plotted in figure 4.4 (a) as a function of time. Peven approaches unity
periodically at times

trev =

(
n+

1

4

)
π J−1, n = 0, 1, 2, . . . , (4.8)

which unambiguously proves the coherence of the breather state. Figure
4.4 (b,c) shows the full counting statistics in site 1 at the beginning of the
interferometer stage at t = 10J−1 and during the interferometer stage at
t = 13.92J−1. Destructive interference forbids to detect an odd number of
particles at this time, such that Peven(t) approaches unity.

The interference fringes observed for Peven,odd(t) are extremely sharp,
which enables precision measurement beyond the standard quantum limit.
In the present setup, the detection of a fringe reveals the value of the tunnel-
ing rate J with ultra-high precision via equation (4.8). Different quantities
can be measured by a modified interferometry scheme as described in [44].
An important but very difficult goal is to increase the number of particles
forming a NOON state (see, e.g., [33]), as the measurement uncertainty of
this method scales inversely with the particle number N . This goal may be
archived with the breather states discussed here which are readily generated
also for large samples.

4.1.5 Entanglement and Decoherence

The particles in a breather or NOON state are strongly entangled. This
means that if some particles are measured at one site, then the remaining
particles will be projected onto the same site with overwhelming probability.
To unambiguously detect this form of multi-particle entanglement, we ana-
lyze the variance of the population imbalance ∆(n̂3 − n̂1)2, which scales as
∼ n2

tot for a breather state, while it is bounded by ntot for a pure product
state, ntot being the total particle number. The variance can thus serve as an
entanglement criterion, if the quantum state is pure or, more importantly, if
one can assure that a large value of the variance is not due to a incoherent
mixture of states localized at site 1 or 3.

We assume that a quantum state is decomposed into pure states, ρ̂ =
L−1

∑L
a=1 |ψa〉〈ψa|, as it is automatically the case in a quantum jump simu-



4.1. DECAY IN A THREE SITE LATTICE 66

0 2 4 6 8 10
−50

−25

0

25

50

Jt

e
n

ta
n

g
le

m
e

n
t 

E
(a)

0 2 4 6 8 10
0

500

1000

1500

2000

Jt

(b)

0 2 4 6 8 10
−250

0

250

500

750

1000

Jt

e
n

ta
n

g
le

m
e

n
t 

E

(c)

Figure 4.5: Evolution of the entanglement parameter (4.9) for three different
initial states: (a) a BEC with symmetric wave function |Ψ+〉, (b) a BEC with
an anti-symmetric wave function |Ψ−〉 and (c) a Fock state |ΨF 〉. Parameters
are γ2 = 0.2J , U = 0.01J (dashed blue lines) and U = 0.1J (solid red line),
respectively. Taken from [67].

lations [93]. We then introduce the entanglement parameter

Er,q := 〈(n̂r − n̂q)2〉 − 〈n̂r − n̂q〉2 − 〈n̂r + n̂q〉 (4.9)

− 1

2L2

∑
a,b

[〈(n̂r − n̂q)〉a − 〈(n̂r − n̂q)〉b]2 ,

for the wells (r, q), where 〈·〉a,b denotes the expectation value in the pure state
|ψa,b〉. The last term in the parameter Er,q corrects for the possibility of an
incoherent superposition of states localized at sites 1 and 3. For a separable
quantum state one can now show that Ej,k < 0 such that a value Ej,k > 0
unambiguously proves entanglement of the particles. The detailed derivation
is given in appendix C.

Figure 4.5 shows the evolution of the entanglement parameter E1,3(t) for
three different initial states. The symmetric state |Ψ+〉 remains close to a
pure BEC, such that E1,3(t) ≈ 0 for all times. In contrast, the anti-symmetric
state |Ψ−〉 and the Fock state |ΨF 〉 relax to strongly entangled breather states
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if interactions are sufficiently strong. In this case we observe large positive
values of the entanglement parameter E1,3(t) ≈ 1500 and E1,3(t) ≈ 500,
respectively, which clearly reveals the presence of many-particle entangle-
ment. Notably, entanglement is also generated for the Fock state |ΨF 〉 in
the regime of weak interactions U = 0.01J . However, this is only a transient
phenomena caused by interference effects. The breather states formed in the
case of strong interactions are metastable such that the generated entangle-
ment persists for long times until all particles decay from the trap. Thus,
localized particle dissipation enables the robust, deterministic generation of
entanglement only in the presence of strong interactions.

Furthermore, entangled breather states provide a sensitive probe for envi-
ronmentally induced decoherence. Figure 4.6 (a) shows the evolution of the
entanglement parameter E1,3(t) for three different values of the strength of
phase noise κ starting from the anti-symmetric initial state |Ψ−〉. Entangle-
ment is generated in all cases, but E1,3(t) rapidly decreases again when κ is
large due to the decoherence of the breathers. Notably, one finds strong num-
ber fluctuations g

(2)
1,1 > 1 and anti-correlations g

(2)
1,3 < 1 also in the presence of

strong phase noise, but interferometry is no longer possible. Figure 4.6 (b)
shows the maximum value of E1,3(t) realized in the presence of phase noise.
Entanglement decreases with the noise rate κ, in which breather states with
large particle numbers are most sensitive. However, entanglement persists
up to relatively large values of κ ≈ 10−2J in all cases.

4.2 Semiclassical Interpretation

The semi-classical phase space picture can help us understand the formation
of the breather state. Any quantum state can be represented by a quasi
distribution function on the associated classical phase space without loss of
information, such as the Wigner or the Husimi function [96]. In the following,
we make use of both distribution functions which are defined as

Q(α1, . . . , αM ; t) := 〈α1, . . . , αM |ρ̂(t)|α1, . . . , αM〉 (4.10)

and

W :=
1

πM

∫ ∏
j
d2βj exp

[∑
j
αjβ

∗
j − α∗jβj

]
×〈α1 − β1, . . . , αM − βM |ρ̂|α1 + β1, . . . , αM + βM〉 (4.11)

respectively. Here, |αj〉 is a Glauber coherent state in the jth well and M
is the number of lattice sites. The evolution equations of these distribution
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Figure 4.6: Entanglement and decoherence of a breather state in the presence
of phase noise (a) Evolution of the entanglement parameter (4.9) for the
anti-symmetric initial state |Ψ−〉 and κ = 0 (solid line), κ = 10−4J (dashed
line) and κ = 10−3J (dash-dotted line) and ntot(0) = 60. (b) Temporal
maximum of the entanglement parameter maxtE1,3(t) as a function of the
phase noise rate κ for the anti-symmetric initial state |Ψ−〉 and different
particle numbers. Parameters are U = 0.1J and γ2 = 0.2J . Taken from [67].

functions can be calculated systematically using the operator correspondence
discussed in [96]. The evolution equation for the Wigner function is discussed
in detail in appendix B.

A general feature is that the dynamics of the phase space quasi distri-
bution functions is, to leading order in 1/N , given by a classical Liouville
equation,

∂Q

∂t
= −

∑
j

(
∂

∂αj
α̇j +

∂

∂α∗j
α̇∗j

)
Q+ noise. (4.12)

Due to the structure of the evolution equation (4.12), the “classical Liouvil-
lian” flow provides the skeleton of the quantum dynamics (see M. Berry’s
quote in [100]) of the Husimi or Wigner function, whereas the quantum cor-
rections vanish with increasing particle number as 1/N [97]. In particular,
the Liouvillian approximation neglects phase-space interference effects as well
as (anti-)diffusion terms which lead to an elongation of the Wigner- and the
Husimi-function [98]. The associated classical flow is given by the dissipative
discrete Gross-Pitaevskii equation (DGPE) [55–57]

iα̇j = −J(αj+1 − αj−1) + U |αj|2αj − iγjαj/2 . (4.13)

Figure 4.7 (a) shows three trajectories of the DGPE for different initial
values of the αj = |αj|eiφj . We have plotted the evolution of the population
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Figure 4.7: Semiclassical interpretation of breather state formation. (a) Clas-
sical trajectories starting in the vicinity of the symmetric states (α1, α2, α3) =
(1, 0, 1)/

√
2 (red) and the anti-symmetric states (1, 0,−1)/

√
2 (blue). (b-

g) The quantum dynamics of the Husimi Q function follows the classical
phase space trajectories. (b,e) A BEC with a symmetric wave function |Ψ+〉
remains approximately pure. (c,f) A BEC with an anti-symmetric wave
function|Ψ−〉 is coherently split into two parts forming the breather state.
(d,g) A number state |ΨF 〉 is also split into two parts, but number fluctuations
and correlations are less pronounced. The Husimi function Q(α1, α2, α3) is
plotted as a function of the population imbalance z = (|α3|2− |α1|2)/ntot and
the relative phase φ3 − φ1 for α2 = 0 and |α1|2 + |α3|2 = ntot at times t = 0
(b-d) and t = 10J−1 (e-g). Here, ntot denotes the total particle number at the
respective time. Parameters are U = 0.1J , γ2 = 0.2J and N(0) = 60. Taken
from [67].

imbalance between the first and third site z = (|α3|2 − |α1|2)/ntot vs. the
relative phase ∆φ = φ3 − φ1. One observes that the trajectory starting at
∆φ = 0 (red) is dynamically stable, such that it remains in the vicinity of the
point (z,∆φ) = (0, 0) for all times. In contrast, trajectories starting close to
(z,∆φ) = (0, π) converge to regions with either z > 0 or z < 0. These regions
correspond to self-trapped states, which are known from the non-dissipative
case [25, 37, 38]. For γ2 > 0, these states become attractively stable, which
enables the dynamic formation of breather states.

The corresponding quantum dynamics of an initially pure BEC with a
(anti-) symmetric |Ψ±〉 wave function is shown in figure 4.7 (b,e) and (c,f),
respectively. The Husimi function of the initial states are localized around
(z,∆φ) = (0, 0) and (z,∆φ) = (0, π) as shown in figure 4.7 (b,c). The
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Figure 4.8: Properties of the meta-stable solutions of the non hermitian
DGPE (4.14) for J = 1 and γ2 = 0.2 as a function of the interaction strength
g = Untot. (a) Decay rate per particle Γ and (b) relative occupation of the
first well |α1|2. The icons on the right indicate the density distribution in the
three wells and the dynamical stability for large g. Taken from [67].

DGPE then predicts the flow of the Husimi function on a coarse grained
scale. Trajectories starting in the vicinity of (z,∆φ) = (0, 0) remain close
to their initial states and so does the Husimi function of the symmetric
state |Ψ+〉. In contrast, the Husimi function splits up into two fragments
localized in the self-trapping regions of phase space for the anti-symmetric
initial state |Ψ−〉 – a breather state is formed. Finally, in figure 4.7 (d) the
Husimi function of a Fock state is depicted. In this case also the dynamics
leads to the split of the function in two parts, as figure 4.7 (g) illustrates.
However, the number fluctuations and correlations are less pronounced.

The semi-classical picture predicts the fragmentation of the condensate
but, of course, cannot assert the coherence and thus the entanglement of the
fragments which is a genuine quantum feature. However, it correctly predicts
the stability of an initial state and the emergence of breathers. Thus we can
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Figure 4.9: Analysis of the dynamical stability of the meta-stable solutions of
the DGPE (4.14) for J = 1, Untot = 3 and γ2 = 0.2. The dynamics has been
simulated starting from a meta-stable state (black line) and the state plus a
small perturbation of order 0.01 (red line). Plotted is the relative occupation
of the first well |α1(t)|2/‖~α(t)‖2. The density distribution of the initial states
are illustrated by the icons in the corners: (a) the anti-symmetric state, (b)
a breather in the first well, (c) a breather in the leaky second well and (d) the
balanced state. Taken from [67].

infer the critical interaction strength for the transition to the breather regime
from the associated “classical” dynamics. To this end we analyze the meta-
stable states of the DGPE which are defined as the solutions of the equation

−J(α`−1 + α`+1) + U |α`|2α` − i
γ

2
δ`,2α` = (µ− iΓ/2)α`. (4.14)

Here and in the following, we denote by ~α = (α1, . . . , αM)t the vector of all
amplitudes αj. The meta-stable states are not stationary states of the DGPE
in a strict sense, as the norm and thus the effective nonlinearity g = U‖~α‖2

decays with a rate Γ. However, if decay is slow enough and if the solutions are
dynamically stable, the time evolution will follow these quasi steady states
adiabatically (cf., e.g., [101]).

The properties of the meta-stable states, their decay rate and their den-
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sity distribution are summarized in figure 4.8 as a function of the effective
nonlinearity g. In the linear case g = 0, three solution exist which are ob-
tained by a simple diagonalization of the single-particle Hamiltonian. Of
particular interest is the anti-symmetric state

~αas =
1√
2

(1, 0,−1), (4.15)

which exists for all g and has a vanishing decay rate Γ. With increasing
interaction strength g, new solutions come into being. At a critical value
gcr = 0.4, the anti-symmetric state ~αas bifurcates and two breather solutions
emerge. These breathers are strongly localized in one of the non-decaying
wells j = 1, 3. Due to the symmetry of the system, both have the same decay
rate Γ.

For weak interactions, the state ~αas dominates the dynamics as its decay
rate Γ vanishes. However, this is no longer possible for g > gcr as these
states become dynamically unstable as shown in figure 4.9 (a). Instead, the
breathers dominate the dynamics. Their decay rate is rather small [46,47,56,
69] and, most importantly, they are attractively stable as shown in figure 4.9
(b). Thus, a breather is formed dynamically during the time evolution for
most initial conditions if g is large enough. The remaining meta-stable states
are marginally unstable as shown in figure 4.9 (c,d).

4.3 Decay in Extended Lattices

A breather state emerges also in extended lattices, if the interaction strength
exceeds a critical value. In the following we analyze the breather formation
quantitatively and derive a formula for the critical interaction strength, which
depends on the size of the optical lattice. The results presented in this section
should be observable in ongoing experiments with ultracold bosons in quasi
one dimensional optical lattices [27,29]. As exact numerical simulations of the
many-body quantum dynamics are no longer possible for extended lattices
with many particles, we use the truncated Wigner method (see appendix
B for details). This approximate method is appropriate for a system with
large filling factors, since in this case the error induced from the truncation
vanishes as 1/N [97,98]. More importantly for our case, the truncated Wigner
method can describe the deviation from a pure BEC state, in contrast to pure
mean-field models [55,56,70].
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Figure 4.10: Dynamics of a leaky Bose-Hubbard chain with 50 wells. We have
plotted (a) the particle density 〈n̂j(t)〉, (b) the density fluctuations g

(2)
j,j (t)

in each lattice site as well as (c) the phase coherence g
(1)
j,j+k(t) and (d) the

density-density correlations g
(2)
j,j+k(t) between site j = 25 and the neighbor-

ing sites k = 1 (solid red line), k = 2 (dashed blue line). Parameters are
Untot(0) = 25J , γ1 = 2J , M = 50 and ρ(t = 0) = ntot(0)/M = 1000.

4.3.1 Breather State Formation

In the following we consider an extended optical lattice consisting of M =
50 sites with periodic boundary conditions unless states otherwise. Loss
occurs from the lattice site j = 1 only. As initial state we assume a pure
BEC which is moved at constant speed [34] or accelerated [35] to the edge of
the first Brillouin zone. Hence the quantum state of the particles at t = 0 is
given by

|Ψ(0)〉 =
1√
N !

(
M∑
j=1

ψj â
†
j

)N

|0〉 (4.16)

with ψj = (−1)j/
√
M , which generalizes the antisymmetric initial state |Ψ−〉

discussed for the triple-well trap. We consider the case of large filling factors,
with N/M = 1000 in all simulations.

For weak interactions the quantum state remains close to a pure BEC
during the decay, such that all coherence functions are approximately one.
The dynamics changes dramatically for strong interactions as shown in fig-
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Figure 4.11: Transition to the breather regime in an open optical lattice.
Shown is (a) the the phase coherence g

(1)
j,j+k and (b) the number correlation

function g
(2)
j,j+k between site j = 9 and the neighboring sites k = 1 (solid red

line) and k = 2 (dashed blue line), respectively, after a fixed propagation time
tfinal = 50J−1. One observes a sharp transition when the interaction strength
Untot(0) exceeds a critical value of approx. 2.5J . Parameters are γ1 = 2J ,
M = 50 and the particle density is ρ(t = 0) = N/M = 1000.

ure 4.10. The phase coherence g
(1)
j,k between adjacent wells is lost after a short

transient period, indicating the dynamical instability of the condensate. At
the same time the number fluctuations g

(2)
j,j rapidly increase as shown in

figure 4.10 (b). This reveals a strong spatial bunching of the particles as
expected for a breather state. This feature of the dissipative equilibrium
state is in strong contrast to the non-dissipative case, where repulsive inter-
actions suppress number fluctuations in thermal equilibrium. Part (d) of the
figure reveals the second characteristic trait of the breather state. Strong
anti-correlations with g

(2)
j,j+2 ≈ 0.5 are observed between the site j = 25 and

the next-to-nearest neighbor. No anti-correlations are observed for the direct
neighbor, as breathers can extend over more than one site in an extended
lattice. We thus conclude that the particles tend to bunch at one site of
the lattice, leaving the neighboring sites essentially empty. This is exactly
the signature of the breather state in the extended lattice, which we have
discussed above for the trimer case. The position of the individual breathers
in this breather state is random due to the quantum fluctuations. We note
that it can be experimentally easier to prepare breather states starting from
a Mott insulator instead of a BEC at the band edge. Simulations for small
lattices show the development of strong density anti-correlations and multi-
particle entanglement also in this case.
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The transition to the breather regime for strong interactions is further
analyzed in figure 4.11, which shows the first and second order coherence
functions as a function of the interaction strength for a fixed propagation
time tfinal = 50 J−1 at the reference site j = 9. For UN(0) . 2.5 J the
phase coherence between neighboring sites is preserved, while the particles
decay from the lattice. For stronger interactions, however, phase coherence
is lost and the BEC fragments into a breather state. The second order
correlation function g

(2)
j,j+2 reveals the existence of strong anti-correlations for

large values of U . However, we observe g
(2)
j,j+2 > 1 in the vicinity of the

transition point. This is a consequence of the localization of the breathers,
which becomes tighter with increasing U [47]. Directly above the transition
breathers exist, but typically extend over several lattice sites, such that we
observe positive correlations at this length scale. Moreover, the formation
of breathers suppresses the decay from the lattice, that is, the total particle
number decreases more slowly. This is due to the strong localization of the
breathers preventing particles from tunneling to the leaky lattice sites.

Here it must be noted that the coherence functions show the same qual-
itative behavior if another lattice site is chosen as a reference site instead
of j = 25 or j = 9. The oscillations we observe in figure 4.11 (b) and for
intermediate values of U are just a manifestation of the temporal oscillations
of the g(1) and g(2), as shown in figure 4.10 (c) and (d).

4.3.2 Critical Interaction Strength

Breather formation sets in abruptly when the interaction strength exceeds a
critical value Ucrit. Extensive numerical simulations show that the transition
point depends on the size of the lattice, i.e. the number of sites M , as shown
in figure 4.12. As the lattice becomes larger, breather formation is facilitated
such that the critical value Ucrit decreases rather rapidly. In these simulations,
Ucrit was determined as follows. After a fixed propagation time we find the
values of the density fluctuations g

(2)
j,j for different interaction strengths U

and for various lattice sites j. We identified the critical interaction as the
maximum interaction strength in which the density fluctuations at all sites
j differ from the value in the non-interacting case, g

(2)
j,j = 1, by less than

5%. In all simulations we have used γ1 = 2J and the same initial density,
ρ(t = 0) = N/M = 1000. In the following we derive a formula for the critical
interaction strength, which will also clarify the microscopic origin of breather
formation and its connection to the self-trapping effect. Our considerations
follows the reasoning presented in [70] for the analogous mean-field system.

As shown in [70], breathers formation is a local process, which occurs if
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Figure 4.12: The critical nonlinearity ρUcrit, at which breathers start to form,
as a function of the lattice size M . Numerical results using the truncated
Wigner method (blue circles) are compared to a fit using equation (4.19)
(red line). The fitting parameters we found are L = 0.075 with bounds
(0.054, 0.096) and Pth = 1 − 2.4 × 10−7 with bounds (1 + 4.54 × 10−7, 1 −
9.3× 10−7), while the summed square of residuals is SSE = 1.2× 10−3. The
other parameters are γ1 = 2J and ρ(t = 0) = N/M = 1000.

the local effective nonlinearity exceeds a critical value L

Unj/J ≤ L (4.17)

for at least one lattice site j. Then the nonlinearity is strong enough to induce
self-trapping at the respective lattice site (cf. also [25,37,38]). Starting from
this local ansatz, the critical interaction strength can be inferred as follows.
Breathers are observed if the probability to satisfy condition (4.17) exceeds
a certain threshold value

prob(∃ j : nj > JL/U) ≥ Pth. (4.18)

Hennig and Fleischmann [70] furthermore argue that the probability to ob-
serve a certain particle number nj follows a Poissonian distribution in the
diffusive regime, such that the cumulative distribution function is given by
prob(nj < ncrit) = 1 − e−Mncrit/N . Using this result for a single lattice site,
one calculate the probability to find at least one nj ≥ ncrit = JL/U :

prob(∃ j : nj > ncrit) = 1− prob(nj < ncrit ∀j)
= 1− (1− e−Mncrit/N)M .
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Substituting this result into equation (4.18) and solving for U then yields the
following condition for the onset of breather formation

Uρ ≥ Ucritρ =
−JL

log[1− (1− Pth)1/M ]
, (4.19)

where ρ = N/M is the particle density.
The analytic prediction (4.19) depends on two parameters L and Pth,

which are used as fit parameters to model the numeric results. This fit yields
an excellent agreement with the numeric results as shown in figure 4.12. We
stress that the decrease of Ucrit with increasing lattice site cannot be modeled
by a simple algebraic or exponential decay. Notably, we obtain significantly
smaller values for Ucrit than in [70]. This is attributed to the fact that the
unstable initial state considered here, a BEC at the band edge, has a higher
energy and thus fragments into breathers much more easily.

4.4 Conclusions

In this chapter we have discussed how particle losses combined with strong
interparticle interactions and discrete geometry can deterministically lead to
the formation of quantum superpositions of discrete breathers. For a small
trimer system we have discussed the properties of these “breather states”
in detail including entanglement, decoherence and possible applications in
precision quantum interferometry. A semiclassical interpretation of breather
state formation has revealed the connection to a classical bifurcation of the
associated mean-field dynamics. Furthermore, we have studied the dynamical
formation of breather states in extended lattices and we have derived a for-
mula which predicts the critical interaction strength, in which the breathers
start to form, in lattices with different size. The formation and the prop-
erties of these structures could be readily observed in ongoing experiments
with ultracold atoms in optical lattices [27,31,32,36].
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Chapter 5

Non-Equilibrium Transport in
Bose-Hubbard Chains

The technological advances of the last decades made feasible the creation of
extremely small devices, which opened the possibility to realize logic struc-
tures on the atomic level [79–82]. At these scales however quantum effects are
present, so many-body correlation effects on particle transport are important.
These ideas created interest for the investigation of transport of ultracold
atoms in systems with reduced dimensionality. The transport of fermionic
and bosonic ultracold atoms in quantum wires and in one-dimensional opti-
cal lattices have been studied in [83–88]. A cold-atom analog of a mesoscopic
conductor has been experimentally realized by dividing a macroscopic atomic
cloud using a laser beam [92]. Moreover, it has been proposed the creation
of bosonic analogues to the mesoscopic systems used in electronic devices,
like a diode or field-effect transistor, the so-called atomtronics [89–91].

In this chapter we focus on the bosonic transport through a Bose-Hubbard
chain coupled to two bosonic reservoirs, which keep the system far from
equilibrium. In [78] we have treated the same system by using approximations
based on the non-equilibrium Green’s function formalism and compare the
results with the truncated Wigner approximation. Here we will use mainly
the truncated Wigner method for our simulations. In section 5.1 we introduce
a simple model to study transport through a Bose-Hubbard chain, which
uses the Master equation formalism. In the next section we investigate the
behavior of currents and coherence functions in an out-of-equilibrium system,
in the presence of weak and strong interparticle interactions. Finally, in
sections 5.3 and 5.4 we study the transport through a single interacting and
non-resonant site, respectively.
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Figure 5.1: Schematic of a Bose-Hubbard chain coupled to two bosonic reser-
voirs.

5.1 A Bose-Hubbard Chain Coupled to Reser-

voirs

The electronic (fermionic) transport through mesoscopic devices has been
extensively studied due to its technological applications. From the other
hand, bosons present the advantage of occupying the same place in space
even when they have the same energy, which is impossible to achieve with
electrons. So the the first obvious question is about the differences between
the bosonic and fermionic transport. Furthermore, can we use these differ-
ences to engineer mesoscopic bosonic systems with the properties we desire?
To start answer these questions we need to create a steady state current
along an optical lattice filled with ultracold bosonic atoms.

Inspired by the case of the single noninteracting site coupled to a thermal
reservoir, we discussed in section 1.4, we will create two reservoirs by using
appropriate creation and destruction of particles in the outer sites of a lattice.
So, our system consists of a lattice, with M+2 sites, in which in the outer two
wells we destroy and create single particles with rates Γi(1 + Ni) and ΓiNi,
respectively (see figure 5.1). These simultaneous destruction and creation of
particles with these specific rates has as a consequence to control and keep
constant the particle number in the outer wells in the whole evolution.

Indeed it is easy to see that the population of the outer wells remain
constant. The Master equation that describes now our system is given by

∂

∂t
ρ̂(t) = −i[Ĥ, ρ̂(t)]−

−
∑
k=R,L

{
Γk(1 +Nk)

2
[α̂†kα̂kρ̂(t) + ρ̂(t)α̂†kα̂k − 2α̂kρ̂(t)α̂†k] +

+
ΓkNk

2
[α̂kα̂

†
kρ̂(t) + ρ̂(t)α̂kα̂

†
k − 2α̂†kρ̂(t)α̂k]

}
, (5.1)
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where

Ĥ = −J
M−1∑
j=1

(
α̂†j+1α̂j + α̂†jα̂j+1

)
+
U

2

M∑
j=1

α̂†jα̂
†
jα̂jα̂j −

−ηL
(
α̂†1α̂L + α̂†Lα̂1

)
+
U

2
α̂†Lα̂

†
Lα̂Lα̂L −

−ηR
(
α̂†M α̂R + α̂†Rα̂M

)
+
U

2
α̂†Rα̂

†
Rα̂Rα̂R. (5.2)

Now, let’s write down the exact evolution equations for the population of the
outer two wells:

d

dt
〈α̂†Lα̂L〉 = −2ηL=〈α̂†Lα̂1〉 −

ΓL
2
〈α̂†Lα̂L〉+

ΓL
2
NL (5.3)

d

dt
〈α̂†Rα̂R〉 = −2ηR=〈α̂†Rα̂M〉 −

ΓR
2
〈α̂†Rα̂R〉+

ΓR
2
NR (5.4)

if we assume ηL,R � ΓL,R we can approximate the above equations as follows

d

dt
〈α̂†Lα̂L〉 ≈ −ΓL

2
〈α̂†Lα̂L〉+

ΓL
2
NL (5.5)

d

dt
〈α̂†Rα̂R〉 ≈ −ΓR

2
〈α̂†Rα̂R〉+

ΓR
2
NR. (5.6)

The above equations have the following analytical solutions

〈α̂†Lα̂L〉t ≈ (〈α̂†Lα̂L〉t=0 −NL)e−
ΓL
2
t +NL

〈α̂†Rα̂R〉t ≈ (〈α̂†Rα̂R〉t=0 −NR)e−
ΓR
2
t +NR (5.7)

now if we initially have 〈α̂†Lα̂L〉t=0 = NL and 〈α̂†Rα̂R〉t=0 = NR then in the
whole evolution of our system the particle number will remain almost con-
stant

〈α̂†Lα̂L〉t ≈ NL, 〈α̂†Rα̂R〉t ≈ NR. (5.8)

This very simple model allow us to control the population of the outer two
wells in order to create a “voltage” between the two ends of the lattice.

Here we must note that this model is a simplified approximation of a
Bose-Hubbard chain coupled to two bosonic thermal reservoirs, where the
two outer wells serve as “contacts”. In order to realize such a system ex-
perimentally we envisage the following procedure, which has essentially been
realized already by the authors of [90]. One starts with a rather large trap
with a Bose-Einstein condensate in perfect equilibrium in it. Then by an
instantaneous potential shift one induces a sloshing of the condensate. Af-
ter that the system should be cut into two subsystems, for instance by an
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impenetrable barrier. In this way one produces two different bosonic reser-
voirs which contain a large number of particles in excited states. Gradually
removing the barrier one can then couple these “reservoirs” and hence allow
for the transport. The additional structuring of the contact area into sev-
eral quantum dots can be accomplished in the way similar to that described
in [90] for one well, or by adding a lattice potential along the channel created
in [92].

5.2 A Double Well Coupled to Two Reser-

voirs

Now that we have set up our model, we would like to know how the trans-
port properties are change if we vary the parameters of our model. Espe-
cially, what happens when interparticle interaction are present, since they
bring nonlinearity to our problem. For our numerical calculations we use the
truncated Wigner method, since, as we are going to see, when a steady state
is reached the system loses its coherence. We are interested in transport, so
it would be useful to introduce the following current operators

ĵL = iηL(α̂†1α̂L − α̂
†
Lα̂1), ĵR = iηR(α̂†Rα̂M − α̂

†
M α̂R). (5.9)

Thus the current from the left reservoir to the chain and the current from
the chain to the right reservoir are given by the expressions

jL ≡ 〈ĵL〉 = −2ηL=〈α̂†1α̂L〉, jR ≡ 〈ĵR〉 = −2ηR=〈α̂†Rα̂M〉, (5.10)

We have defined the currents in such a way that they will be both positive
if the particles flow from the left reservoir to the right. For the current
operators holds the following continuity equation

ĵL − ĵR = ∂tn̂tot ≡ ∂t(n̂1 + ...+ n̂M). (5.11)

As we discussed above, the dissipation mechanism we use allow us to
control the particle number in the reservoirs. So let’s see what happens
if we change the “voltage”, that is the particle difference of the reservoirs:
V = nL−nR ≈ NL−NR. Our system consists of four wells in which the outer
two are the reservoirs. In figures 5.2 and 5.3 we have plotted the evolution
of the system for small and large voltage, respectively, in the presence of
interactions U = 10−3J . In both cases after sort time a steady state is
reached: the average currents javg.

L and javg.
R are equal, as it is depicted in
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Figure 5.2: The evolution of (a) the particle density in each lattice site,
(b) the phase coherence (blue line) and the density-density correlations (red
line), (c) the density fluctuations in the second site and (d) the currents. The
parameters are U = 10−3J , ηL = ηR = J , ΓL = ΓR = 10J , NL = 700 and
NR = 100. Initially we had nL(0) = 700 and n1(0) = n2(0) = nR(0) = 100.

figures 5.2 (d) and 5.3 (d). However, the resulting steady states have different
characteristics. In the small voltage case at the steady state, the particle
number in the first and second well are the same , as we can see in figure
5.2 (a). Moreover, the correlation functions have the behavior of a thermal

state [20]: phase coherence g
(1)
1,2 ≈ 0, density-density correlations g

(2)
1,2 ≈ 1 (see

figure 5.2 (b)) and density fluctuations g
(2)
1,1 ≈ 2 (see figure 5.2 (c)). From

the other hand, in the large voltage case, we observe large particle imbalance
between the two wells (see figure 5.3 (a)) density-density correlations smaller
than one (see figure 5.3 (b)) and density fluctuations greater than two (see
figure 5.3 (c)). As expected, also in this case the phase coherence tends to
zero. The fact that the density-density correlations are smaller than one
means that the particle densities in the two wells are correlated and we have
anti-bunching: we will have many particles in the first well and fewer in the
second one.

The above observations becomes more clear if we look at figure 5.4, where
we have the mean particle number in the two wells and the currents, at the
steady state, as a function of the voltage. In these examples we increase
the particle number in the left reservoir, while we keep constant the particle
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Figure 5.3: The evolution of (a) the particle density in each lattice site,
(b) the phase coherence (blue line) and the density-density correlations (red
line), (c) the density fluctuations in the second site and (d) the currents. The
parameters are U = 10−3J , ηL = ηR = J , ΓL = ΓR = 10J , NL = 4000 and
NR = 100. Initially we had nL(0) = 4000 and n1(0) = n2(0) = nR(0) = 100.

number in the right one. In figure 5.4 (a) we have the particle number in
the two wells as a function of voltage in the interacting case. In this figure
we observe two regimes. in the first one, for V . 1000, the particle num-
ber in the two wells are the same and increase linearly with the voltage. In
the second regime, for V & 1000, the particle number in the first well (the
well that is connected with the reservoir with the larger particle number)
increases linearly with the voltage, while in the second well the particle num-
ber becomes almost constant. This is consequence of the self trapping effect:
the change of behavior appears when the macroscopic interaction strength is
greater than the tunneling strength, Untot(0) > J . On the contrary, in the
non-interacting case, figure 5.4 (c), the particle number in the two wells are
exactly the same and they increase linearly with the voltage.

Finally, let’s discuss the behavior of the steady state current as a function
of the voltage. In the non-interacting case, figure 5.4 (d), the current increase
linearly with the voltage. However, for the interacting case, figure 5.4 (b),
the current has a maximum after which the current drops. This means that
for large voltages the transport of the particles through the lattice is blocked.
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(a) U = 10−3J (b) U = 10−3J

(c) U = 0 (d) U = 0

Figure 5.4: The mean particle number in each lattice site (blue x for the
first well, red crosses for the second) and the current (blue x for jL and
red crossesfor jR) as a function of the voltage for non zero (a,b) and zero
interactions (c,d). The parameters are ηL = ηR = J , ΓL = ΓR = 10J .

The same qualitative behaviour we have observed in [78] by approximate the
interaction contribution to the self-energy by the tabpole diagram, in the
non-equilibrium Green’s function framework. This behaviour is consequence
of the interactions: as we saw in figure 5.4 (a) the particle number in the first
lattice site increases with the voltage, which also means that the macroscopic
interaction strength increases in that lattice site. Thus, we can conclude that
the strong interactions that appear in the first lattice site block the transport
of the particles.
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Figure 5.5: The transmission coefficient through the middle site, in which
interactions appear, as a function of the interactions in this site. The other
parameters are ηL = ηR = J , ΓL = ΓR = 50J , and EL = E1 = E2 = E3 =
ER = 0. Initially we had nL(0) = 15, n1(0) = n2(0) = n3(0) = 10 and
nR(0) = 5.

5.3 Transport Through a Single Interacting

Site

The comment with which we finished the last section makes apparent the
importance of the interparticle interactions in the transport of bosons through
the lattice. In order to further investigate the observation we made in the
last subsection we study the transport through a Bose-Hubbard chain but
with interactions only in one lattice site. The system consists of five wells:
the outer two are the reservoirs while the interactions are everywhere zero
except the middle site where interactions occur.

In figure 5.5 we have the transmission coefficient, that is the steady state
current through the middle interacting site divided by the current through
the middle site when the interactions are zero, U2 = 0, as a function of
the interaction strength in the middle site. As one can see the transmission
coefficient drops as the interactions are increased. This behavior confirms
the observation we did in the last subsection. The interactions that appear
in the middle site act as a barrier which blocks the transport of the atoms
through the middle interacting site. The suppression of transport due to the
interparticle interactions can also be understood by a simple argument. The
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particles from the reservoir are forced to enter the interacting site but there
they are trapped, since they cannot get rid of the energy by tunneling to
the neighboring sites. As the particle number increases it becomes harder
for particles out of the interacting site to tunnel, since this site is out of
resonance. So finally a steady state is reached.

5.4 Transport Through a Single Non-Resonant

Site

If our argument about the suppression of transport due to the interactions
is correct, we could also achieve the same result if we bring out of resonance
the energy level of the middle site, with zero interactions everywhere. Since
there are no interactions in our system we can write down the exact evolution
equations for the elements of the single particle density matrix. These equa-
tions can be obtained from the Master equation via d

dt
〈α̂†`α̂m〉 = tr{α̂†`α̂m ˙̂ρ},

with result

i
d

dt
〈α̂†jα̂k〉 = −J

(
〈α̂†jα̂k+1〉+ 〈α̂†jα̂k−1〉 − 〈α̂†j+1α̂k〉 − 〈α̂

†
j−1α̂k〉

)
−

−ηR
(
〈α̂†jα̂R〉δkM − 〈α̂

†
Rα̂k〉δjM

)
−

−ηL
(
〈α̂†jα̂L〉δk1 − 〈α̂†Lα̂k〉δj1

)
+ (Ek − Ej)〈α̂†jα̂k〉, (5.12)

also we have

i
d

dt
〈α̂†jα̂L〉 = −J

(
〈α̂†j−1α̂L〉 − 〈α̂

†
j+1α̂L〉

)
+ (EL − Ej)〈α̂†jα̂L〉 −

−ηL(〈α̂†jα̂1〉 − 〈α̂†Lα̂L〉δj1) + ηR〈α̂†Rα̂L〉δjM −

−iΓL
2
〈α̂†jα̂L〉, (5.13)

i
d

dt
〈α̂†jα̂R〉 = −J

(
〈α̂†j−1α̂R〉 − 〈α̂

†
j+1α̂R〉

)
+ (ER − Ej)〈α̂†jα̂R〉 −

−ηR(〈α̂†jα̂M〉 − 〈α̂
†
Rα̂R〉δMj) + ηL〈α̂†Lα̂R〉δ1j −

−iΓR
2
〈α̂†jα̂R〉, (5.14)

i
d

dt
〈α̂†Rα̂L〉 = ηR〈α̂†M α̂L〉 − ηL〈α̂

†
Rα̂1〉+ (EL − ER)〈α̂†Rα̂L〉 −

−iΓR + ΓL
2

〈α̂†Rα̂L〉, (5.15)
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Figure 5.6: The transmission coefficient through the non-resonant middle
site as a function of the energy of this site. Red line: ΓL = ΓR = 50J .
Blue dashed line: ΓL = ΓR = 100J . The other parameters are U = 0,
ηL = ηR = J , and EL = E1 = E3 = ER = 0. Initially we had nL(0) = 30,
n1(0) = n2(0) = n3(0) = 10 and nR(0) = 10.

i
d

dt
〈α̂†Rα̂R〉 = −ηR

(
〈α̂†Rα̂M〉 − 〈α̂

†
M α̂R〉

)
− iΓR

2
〈α̂†Rα̂R〉+ i

ΓR
2
NR, (5.16)

i
d

dt
〈α̂†Lα̂L〉 = −ηL

(
〈α̂†Lα̂1〉 − 〈α̂†1α̂L〉

)
− iΓL

2
〈α̂†Lα̂L〉+ i

ΓL
2
NL, (5.17)

where k, j = 1, ...,M with M = 3.
In figure 5.6 we have plotted the transmission coefficient T , that is the

steady state current through the middle non-resonant site divided by the
current through the middle site of a flat lattice (E2 = 0), as a function
of the energy of the non-resonant site. As one can see the transmission
coefficient decreases as the energy difference between the middle site and the
neighboring sites increases. This behavior confirms our argument we gave
in the previous section. Large energy difference between neighboring sites
blocks the transport of the bosons. We also note that if we increase ΓL,R
then the decrease of T becomes slower. So we can control the transport also
by controlling parameters of the reservoirs, like ΓL,R.
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5.5 Conclusions

The present chapter was devoted to the non-equilibrium transport through
a Bose-Hubbard chain. We have used a simple model which uses the Master
equation formalism and allows to study the non-equilibrium dynamics. The
presence of interparticle interactions plays an important role to the transport
properties of the system. In the weak interacting case one observes that the
system reach a thermal-like steady state, while in the strong interacting case
we have the formation of bunches of atoms due to the self-trapping effect.
In both cases the coherence of the system in the steady state is lost, that
is why one should be careful of what approximations uses. Here we have
mainly used the truncated Wigner method which allows the deviation from
the pure BEC state and we have used the correlation functions equations
only in section 5.4 where the interactions are absent from the system. We
further investigated the role of interactions and saw that the transport of
bosons through a single interacting site is suppressed. The same holds for
the transport through a single non-resonant site. In both cases the bosons
are repelled by the high energy barrier of the single site.
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Chapter 6

Path Integrals in the BEC
Theory

In this chapter we study bosonic systems by using the path integral for-
malism. The chapter is divided into two independent sections. In section 6.1
we discuss the emergence of the Bose-Einstein condensation from the point
of view of the quantum information theory. We analyse the statistical and
the genuine quantum correlations as the bosonic system changes from the
ideal gas state to the BEC state using as tools the geometric entropy and
the mutual information. In section 6.2 we develop a general formalism which
allows the use of coherent state path integrals directly in the continuum. The
formalism is applied to the case of the M -site Bose-Hubbard model.

6.1 The Bose-Einstein Condensation in Quan-

tum Informational Terms

In subsection 1.1.1 we have presented a standard textbook derivation of
the Bose-Einstein condensation phenomenon. One could study the same
phenomenon in the quantum field theory framework, by using the functional
integral formalism [137]. In this section we use this formalism to probe
the implications of the BEC on the spatial correlations of an ideal quan-
tum system. The tool we shall use for this task is the so-called geometric
entropy [105].

The notion of the geometric entropy, in the framework of a quantum
system, is quite old. One of the first calculations [108] was performed in
the eighties for the case of a scalar field propagating in a black hole back-
ground. Some years later, a similar problem, in the framework of a quantum
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field theory, was addressed by several authors [109–119]. Geometric entropy,
generally speaking, is a measure of the information loss after cutting out a
spatial region of the system. It caught attention because of its character-
istic behavior: for a system in its ground state, it grows like the boundary
surface of the excluded subregion, a property it shares with the black hole
entropy. In fact, in the context of quantum field theory, pioneering work on
the geometric entropy was driven in part by the suggested connection to the
Bekenstein–Hawking black hole entropy [120,121]. From the very beginning,
geometric entropy has been tightly related with the presence of spatial entan-
glement in a quantum system. Entanglement is a fundamental ingredient of
quantum mechanics leading to strong correlations between subsystems. From
the early days of quantum mechanics up until now, it has been playing an
increasingly important role in understanding and controlling quantum sys-
tems. The interest in it has been renewed [122–126] after the developments
of the quantum information science in which it is viewed as a resource in
quantum information processing. Geometric entropy has been considered as
a measure of spatial entanglement when the system under consideration is
in a pure quantum state.

When the system is in a thermal state, e.g. in a mixed state, the ge-
ometric entropy can be defined, following the von Neumann definition, in
an analogous way. However, in this case, it does not have the same prop-
erties as the entanglement entropy in a pure state system, and it is no
longer a good estimator of entanglement since it mixes correlations of differ-
ent types [111–119,127–129], from genuine quantum to thermal correlations.
Since it measures the thermal information loss, geometric entropy becomes an
extensive quantity at the limit of an infinite system, and loses the “area law”
behavior that characterizes a pure state system. As an alternative probe for
the amount of correlations between different parts of a system in the case of
thermal states,the notion of the so-called “mutual information” [127,130–133]
has been proposed, which, roughly speaking, eliminates the contribution of
the extensive part of the thermal entropy from the geometric entropy and
can be considered as an upper limit for the entanglement entropy.

In any case, geometric entropy has been considered as a convenient con-
struction, playing the role of an order parameter, for the investigation of finite
temperature conformal quantum field systems [116–119] and in the context
of the AdS/CFT correspondence, aiming at the physics of strongly coupled
Quark-Gluon Plasma, the weakly coupled deconfined phase of Yang-Mills
theories or the phase structure of large N QCD at a finite density [134,135].

In the current work, we examine the geometric entropy in a free bosonic
quantum field theory at finite temperature and at zero and non-zero chemical
potential. Having found it, we subtract its extensive part, that is, the part
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related to the amount of information that is lost due to the mixed nature
of the system. The result, defined as the mutual information, quantifies the
spatial correlations between the different parts of the system and exhibits
the known area law behavior.

The underlying reason for the present study is connected to the Bose-
Einstein condensation that characterizes the system, which has been in the
center of theoretical and experimental investigations during the last fifteen
years after the production of the condensate in the laboratory [8, 9]. Bose-
Einstein condensation has the characteristics of a phase transition albeit,
theoretically at least, it can take place in an ideal system [17–19,136–139]. It
is then natural to search for the interconnection between this phase transition
and the spatial correlations in the Bose system. Our findings indicate that,
indeed, the Bose-Einstein condensation influences the behavior of the mutual
information: We find that its derivative with respect to the temperature,
∂Im/∂T, has a finite discontinuity at the critical temperature both at the
non-relativistic and the relativistic limit. Thus, we show how this phase
transition leaves its fingerprint on a quantum informational quantity like
mutual information.

This section is structured as follows: First, in subsection 6.1.1, we de-
fine the geometric entropy at zero temperature and we discuss the area law
behavior. In subsection 6.1.2, we introduce the transition amplitude for sec-
ond quantized bosonic fields. Then in subsection 6.1.3 we define the thermal
density matrix the partition function for a scalar bosonic field. In subsection
6.1.4 we present the calculation of the geometric entropy at finite tempera-
ture and zero chemical potential and we retrieve the resulting mutual infor-
mation, setting the stage for our result goal which is the topic of the section
that follows. This is subsection 6.1.5, in which we apply our results in an
environment with a finite charge density, we calculate the explicit form of
the mutual information, and we derive the discontinuity of its temperature
derivative. Finally, in the last subsection we summarize our findings. In
Appendix D we present some technical details of our calculations.

6.1.1 Geometric Entropy and the Area Law

The goal of this subsection is to define the so-called geometric entropy at
zero temperature and discuss its properties. We assume that we have a large
system at zero temperature in its ground state, with density matrix of the
form ρ̂ = |Gr.〉〈Gr.|, and that there is a non-zero energy gap above it. By
defining an “in” spatial region A and an “out” spatial region B (see figure
6.1) and tracing out the “out” degrees of freedom one obtains the reduced
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A
∂ A

B

Figure 6.1: Schematic of a quantum system prepared in its ground state and
partitioned into two spatial regions A and B, via the boundary ∂A.

density matrix for the “in” region: ρ̂A = trBρ̂. The geometric entropy is then
defined as the von Neumann entropy: SA = −trρ̂A ln ρ̂A. Since there is an
energy gap we expect a finite correlation length ξ

〈Ô(~x1)Ô(~x1)〉 − 〈Ô(~x1)〉〈Ô(~x2)〉 |~x1−~x2|→∞∼ exp

{
−|~x1 − ~x2|

ξ

}
, (6.1)

where the operator Ô(~xj) is defined in the neighborhood of the point ~xj and
the expectation values are with respect to the ground state |Gr.〉. So the
correlations drop exponentially with the relative distance. This last observa-
tion will help us to understand an important characteristic of the geometric
entropy, the area law.

We will argue that we can write the geometric entropy in the form [107]

SA = α|∂A|+ ε(|∂A|−β), (6.2)

where α, γ are real and β > 0. In the following we will deal with an infinite
system, so the last term in (6.2) tends to zero, since the boundary, |∂A|,
tends to infinity. A first observation is that in the entropy (6.2) there is no
volume term, |A|. This is expected since our system is in a pure state |Gr.〉.
Indeed, a volume term would appear only if every particle in the system was
entangled with an environment, so it would contribute to the entropy.

Now we will try to justify the area term |∂A|. This term is a consequence
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of the finite correlation length, ξ, due to the energy gap1. The entropy SA
measures how much the region A is entangled with the region B. Since, ξ
is finite we cannot expect a particle deep in region A to be entangled with
a particle deep in region B. So the only contribution to the entropy comes
from a strip at each side of the boundary, ∂A, of width ξ. The coefficient
α in (6.2) is a non-universal quantity that depends in general on the small-
scale properties of the ground state, such as the correlation length ξ. This
characteristic area dependence of the entropy is known as area law.

Finally, it is worth to note that in the special case of a two dimensional
system there will be in (6.2) an additional term −γ. This term is of great
importance for topological systems, which is beyond the scope of this section.
We will only say that it characterizes global features of the ground state and
that the presence of this term shows an additional order in our system which
do not depend on the boundary (for more details see [107]).

6.1.2 Second Quantized Bosonic Fields and the Tran-
sition Amplitude

The first ingredient we will need is the transition amplitude, from one state
to another, for a bosonic field theory. Let’s remember the correspondences
between quantum mechanics and quantum field theory. The position oper-
ator ~̂x, correspond to the field operator ϕ̂(~x), while the position eigenstate
|~x 〉, to the field state |ϕ〉

~̂x |~x 〉 = ~x |~x 〉 → ϕ̂(~x) |ϕ〉 = ϕ(~x) |ϕ〉, (6.3)

where ~x is the eigenvalue of the position operator and ϕ(~x) is the eigenvalue
of the field operator which is function of ~x. The eigenstates of the field
operator form a complete and orthogonal basis in the Fock space

Î =

∫
Dϕ(~x)|ϕ〉〈ϕ|, (6.4)

〈ϕa|ϕb〉 =
∏
~x

δ(ϕa(~x)− ϕb(~x)) ≡ δ[ϕa − ϕb]. (6.5)

Now, we must write the commutation relation that involves the field φ,
so we need the momentum conjugate to φ. To this end, we need the action,
S[ϕ], which is functional of the field

S[φ] =

∫ tf

ti

dt

∫
d3xL[ϕ], (6.6)

1This term also appears in conformal field theories which have not energy gap. However,
this is beyond the scope of this section.
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where L is the Lagrangian density. By using the action principle it is easy
to obtain the equations of motion

∂µ

(
∂L

∂(∂µϕ)

)
− ∂L
∂ϕ

= 0 (6.7)

where ∂µ = ∂/∂xµ, with x0 = t. The field momentum conjugate to ϕ is

π(t, ~x) =
∂L

∂(∂0ϕ(t, ~x))
(6.8)

and the field Hamiltonian is the Legendre transform of the Lagrangian

H =

∫
d3x (π(t, ~x) ∂0ϕ(t, ~x)− L) . (6.9)

Now we quantize the fields and the corresponding operators satisfy the equal-
time commutation relations

[ϕ̂(t, ~x), π̂(t, ~x ′)] = iδ3(~x− ~x ′). (6.10)

and we write the second quantized Hamiltonian

Ĥ =

∫
d3x H(ϕ̂, π̂). (6.11)

Similarly, with the field operator, we have for the conjugate momentum
field operator

π̂(~x)|π〉 = π(~x)|π〉, (6.12)

with completeness and orthogonality relations

Î =

∫
Dπ(~x)

2π
|π〉〈π|, (6.13)

〈πa|πb〉 = δ[πa − πb]. (6.14)

Finally, the overlap of the field eigenstate with the conjugate momentum
eigenstate gives

〈ϕ|π〉 = exp

{
i

∫
d3x π(~x)ϕ(~x)

}
. (6.15)

In the next subsection we will derive the partition function for a bosonic
field. For this we need the transition amplitude, for going from a state |φi〉
at t = ti to the state |φf〉 at t = tf , 〈φf |e−iH(tf−ti)|φi〉. To derive a useful
expression for this transition amplitude we divide the time interval (ti, tf )
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into N equal steps of magnitude ∆t = (tf − ti)/(N + 1) and we insert the
completeness relations (6.4) and (6.13) as follows

〈φf |e−iĤ(tf−ti)|φi〉 = lim
N→∞

∫ N+1∏
j=0

dφj

∫ N∏
j=1

dπj
2π

δ(φN+1 − φj)δ(φ0 − φi)

×
N∏
j=1

〈φj|e−iĤ∆t|πj〉
N∏
j=1

〈πj|φj−1〉. (6.16)

Since ∆t → 0, we expand the exponentials in (6.16) and keep terms to first
order

〈φj|e−iĤj∆t|πj〉 ≈ 〈φj|(1− iĤj∆t)|πj〉
= (1− iHj∆t)〈φj|πj〉, (6.17)

where

Hj =

∫
d3xH(πj(~x), φj(~x)). (6.18)

Using the relation (6.15) it is easy to write

〈φf |e−iĤ(tf−ti)|φi〉 = lim
N→∞

∫ N+1∏
j=0

dφj

∫ N∏
j=1

dπj
2π

δ(φN+1 − δf )δ(φ0 − φi) (6.19)

× exp

{
−i∆t

N∑
j=1

∫
d3x[H(πj, φj)− πj(φj − φj−1)/∆t]

}
.

Now we take the continuum limit of (6.19) and we obtain the following
result for the transition amplitude

〈φf |e−iĤ(tf−ti)|φi〉 =

∫
Dπ

∫
Dφ

φ(tf ,~x)=φf (~x)
φ(ti,~x)=φi(~x)

exp

{
i

∫ tf

ti

dt

∫
d3x

×
(
π(t, ~x)

∂φ(t, ~x)

∂t
−H(π(t, ~x), φ(t, ~x))

)}
(6.20)

where Dπ and Dφ denote functional integration, with the π integration un-
restricted and φ integration is such that the fields starts at φi(~x) and ends
at φf (~x). Here we must note that in expression (6.20) there are no operators
but only functions.
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6.1.3 Thermal Density Matrix and Partition Function
for Bosonic Fields

The thermal density matrix for the canonical ensemble has the well-known
form

ρ̂ =
e−βĤ

Z
, (6.21)

where Z is the partition function, Ĥ the Hamiltonian and β = 1/kT , with T
the temperature of the system. For a quantum field system, the Fock state
representation of (6.21) is

ρ[φf , φi] =
1

Z
〈φf |e−βĤ |φi〉, (6.22)

where φ denotes a single scalar field or even a collection of fields. The nu-
merator in the right hand side of (6.22) looks like the transition amplitude
(6.20) with the only difference that the time is imaginary τ = it. In other

words we can interpret 〈φf |e−βĤ |φi〉 as the transition amplitude to go from
the field |φi〉 at τi = 0 to the field |φf〉 at τf = β. Thus we can write

〈φf |e−βĤ |φi〉 =

∫
Dπ

∫
Dφ

φ(β,~x)=φf (~x)
φ(0,~x)=φi(~x)

exp

{∫ β

0

dτ

∫
d3x

×
(
iπ(τ, ~x)

∂φ(τ, ~x)

∂τ
−H(π(τ, ~x), φ(τ, ~x))

)}
. (6.23)

In a similar way we can write the partition function Z if we remember
that

Z(β) = Tr e−βĤ =
∑
a

∫
dφa〈φa|e−βĤ |φa〉, (6.24)

where the sum is over all states. In the right hand side we have the transition
amplitude to go from a state |φa〉 at τi = 0 to the same state |φa〉 at τf = β,
thus we can write

Z(β) =

∫
Dπ
∫
Dφ

periodic

exp

{∫ β

0

dτ

∫
d3x

×
(
iπ(τ, ~x)

∂φ(τ, ~x)

∂τ
−H(π(τ, ~x), φ(τ, ~x))

)}
, (6.25)

where the term periodic means that the integration over the field is con-
strained in such a way that φ(0, ~x) = φ(β, ~x), which is consequence of the
trace operation.
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Finally, we can write the thermal density matrix in the form

ρ[φf , φi] =
1

Z(β)

∫
Dπ

∫
Dφ

φ(β,~x)=φf (~x)
φ(0,~x)=φi(~x)

exp

{∫ β

0

dτ

∫
d3x

×
(
iπ(τ, ~x)

∂φ(τ, ~x)

∂τ
−H(π(τ, ~x), φ(τ, ~x))

)}
, (6.26)

where Z(β) is the partition function (6.25). The above expression for the
density matrix (6.26) and the partition function (6.25) can readily be gen-
eralized to an arbitary number of fields. If our system admits a conserved
charge the we must make the replacement

H(π, φ)→ H(π, φ)− µN (π, φ) (6.27)

where N (π, φ) is the conserved charge density.
Before proceeding we will see a simple example, the neutral scalar field.

In this case the most general renormalizable Lagrangian is

L =
1

2
∂µφ ∂

µφ− 1

2
m2φ2 − V (φ), (6.28)

where m is the mass of the field and

V (φ) = λφ4, (6.29)

is the potential with λ ≥ 0 for the stability of the vacuum.
The momentum conjugate to field φ is

π =
∂L

∂(∂0φ)
=
∂φ

∂t
(6.30)

and the Hamiltonian is obtained through the Legendre transformation

H = π
∂φ

∂t
− L =

1

2
π2 +

1

2
(∇φ)2 +

1

2
m2φ2 + V (φ). (6.31)

In this example there is no conserved charge. To proceed we write the density
matrix (6.26) in a discretized form

ρ[φf , φi] Z(β) = lim
N→∞

N+1∏
k=0

∫
dφk

N∏
k=1

∫ ∞
−∞

dπk
2π

× exp

{
N∑
j=1

∫
d3x (iπj(φj − φj−1)

− ∆τ

2
[π2
j + (∇φj)2 +m2φ2

j + 2V (φ)]
)}

(6.32)
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where φ1 = φi and φN+1 = φf . In this form it is easy to perform the
momentum integrals since they are a product of Gaussian integrals. We
divide the position space into M3 small cubes with volume v = (aM)3 where
a→ 0 and M →∞, M being an integer. For convenience we use the variable
Πj = (a3∆τ)−1/2, so we have∫ ∞

−∞

dΠj

2π
exp

{
−1

2
Π2
j + i

(
a3

∆τ

)
(φj − φj−1)Πj

}
=

1√
2π

exp

{
−a

3(φj − φj−1)2

2∆τ

}
(6.33)

for each cube. So we have

ρ[φf , φi] Z(β) = lim
M,N→∞

(2π)−M
3N/2

∫ ( N∏
k=1

dφk

)

× exp

{
∆τ

N∑
j=1

∫
d3x

[
−1

2

(
φj − φj−1

∆τ

)2

−1

2
(∇φj)2 − 1

2
m2φ2

j − V (φj)

]}
. (6.34)

Taking the continuum limit, we have

ρ[φf , φi] =
1

Z(β)

∫
Dφ(τ, ~x)

φ(β,~x)=φf (~x)
φ(0,~x)=φi(~x)

e
−
β∫
0

dτ
∫
d3xLE[φ]

, (6.35)

where the partition function, by following a similar process, can also be
written in the form

Z(β) =

∫
Dφ

periodic

(τ, ~x)e
−
β∫
0

dτ
∫
d3xLE[φ]

. (6.36)

The formulas (6.35) and (6.36) expresses the thermal density matrix and the
partition function as a functional integral over φ of the exponential of the
action in imaginary time

LE = (∂τφ)2 + (∇φ)2 +m2φ2 + V (φ). (6.37)
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6.1.4 Geometric Entropy at Finite Temperature

Our starting point is the thermal density matrix (6.35) in D spatial dimen-
sions

ρ[φf , φi] =
1

Z(β)

∫
Dφ(τ, ~x)

φ(β,~x)=φf (~x)
φ(0,~x)=φi(~x)

e
−
β∫
0

dτ
∫
dDxLE[φ]

(6.38)

here the action is the free Euclidean Klein-Gordon Lagrangian

LE =
1

2
∂µφ ∂µφ+

1

2
m2φ2. (6.39)

It is worth noting that at the zero temperature limit, β →∞, (6.38) is just an
expression for the ground state density matrix [111–115]. It is then natural
to expect that our result will reproduce, at this limit, the known [110–119]
entanglement entropy.

Our goal is to derive the geomtric entropy we introduced in subsection
6.1.1. The calculation of the entropy can be performed with the help of the
so-called replica method [111–113]. To apply it, one introduces the quantity

Tr(ρ̂R)n =

∫ ( n∏
j=1

Dφj

)
ρR[φ1, φ2]ρR[φ2, φ3] . . . ρR[φn−1, φn]ρR[φn, φ1]

≡ f(n), (6.40)

where ρ̂R is the reduced density matrix after we have spatially divided our
system in an “in” region and an “out” region which we have traced out
(see subsection 6.1.1). After calculating the function f(n) for integer n, we
consider the function

f(n) = Tr(ρ̂R)ν , ν > 0. (6.41)

Using analytic continuation we can find the entanglement entropy from the
relation

Sg = − lim
ν→1

Tr(ρ̂R)ν − 1

ν − 1
= −Tr(ρ̂R ln ρ̂R). (6.42)

For the case at hand we divide the D dimensional space on which our
system is defined, into two regions A : (x1 > 0, ~x⊥) and B : (x1 < 0, ~x⊥).
Tracing out the “in” region, and gluing along the axis x1 > 0, n copies of the
resulting reduced density matrix, we find [110–119]:

Tr(ρ̂R)n =
1

Zn(β)

∫
Mn

Dφ e−S[φ] ≡ Zn(β)

Zn(β)
. (6.43)
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In Zn the fields are defined on a D + 1 dimensional space Mn = RD−1 ×Cn.
The subspace RD−1 is an Euclidean space with metric ds2 = dx2

2 + · · ·+ dx2
D

while Cn is a two dimensional Riemann space consisting of n sheets glued
together along the positive x1 axis. This n folded structure turns eventually
[111–115] the (τ, x1) plane into a flat cone with an angle deficit δ = 2π(1−n)
at the origin. Having found Tr(ρ̂R)n we can obtain the geometric entropy by
using equation (6.42):

Sg = −
( ∂
∂n
− 1
)

lnZn

∣∣∣∣∣
n=1

.

For a free bosonic theory, the partition function can be deduced by following
standard steps [111–115]:

lnZn(β) = ln
[

det
Mn

(−∂2
E +m2)

]− 1
2

= −1

2
TrMn

[
ln(−∂2

E +m2)
]

=
1

2

∞∫
0+

dT

T
e−Tm

2

TrMne−T (−∂2
E)

=
1

2

1

(4π)(D−1)/2
VD−1

∞∫
0+

dT

T (D+1)/2
e−Tm

2

TrCne−T (−∂2
E) (6.44)

where ∂2
E = ∂2

τ + ∂2
~x + m2. Due to the locality of the action, the partition

function in (6.44) is not expected to depend explicitly on the details of the
Riemann surface. Thus, in order to calculate the non-trivial trace appearing
in (6.44), we start with the finite temperature propagator of a free particle
in cartesian coordinates:

Aβn(~x ′, ~x) = 〈~x ′|e−T (−∂2
E)|~x 〉βn . (6.45)

In (6.45) the |~x〉 denotes the the eigenstates of the position operator and the
subscript βn = βn indicates the periodic boundary conditions imposed on
the thermal Green’s function. As it is obvious, they are dictated by the n
folded structure of the Riemann space Cn. The next step is to transfer the
result onto a two dimensional cone with angle deficit 2π(1− n):

ds2 = dρ2 + ρ2n2dθ2, 0 ≤ θ ≤ 2π. (6.46)
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Figure 6.2: Part of the two-dimensional space Cn, on which the path integra-
tion takes place.

One can easily find that the free thermal propagator in (6.45) assumes
the form [140]:

Aβn(~x ′, ~x) =
1

4πT

∞∑
ν=−∞

e
− 1

4T

[
(x′1−x1)2+(x′0−x0−νβn)2

]

=
1

4πT

∞∑
ν=−∞

e−
1

4T
(~x′−~x)2+ νβn

2T
(x′0−x0)− (νβn)2

4T . (6.47)

The above expression can be written in the conical metric (6.46) by mak-
ing the replacements x0 = ρ sin(nθ), x1 = ρ cos(nθ), and using the expan-
sion [141]:

eiz cos(nθ) =
∞∑

m=−∞

cmJ |m|
n

(z)eimθ, cm = i
|m|
n , (6.48)

where J |m|
n

are Bessel functions of the first kind. Thus, the thermal propa-

gator on the surface (6.46) reads:

Aβn(ρ′, θ′; ρ, θ;n) =
1

4πit

∑
ν,m,m1,m2

e−
(νβ)2

4it e−
ρ′2+ρ2

4it ×

×eim(θ′−θ)eim1θ′+im2θe−
iπ(m1+m2)

2n J |m|
n

(ρ′ρ
2t

)
×

×J |m1|
n

(νβn
2t

ρ′
)
J |m2|

n

(νβn
2t

ρ
)
×

×i−
|m|
n i

|m1|
n (−i)

|m2|
n . (6.49)
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In the last expression the rotation T → it has been adopted in order to secure
convergence of all our intermediate steps.

Tracing out (6.49) we find:

Aβn = trCne−T (−∂2
E)

=
1

2it

∑
ν,m,m1

e−
(νβ)2

4it i−
|m|
n ×

×
∞∫

0

dρρe−
ρ2

2itJ |m|
n

(ρ2

2t

)
J2
|m1|
n

(νβn
2t

ρ
)
. (6.50)

At this point we stress the fact that for n 6= 1, the trace over the conical
metric (6.46), that is the integration over ρ, must be performed before the
summations over m or m1. The relevant calculations can be facilitated by
using the fact that, apart for Zn=1 which is easily calculated, we are only
interested in the derivative of (6.50) with respect to n:

(
∂nAβn

)
n=1

=
1

2it

∑
ν

e−
(νβ)2

4it ∂n

[∑
m

∞∫
0

dρρe−
ρ2

2it i−
|m|
n J |m|

n

(ρ2

2t

)]
n=1

+

+
1

2it
∂n

[∑
ν,m

e−
(νβn)2

4it

∞∫
0

dρρJ |m|
n

(νβn
2t

ρ
)]

n=1

. (6.51)

In obtaining the last expression we have used the identities:∑
m

i−mJm(z) = e−iz,
∑
m

J2
m(z) = 1. (6.52)

In Appendix D we prove that:

1

2it

∑
m

∞∫
0

dρρe−
ρ2

2it i−
|m|
n J |m|

n

(ρ2

2t

)
=

it→T
n
V2

4πT
+

1

12

( 1

n
− n

)
+O

( T
V2

)
(6.53)

and

1

2it

∑
m

∞∫
0

dρρJ2
|m|
n

(νβn
2t

ρ
)

=
it→T

V2

4πT
+O

( T
V2

)
. (6.54)
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In the above equations we introduced an upper cutoff R in the ρ-integrals and
we have written as V2 = πR2 the volume of the two dimensional subspace.
Substituting the first term in the rhs of (6.53) into (6.51) and feeding with
the result (6.51) we find (see Appendix) that it leads to the logarithm of the
partition function:

1

2

VD−1V2

(4π)
D+1

2

∞∫
0+

dT

T
D+3

2

e−Tm
2
∑
ν

e−
(νβ)2

4T = lnZ1(β). (6.55)

Following the same steps for the first term in the rhs of (6.54) we can prove
that it is connected to the thermal entropy of the system:

1

2

VD−1V2

(4π)
D+1

2

∂n

[ ∞∫
0+

dT

T
D+3

2

e−Tm
2
∑
ν

e−
(νβ)2

4T

]

=
1

2
VD

∫
dDp

(2π)D

(
ln(1− e−βω)− βω

eβω − 1

)
(6.56)

where ω2 = p2 + m2. The contribution to (6.51) of the second term in the
rhs of (6.53) assumes the form:

1

12

1

(4π)
D−1

2

VD−1

∞∫
0

dT

T
D+1

2

e−Tm
2
∑
ν

e−
(νβ)2

4T

=
π

6
VD−1

∫
dDp

(2π)Dω

1

tanh(ωβ
2

)
. (6.57)

Collecting everything together and using (6.44) we get the geometric entropy:

Sg =
π

6
VD−1

∫
dDp

(2π)Dω

1

tanh(ωβ
2

)
+

+
1

2
VD

∫
dDp

(2π)D

(
ln(1− e−βω)− βω

eβω − 1

)
. (6.58)

At the limit p → ∞ , tanh
(√

p2+m2β

2

)
→ 1 and consequently the fist in-

tegral in (6.58) diverges. The same divergence appears in the case of zero
temperature:

Sg(β =∞) =
π

6
VD−1

∫
dDp

(2π)D
1√

p2 +m2

→ 1

12

VD−1

(4π)
D−1

2

mD−1Γ
(
− D − 1

2
,
m2

Λ2

)
. (6.59)
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After this observation we are led to write:

Sg(β) = Sg(β =∞) +
π

3
VD−1

∫
dDp

(2π)Dω

1

eβω − 1
+

+
1

2
Sthermal. (6.60)

Some comments are in order at this point. The first term in the last ex-
pression represents the well known [110–119] entanglement entropy at zero
temperature. This is a quantity that diverges in the absence of an ultraviolet
cutoff, while it grows like the boundary surface of the excluded subregion.
This fact clearly indicates the existence of very strong quantum correlations
between fields defined at neighboring points, a direct consequence of a local
quantum field theory. A quantitative explanation of such a behavior can
be traced back to the uncertainty relations. Even at zero temperature, the
notion of a sharp, well defined, boundary surface is more classical than quan-
tum. The divergences appearing in Sg(T = 0) are connected to the fact that
in (6.59) we integrate down to zero distance, driving to infinity the density of
the reduced density matrix eigenvalues. The second term is finite and well-
defined for m2 > 0. It is also proportional to the boundary surface and it is
an increasing function of the temperature. We can consider it as a measure
of the number of degrees of freedom that have been excited on the boundary
surface due to the non-zero temperature and, consequently, as a measure of
the thermal correlations between the partitions. The last term is the thermal
entropy of the subsystem, an obviously extensive quantity. Subtracting this
term from the geometric entropy we are led to find the following quantity:

Im(β) = Sg(β =∞) +
π

3
VD−1

∫
dDp

(2π)Dω

1

eβω − 1
. (6.61)

which turns out to be proportional to the mutual information. In general the
mutual information is a measure of all correlations, thermal and quantum.
We use the following definition:

I(A : B) = S(ρA) + S(ρB)− S(ρAB). (6.62)

For the case in hand the entropy of the combined system AB is just the total
thermal entropy, S(ρAB) = Sthermal. The entropies of each one of the two
subsystems are equal due to the way we have divided our system. Moreover,
each one of them contains a part which is one half of the total thermal
entropy of the system. Thus, their extensive thermal contribution to the
mutual information is equal to S(ρAB) and when subtracting the latter, all
contributions due to the thermal entropy will be eliminated. So, what (6.61)
represents is the mutual information of the system divided by 2, Im(β) ≡
I(A : B)/2.
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6.1.5 Mutual Information and Bose-Einstein Conden-
sation

Almost all of the technical details needed for the current section have al-
ready been exposed in the previous one. The basic difference of the analysis
that follows, lies on the fact that we are now interested in charged scalar
(non- interacting) fields. The field theoretical description will be based on
complex fields while the introduction of a chemical potential (as a Lagrange
multiplier) will ensure the conservation of the charge. In this framework, the
partition function of the system assumes the form:

Z(β) =

∫
DφDφ∗

β−periodic

exp

{
−

β∫
0

dτ

∫
dDxL[φ, φ∗]

}
. (6.63)

The Lagrangian entering the last expression can be written [137, 138] as
follows:

L[φ, φ∗] = φ∗
[
− (∂τ − µ)2 − ∂2

~x +m2
]
φ. (6.64)

Following the same steps as in the previous section, we find:

lnZn(β) =
1

(4π)
D−1

2

VD−1

∞∫
0

dT

T
D+1

2

e−Tm
2

TrCne−T (−∂2
E+2µ∂0−µ2). (6.65)

Once again we start from the free thermal propagator in Cartesian coordi-
nates:

Aβn(~x ′, ~x) =
1

4πT

∞∑
ν=−∞

exp

{
− 1

4T
(~x ′ − ~x)2 +

+
(νβn

2T
+ µ
)

(x′0 − x0)− (νβn)2

4T
− µνβn

}
(6.66)

to arrive at the traced quantity that is relevant for the final calculation in
(6.65):

TrCne−T (−∂2
E+2µ∂0−µ2) → nTrC1e−T (−∂2

E+2µ∂0−µ2) +

+
1

12

(
1

n
− n

)∑
ν

e−
(νβ)2

4T
−µνβ +

+O
( T
V2

)
(6.67)
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where the arrow underlines the fact that we have followed the same steps as
from (6.47) to (6.54) and we have kept only the non-extensive terms that are
relevant for determining the mutual information.

In Appendix D we show that:

Im =
π

6
VD−1

∫
dDp

(2π)Dω

{
1

tanh
[

(ω−µ)β
2

] +

+
1

tanh
[

(ω+µ)β
2

]}. (6.68)

Isolating the (diverging) zero temperature contribution we find:

Im = Sg(β =∞) +
π

6
VD−1

∫
dDp

(2π)Dω

{
1

e(ω−µ)β − 1
+

+
1

e(ω+µ)β − 1

}
. (6.69)

For the system in hand the zero temperature entanglement entropy reads:

Sg(β =∞) =
π

3
VD−1

∫
dDp

(2π)Dω

→ 1

6

VD−1

(4π)
D−1

2

mD−1Γ
(
− D − 1

2
,
m2

Λ2

)
. (6.70)

To reveal the physical content of our results we shall focus on the well-
studied D = 3 case which hosts the Bose-Einstein condensation. As it is
well-known [136–139] the quantitative realization of the phenomenon is dif-
ferent at the two opposite limits, the non-relativistic ρ� m3 and the ultra-
relativistic one ρ � m3, as these are defined by the total charge density of
the system.

Beginning from the non-relativistic case, in which the charge density is
very low and the anti-particle contribution can be omitted [138], we rewrite
(6.69) in the form:

INR
m (β) = Sg(β =∞) +

π

6

V2

m

∫
d3p

(2π)3

1

e( p
2

2m
−µNR)β − 1

(6.71)

where we noted as µNR(β) = µ − m ≤ 0 the non-relativistic chemical po-
tential. The integral appearing in (6.71) is the total density of particles
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occupying excited states:

ρe =

∫
d3p

(2π)3

1

e( p
2

2m
−µNR)β − 1

=

(
m

2πβ

)3/2 ∞∑
n=1

znNR

n3/2
, (6.72)

where zNR = eβµNR ≤ 1. For temperatures below a certain critical value Tc

we have µ(Tc) = m and the above quantity is a constant:

ρe =

(
m

2πβ

)3/2 ∞∑
n=1

1

n3/2

=

(
2πm

β

)3/2

ζ
(3

2

)
, 0 ≤ T ≤ Tc. (6.73)

At exactly the critical temperature the number (6.73) becomes the con-
served total particle density of the system:

ρe = ρ =

(
2πm

βc

)3/2

ζ
(3

2

)
. (6.74)

As an immediate consequence we get for the mutual information:

INR
m = Sg(T = 0) +

π

6

V2

m
ρ

(
T

Tc

)3/2

, T < Tc. (6.75)

Above the critical temperature the system passes to the gas phase in
which all of the particles occupy excited states. The mutual information
reads now:

INR
m = Sg(T = 0) +

π

6

V2

m
ρ, T > Tc. (6.76)

Thus, the Bose-Einstein condensation and the relevant phase transition are
reflected in a discontinuity of the derivative with respect to the temperature
of the mutual information:

∂INR
m

∂T

∣∣∣∣∣
T=T−c

− ∂INRm

∂T

∣∣∣∣∣
T=T+

c

=
π2

2
ζ2/3

(3

2

)
V2ρ

1/3. (6.77)

When ρ� m3 we are approaching the ultra-relativistic limit, the critical
temperature rises at relativistic high values Tc = (3|ρ|/m)1/2 � m and the
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behavior of the system changes. Below the critical temperature, one easily
finds that [136,137]:

Im = Sg(T = 0) +
π

6
V2

∫
d3p

(2π)3ω

(
1

e(ω−µ)β − 1
+

1

e(ω+µ)β − 1

)

≈ Sg(T = 0) +
πV2

12

|ρ|
m

(
T

Tc

)2

, T < Tc. (6.78)

The integral that appears in (6.77) and (6.78) is not the charge density of the
system and, consequently, is not a conserved quantity even for temperatures
above the critical one. However, it is not hard to confirm [136] that at high
temperatures T > Tc it behaves as following:∫

d3p

(2π3)ω

(
1

e(ω−µ)β − 1
+

1

e(ω+µ)β − 1

)

=
T2

6
− T

2π
(m2 − µ2)1/2 − m2

4π2
ln
(
C
m

T

)
+

+
1

4π2
(m2 − µ2) +O

(m2

T2

)
(6.79)

where C = eγE−1/4π and γE is the Euler-Macheroni constant.
As in the non-relativistic case, the derivative of the mutual information

with respect to the temperature possesses a discontinuity that reflects the
underlying phase transition:

∂Im
∂T

∣∣∣∣∣
T=T−c

− ∂Im
∂T

∣∣∣∣∣
T=T+

c

= −π
√

3

9
V2

(
|ρ|
m

)1/2

. (6.80)

The last result completes our study for the influence of the Bose-Einstein
condensation on the entropy of entanglement in an ideal Bose system at finite
temperature and non-zero chemical potential (grand canonical ensemble).

6.1.6 Conclusions

In this section we have performed two types of calculations and we have
arrived at results with a clear physical content. First, we calculated the
geometric entropy in an ideal Bose system at finite temperature and we con-
firmed the expected result: It combines the genuine quantum correlations
with the thermal fluctuations, and it becomes an extensive quantity for an
infinite system. Due to the simplicity of the system under consideration,
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we were able to explicitly subtract from the geometric entropy its extensive
component which coincides with the corresponding thermal entropy. This
quantity is proportional to the so-called mutual information and grows like
the surface that bounds the space region in which a system lives. The second
calculation we performed refers to a Bose system at finite temperature at the
grand canonical ensemble. We found that, at the critical temperature, the
temperature derivative of the mutual information exhibits a finite disconti-
nuity, and we explicitly calculated it. This result connects the condensation
that appears in an ideal quantum Bose system with the spatial correlations
between two regions of the system. This connection was shown by using a
purely informational tool namely, the quantum mutual information.

6.2 Coherent State Path Integrals and the

Bose-Hubbard Model

Almost seventy years ago R.P. Feynman [142, 143] introduced the path in-
tegral formalism, since then it has been proven a powerful tool for under-
standing and handling quantum mechanics, quantum field theory, statistical
mechanics, even polymer physics and financial markets [144]. The intro-
duction of the overcomplete base of coherent states [145–150], has expanded
the concept of path integration into a complexified phase space enlarging
its range of possible applications in many areas of physics and chemistry,
mainly as a tool for semiclassical approximations. The path integration in
terms of coherent states has been discussed in detail in a lot of excellent
papers [151]. In most of them both the definition and the calculations are
based on lattice regularization and the continuum limit is taken only after the
relevant calculations have been performed. On the other hand, quantitative
differences from the exact results have been reported [152] when one tries to
handle coherent state path integrals and perform calculations directly in the
continuum. From a conceptual point of view, path integrals in the contin-
uum are considered as formal, unless a definite regularization prescription is
given [149]. Nonetheless, the continuum form of path integration has been
extensively used for perturbative approximations, for resuming perturbative
series or for applying non-perturbative techniques. From this point of view,
it looks annoying that time-continuous integration in a complexified phase
space is plugged with problems. In this section we undertake the task of
establishing a time-continuous formulation of path integration in the coher-
ent states basis that does not face inconsistencies and reproduces the exact
results at least in the cases in which the relevant Hamiltonian is expressed
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in terms of creation and annihilation operators. Such a formulation may be
proven a powerful tool for analytical and numerical applications since it al-
lows the use of the quantum field theory toolbox. As a first attempt towards
this direction, we examine, through a systematic perturbative expansion,
the regime of strong interparticle interactions of the M -site Bose-Hubbard
model, a widely used model in the physics of ultarcold atoms.

6.2.1 The Harmonic Oscillator

To set the stage, we begin with the trivial case of a harmonic oscillator

Ĥ0 =
p̂2

2
+
q̂2

2
. (6.81)

The partition function of this system,

Z0 = Tre−βĤ0 =
∞∑
n=0

e−β(n+1/2), (6.82)

can be expressed as a Feynman phase space integral

Z0 =

∫
Dp

∫
Dq

q(0)=q(β)

exp

{
−
∫ β

0

dτ [−ipq̇ +H0(p, q)]

}

=
e−β/2

1− e−β/2
=
∞∑
n=0

e−β(n+1/2). (6.83)

The integral in the left hand side of the above expression acquires a full
meaning through its time-sliced definition [144]. However, in the simple case
of the harmonic oscillator, the result (6.83) can be derived directly in the
continuum.

In the phase space path integral as it appears in equation (6.83) we can
make the canonical change of variables

q = (z∗ + z)/
√

2, p = i(z∗ − z)/
√

2. (6.84)

In terms of the complex variables z, z∗ equation (6.83) is transcribed into
the following form [144]

Z0 =

∫
D2z

periodic

exp

{
−
∫ β

0

dτ

[
1

2
(z∗ż − ż∗z) + |z|2

]}

=
∞∑
n=0

e−β(n+1/2). (6.85)
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A comment is needed at this point. In the phase space integral (6.83) the
integration over q(τ) is restricted by the periodic condition q(0) = q(β)
while the p(τ) integration is unrestricted. In the time-sliced expression that
defines the integral, this means that we are dealing with (q0, ..., qN ; q0 =
qN) “position” and (p1, ..., pN) “momentum” integrations. To arrive at the
periodic conditions accompanying the integral (6.85), one [144] introduces a
fictitious p0 variable which is set identically equal to pN .

The partition function (6.85) can also be calculated by using the coherent
states basis

Z0 =

∫
dzdz∗

2πi
〈z|e−βĤ0|z〉

= e−β/2
∫
dzdz∗

2πi
〈z|e−βα̂†α̂|z〉. (6.86)

Following the standard steps [151], we find

〈z|e−βα̂†α̂|z〉 = lim
N→∞

N−1∏
j=1

∫
dzjdz

∗
j

2πi
e−f0(z∗,z), (6.87)

where

f0(z∗, z) =
N−1∑
j=0

[
1

2
(zj+1 − zj)z∗j+1 −

1

2
(z∗j+1 − z∗j )zj + εz∗j+1zj

]
, (6.88)

with ε = β/N . Note that the boundary conditions in equation (6.87) follow
from the trace operation: z∗N = z∗, z0 = z.

Comparing expressions (6.85) and (6.87) we are led to define∫
D2z

periodic

exp

{
−
∫ β

0

dτ

[
1

2
(z∗ż − ż∗z) + |z|2

]}

= e−β/2 lim
N→∞

N−1∏
j=1

∫
dzjdz

∗
j

2πi
e−f0(z∗,z). (6.89)

We consider relation (6.89) as a definition in the sence that it gives a concrete
meaning to the formal integration over paths that go through a complexified
phase space.

The definition (6.89) can also be read from the reverse point of view.
Suppose that we are given the normal ordered Hamiltonian Ĥ1 = α̂†α̂ and
we want to find the continuum limit of the relevant coherent sate path in-
tegral. Equation (6.89) dictates that we must begin by finding the position-
momentum expression for the Hamiltonian in hand, Ĥ = p̂2/2 + q̂2/2− 1/2.



6.2. COHERENT STATE PATH INTEGRALS AND THE BOSE-HUBBARD MODEL 114

Then we have to construct the Feynman phase space path integral in which
the Hamiltonian assumes its classical version HF

1 = p2/2 + q2/2− 1/2. Mak-
ing in this integral the variable change (6.84) we get HF

1 = |z|2 − 1/2, thus
obtaining the continuum limit we are looking for.

6.2.2 The One-Site Bose-Hubbard Model

As a more interesting example we investigate the one-site Bose-Hubbard
model

ĤBH = En̂+
U

2
n̂(n̂− 1), (6.90)

where n̂ = α̂†α̂, E is the on-site energy and U is the interparticle interaction.
The partition function of this system is readily seen to be

ZBH = Tre−βĤBH =
∞∑
n=0

e{−β(En+U
2
n(n−1))}. (6.91)

The same result can be obtained by going through path integration. As the
above discussion has shown, the route begins by using the “position” and
“momentum” operators to rewrite (6.90) in the form

ĤBH = −1

2
(U − E)(p̂2 + q̂2) +

U

8
(p̂2 + q̂2)2 − E

2
+

3U

8
. (6.92)

The partition function of the system can now be expressed as a Feynman
phase space path integral

ZBH =

∫
Dp

∫
Dq

q(0)=q(β)

exp
{

[−ipq̇ +HF
BH(p, q)]

}
. (6.93)

It is obvious that in the last expression, HF
BH , stands for the classical ver-

sion of the quantum Hamiltonian (6.92). Introducing the complex variables
(6.84), we obtain

ZBH = e−β(
3U
8
−E

2 )
∫
D2z

periodic

e−
∫ β
0 dτ[ 1

2
(z∗ż−ż∗z)−(U−E)|z|2+U

2
|z|4]. (6.94)

We shall prove that the above integral can be exactly calculated yielding the
result (6.91). Before this, however, a comment is needed. The Hamiltonian
entering in the last expression

HF
BH(z, z∗) = −(U − E)|z|2 +

U

2
|z|4 − E

2
+

3U

8
(6.95)
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seems (apart from a constant) to have been produced from a Weyl ordered
quantum Hamiltonian. The point here is that we have begun from the Bose-
Hubbard Hamiltonian (6.90) which is normal ordered.

The calculation of the integral (6.94) proceeds with the help of a Hubbard-
Stratonovich [153–157] transformation. It can be realized by the introduction
of the collective field ζ = |z|2 and the use of the functional identities∫

Dζ δ[ζ − |z|2] = 1, (6.96)

and

δ[ζ − |z|2] =

∫
Dσe−i

∫ β
0 dτ σ(ζ−|z|2). (6.97)

In this way the integral under consideration takes the form

ZBH = e−β(
3U
8
−E

2 )
∫
Dζ

∫
Dσe−i

∫ β
0 dτζσ−U

2

∫ β
0 dτζ2+(U−E)

∫ β
0 dτζ

×
∫
D2z

periodic

e−
∫ β
0 dτ[ 1

2
(z∗ż−ż∗z)−iσ|z|2]. (6.98)

The last functional integration can be performed directly in the contin-
uum [144]. The result reads as follows∫

D2z

periodic

e−
∫ β
0 dτ[ 1

2
(z∗ż−ż∗z)−iσ|z|2] =

e
i
2

∫ β
0 dτσ

1− ei
∫ β
0 dτσ

. (6.99)

Inserting this into equation (6.98), and assuming that a small positive imag-
inary part accompanies the field σ, we immediately find

ZBH = e−β(
3U
8
−E

2 )
∫
Dζ

∫
Dσe−i

∫ β
0 dτζσ

× e−
U
2

∫ β
0 dτζ2+(U−E)

∫ β
0 dτζ

∞∑
n=0

ei(n+ 1
2)

∫ β
0 dτσ

= e−β
3U
8

∞∑
n=0

e−
U
2
β(n+ 1

2)
2
+Uβ(n+ 1

2)−Eβn

=
∞∑
n=0

e−β[En+U
2
n(n−1)] (6.100)

Before proceeding, another comment is needed at this point. It would not
be possible to calculate the path integral (6.94) if we had used polar coordi-
nates z = reiθ. It is easy to check that in this case one arrives at a wrong
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result [152]: For the integral (6.99) one gets
∑∞

n=0 exp{−in
∫ β

0
dτσ} while

the partition function assumes the form

Z ′BH = e−β(
3U
8
−E

2 )
∞∑
n=0

e−(U−E)nβ−U
2
n2β 6= ZBH . (6.101)

The reason behind this result is that the use of polar coordinates for the
calculation of a path integral directly in the continuum always yields the
wrong answer. Only in the time-sliced version of a path integral the use
of coordinates other than Cartesians is permitted [144]. Had we used the
time-sliced definition for the integral (6.99)∫

D2z

periodic

e−
∫ β
0 dτ[ 1

2
(z∗ż−ż∗z)+|z|2−iσ|z|2] = ei

∫ β
0 dτσ lim

N→∞

N∏
j=0

∫
dzjdz

∗
j

2πi
e−f(z∗,z),

(6.102)
with

f(z∗, z) =
N−1∑
j=0

[
1

2
(zj+1 − zj)z∗j+1 −

1

2
(z∗j+1 − z∗j )zj+1 + εσjz

∗
j+1zj

]
(6.103)

the change of variables zj = rje
iθj would have produced the right answer for

the partition function. Note, in passing, that in our argument we considered
relation (6.102) as a definition in the spirit of equation (6.89): One calculates
the path integral directly in the continuum and then re-calculate the same
expression using the coherent states base.

6.2.3 Correlation Functions

As long as we are interested in the partition function of a system, the
measure of integration in terms of the (q, p) variables can be immediately
translated into the measure of integration in terms of the (z, z∗) variables.
The situation changes when we are interested in calculating path integrals
with specific boundary conditions in the complexified phase space. This kind
of calculations is tightly related with correlation functions that are the basic
tools needed in any actual calculation pertaining to systems with interactions.

We can express propagators in the coherent state language beginning with
the definition

〈zb|Û(T, 0)|za〉 =

∫
D2z

z∗(T )=z∗b
z(0)=za

e−Γbaei
∫ T
0 dt[ i2 (z∗ż−ż∗z)−HF (z∗,z)]. (6.104)
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In this expression we have denoted the time evolution operator as

Û(T, 0) = T̂ exp

{
−i
∫ T

0

dt Ĥ(t)

}
(6.105)

and we have used the abbreviation

Γba =
1

2

(
|zb|2 + |za|2

)
− 1

2
(z∗b z(T ) + z∗(0)za) . (6.106)

The meaning of (6.104) is the following: In the left hand side one begins
by dividing the time interval (T, 0) into small pieces ε = T/N , inserts in
each step the coherent state resolution of the identity operator and following
standard [151] steps is led to the time-sliced version of the coherent state path
integral. The limit N → ∞ of this discretized expression defines the path
integral that appears in the right hand side in equation (6.102). Note that
the definition (6.104) remains intact if the original quantum Hamiltonian
is not normal ordered. If we begin, for example, with a Weyl or an anti-
normal ordered Hamiltonian, the discretized form in the left had side uses
the appropriate representation [151] for this Hamiltonian, while, in the right
hand side, the HF form is produced from the original Hamiltonian in its
“position”-“momentum” version and the change of variables (6.84).

The consequences of the definition (6.104) can be trivially checked in the
case of a harmonic oscillator with a frequency ω. Beginning from the right
hand side we solve the classical equations of motion with boundary conditions
z∗cl.(T ) = z∗b , zcl.(0) = za:

zcl. = zae
iωt, z∗cl. = z∗b e

−iω(T−t). (6.107)

Making the replacements z → z + zcl. and z∗ → z∗ + z∗cl., we find∫
D2z

z∗b ,za

e−Γbaei
∫ T
0 dτ[ i2 (z∗ż−ż∗z)+|z|2]

= exp

{
z∗b zae

iωT − 1

2
(|zb|2 + |za|2)

}
×

×
∫
D2z

z∗b=za=0

e−Γbaei
∫ T
0 dτ[ i2 (z∗ż−ż∗z)+|z|2]. (6.108)

According to (6.104) the functional integral in the right hand side of equation
(6.108) is the vacuum expectation value of the time evolution operator of the
harmonic oscillator

〈0|Û(T, 0)|0〉 = e−iωT/2. (6.109)
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Inserting eq. (6.109) into equation (6.108) we find the harmonic oscillator
propagator in the coherent state representation, a result that could have been
produced [151] directly from the left hand side of the definition (6.104).

Another simple case in which the definition (6.104) can be used for cal-
culations directly in the continuum is the case of the one-site Bose-Hubbard
model (6.90). First of all, the propagator Kba = 〈zb| exp{−iT ĤBH}|za〉 is
immediately seen to have the form

Kba =
∑
n,m

〈zb|n〉〈n|e−iT ĤBH |m〉〈m|za〉

= exp

{
−1

2
(|zb|2 + |za|2)

}∑
n

(z∗b za)
n

n!
e−iEnT−i

U
2
n(n−1). (6.110)

Using the identity

e−i
TU
2
n(n−1) = ei

UT
8 e−i

TU
2

(n−1/2)2

= ei
UT
8

√
T

2iπU

∫ ∞
−∞

dω ei
T
2U
ω2+iTω(n−1/2) (6.111)

we can rewrite the propagator into the following exact form [152]

Kba = ei
UT
8

√
T

2iπU

∫ ∞
−∞

dω exp

{
i
T

2U
ω2 − iωT

2

+z∗b zae
i(ω−E)T − 1

2
(|za|2 + |zb|2)

}
. (6.112)

We can arrive at the same result starting from the functional integral

Kba =

∫
D2z

z∗(T )=z∗b
z(0)=za

e−Γbaei
∫ T
0 dt[ i2 (z∗ż−ż∗z)−HF (z∗,z)] (6.113)

in which the Hamiltonian is defined in equation (6.95). Once again, the
Hubbard-Stratonovich transformation can be used to recast the integral (6.113)
into the form

Kba = e−iT( 3U
8
−E

2 )e−
1
2

(|za|2+|zb|2) ×

×
∫
Dζ
∫
Dσe−i

∫ T
0 dtσζ−iU

2

∫ T
0 dtζ2+i(U−E)

∫ T
0 dtζK̃ba, (6.114)

where

K̃ba =

∫
D2z

z∗b ,za

ei
∫ T
0 dt[ i2 (z∗ż−ż∗z)+σ|z|2]+ 1

2(z∗b z(T )+z∗(0)za)

= exp

{
i

2

∫ T

0

dtσ + zaz
∗
b e
i
∫ T
0 dtσ

}
. (6.115)
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In order to arrive at the result indicated in the second line of the above
expression, we have made the replacements z → z + zcl. and z∗ → z∗ + z∗cl.

where
zcl. = zae

− i
~
∫ t
0 dt
′σ, z∗cl. = z∗b e

− i
~
∫ T
t dt′σ (6.116)

are the solutions of the classical equations of motion, and at the same time
we have used the vacuum expectation value of a harmonic oscillator with a
time-depended frequency σ [144].

Inserting equation (6.115) into equation (6.114), we get

Kba = e−iT
3U
8 e−

1
2

(|za|2+|zb|2)

∞∑
n=0

(zaz
∗
b )
n

n!
e−iTEn−i

U
2
T(n+ 1

2)
2
+iUT(n+ 1

2). (6.117)

Using now the identities∫ ∞
−∞

dxδ(x− n− 1/2) = 1, (6.118)

T

∫ ∞
−∞

dω

2π
e−iωT (x−n−1/2) = δ(x− n− 1/2) (6.119)

expression (6.117) turns to the exact result (6.112).

6.2.4 The Bose-Hubbard Model

The advantage of using functional integrals for the analysis of models like
the Bose-Hubbard, is that we can borrow well-established techniques from
the realm of quantum field theories. To be concrete, let us discuss the M -site
Bose-Hubbard Hamiltonian

ĤBH = E
M∑
j=1

n̂j − J
∑
〈i,j〉

(α̂†i α̂j + α̂†jα̂i) +
U

2

M∑
j=1

n̂j(n̂j − 1). (6.120)

For simplicity reasons we assumed that the lattice is flat, Ej = E. The
coherent state representation of the Green’s function of this system can be
found by using the rules we used for the one-site model

KM
ba =

∫
D2~z

~z∗(T )=~z∗b
~z(0)=~za

e−Γbaei
∫ T
0 dt[ i2 (~z∗·~̇z−~̇z∗·~z)−HF

MBH(~z∗,~z)]. (6.121)
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In this integral we defined a M dimensional vector ~z = (z1, ..., zM) and we
have generalized accordingly the expressions (6.95) and (6.104)

HF
MBH =

∑
j

[
− (U − E)|zj|2 +

U

2
|zj|4 −

E

2
+

3U

8

]
−J
∑
〈i,j〉

(z∗i zj + z∗j zi), (6.122)

Γba =
1

2

(
|~zb|2 + |~za|2

)
− 1

2
(~z∗b · ~z(T ) + ~z∗(0) · ~za) . (6.123)

In the functional measure the integration in the M dimensional space are
defined as ∫

d2~z ≡
N∏
j=1

∫
dz∗j dzj

2πi
. (6.124)

The propagator (6.121) is the basis for the analytic calculation of any ex-
perimentally relevant quantity. As a specific example, we can consider the
time-evolution of the elements of the SPDM

〈α̂†i α̂j〉 =

(
4∏

k=1

∫
d2~z (k)

)
e−

1
2

(|~z (1)|2+|~z (2)|2)−2~z (1)∗·~z (2) ×

×〈ψ0|~z (3)〉(KM†)31z
(1)∗
i z

(2)
j (KM)24〈~z (4)|ψ0〉. (6.125)

In this expression |ψ0〉 is the initial state while the propagators are defined
in equation (6.121).

It is apparent that expressions like the full propagator (6.121) or the cor-
relation function (6.125) cannot be evaluated exactly. However these expres-
sions can serve as the basis for applying approximations techniques that can
systematically go beyond the semiclassical or the mean-field approximation.

As a first try, we can use expression (6.121) to analyze the region of
weak tunneling strength. The road is known. It begins with the cluster
expansion [158] that enables us to write the propagator (6.121) in the form

KM
ba (J) = KM

ba (0)
〈

e−iJ
∑
〈i,j〉

∫ T
0 (z∗i zj+z

∗
j zi)
〉
z

(6.126)

= KM
ba (0)e−iJ

∑
〈i,j〉

∫ T
0 〈z

∗
i zj+z

∗
j zi〉z+O(J2)

with

〈(...)〉z ≡ KM
ba

−1
(0)

∫
D2~z

~z∗(T )=~z∗b
~z(0)=~za

e−Γba(...)ei
∫ T
0 dt[ i2 (~z∗·~̇z−~̇z∗·~z)−HF

MBH(J=0)]. (6.127)



6.2. COHERENT STATE PATH INTEGRALS AND THE BOSE-HUBBARD MODEL 121

The next step is the introduction of the generating functional

K`
ba(I, I

∗) = K`
ba(0, 0)

∫
D2z

z∗(T )=z∗`b
z(0)=z`a

e−Γ`ba (6.128)

×ei
∫ T
0 dt[ i2 (z∗ż−ż∗z)−HF

BH(z∗,z)−I`z∗−I∗` z].

The Hamiltonian in this expression is the one-site Bose-Hubbard Hamiltonian
(6.95) while the weight in the measure has the form

Γ`ba =
1

2

(
|z`b|2 + |z`a|2

)
− 1

2
(z∗`bz(tb) + z∗(ta)z`a) . (6.129)

In terms of the generating functional the first order correlation function ap-
pearing in eq. (6.126) is read from the following expression

〈z∗i zj + z∗j zi〉z = −
[

δ2

δIiδI∗j
+ (i↔ j)

] M∏
`=1

K`
ba(I, I

∗)

∣∣∣∣∣
I=I∗=0

. (6.130)

From the technical point of view the integral (6.128) is a one-site Bose-
Hubbard model coupled linearly to external sources. We can calculate it by
using the rules established in the first part of our discussion. We perform the
Hubbard-Stratonovich transformation and we solve the classical equations of
motion with the appropriate boundary conditions. The result has the form

K`
ba(I, I

∗) =

∫
Dζ
∫
Dσe−iF (ζ,σ)

× exp

{
iz`a

∫ T

0

dtI∗` (t)∆σ(t, 0)

+iz∗`b

∫ T

0

dtI`(t)∆σ(T, t) (6.131)

−
∫ T

0

dt

∫ T

0

dt′I∗` (t)∆σ(t, t′)I`(t
′)

}
.

In this integral we have written

∆σ(t, t′) = θ(t− t′)e−i
∫ t
t′ dτσ (6.132)

and

F = T

(
3U

8
− E

2

)
− i

2

(
|z`b|2 + |z`a|2

)
+

∫ T

0

dt

(
U

2
ζ2 + ζσ − (U − E)ζ

)
. (6.133)
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Now, the calculation of the correlation function (6.130) is straightforward

〈z∗i zj + z∗j zi〉z =
∑
〈i,j〉

ziaz
∗
jb

Λi(t)Λj(T − t)
Λi(0)Λj(0)

+ (i↔ j), (6.134)

where we have defined the functions

Λi(t) =

∫ ∞
−∞

dωeziaz
∗
ibe

i(ω−E)T

ei
ω2T
2U
−iωT( 1

2
− t
T ). (6.135)

6.2.5 Conclusions

In this chapter we have introduced a method for defining and using time-
continuous coherent state path integrals without facing inconsistencies. The
Hamiltonian that weights the paths in the complexified phase space is pro-
duced through three simple steps. In the first step, one rewrites the second
quantized Hamiltonian Ĥ(α̂†, α̂) in terms of “position” and “momentum”
operators. he second step consists of taking the classical form of this Hamil-
tonian, that is, the form entering into the phase-space Feynman path integral,
HF (p, q). The third step is just a canonical change of variables that produces
the final form HF (z∗, z) which enters into the time-continuous form of the
coherent state path integral. We have applied the method for the simple case
of the one- site Bose-Hubbard model and we have derived the correct expres-
sions for the partition function and the propagator of the system. In order
to demonstrate the abilities of the proposed formulation we have also de-
rived an approximate expression for the propagator of an interacting M -site
Bose-Hubbard chain at the limit of small tunneling strength.



Conclusions and Outlook

The present thesis could be divided into two parts. In the first part we have
discussed the influence of localized single particle losses on the dynamics of
a BEC in a one dimensional optical lattice. In the second part we present
calculations and develop methods for the study of open or closed bosonic
systems based on the path integral formalism. Both parts serve the same
purpose: the development and application of beyond mean-field methods for
open or closed bosonic systems.

Localized single particle loss can be proven a very useful tool to con-
trol the many-body dynamics. As we have shown one can use this elemen-
tary dissipation mechanism to engineer stable nonlinear structures in one
dimensional optical lattices. Discrete breathers can be emerge if we prop-
erly combine strong interparticle interactions and boundary particle losses.
Also, stable coherent dark solitons can be created if in addition of particle
losses we use phase engineering. Although, solitons can be predicted already
by the mean-field approximation, beyond mean-field calculations can reveal
very important characteristics of the evolution of such systems. For example,
the BBR method we have used predicts the formation of discrete breathers
for weaker losses, than the mean-field approximation, in agreement with the
exact results. Another striking effect we have predicted is that strong losses
can actually suppress the decay of the condensate. This is consequence of
the inhibition of quantum tunneling due to the losses, an effect related to
the quantum Zeno effect.

Furthermore, we have proven that the localized losses together with strong
interactions and a dynamically unstable initial BEC state deterministically
lead to the formation of a macroscopically entangled breather state. These
states show remarkable statistical properties, since the atoms relax to a co-
herent superposition of bunches localized at different lattice positions. Using
a semiclassical interpretation we have revealed the connection of the breather
state formation with a classical bifurcation of the associated mean-field dy-
namics. The breather states generalize the so-called NOON states, enabling
interferometry beyond the standard quantum limit.
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The formation and the properties of the nonlinear structures we discussed
here (discrete breathers, dark solitons and entangled breather states), could
be readily observed in ongoing experiments with ultracold atoms in quasi one
dimensional optical lattices. As we have already discussed, a very promising
candidate is the experimental setup used by the group of Prof. Dr. Herwing
Ott.

Non-equilibrium transport is another topic related with what we have
discussed. Here the environment is used not to engineer the dynamics but to
bring the system out of equilibrium. We have introduced a simple theoretical
model which based on the Bose-Hubbard model and we have studied the
steady state properties in the absence and presence of interactions. Our
analysis shows that the observed differences between the two cases are related
with the mean-field self-trapping effect.

The second part of the thesis begins with an alternative and original in-
vestigation of the Bose-Einstein phenomenon. The phenomenon is studied
in the framework of relativistic quantum field theory, by using functional
integral methods. Our goal is to probe the implications on the spatial corre-
lations of an ideal bosonic system. The system, which is in a thermal state,
is spatially divided into two regions and the von Neumann entropy is calcu-
lated if we integrate out one of the regions. Since, the system is in a thermal
state there are both statistical and quantum contributions in the entropy,
which however can be easily identified in the analytical result. By subtract
the statistical part one defines the so-called mutual information. We show
that the Bose-Einstein condensation and the relevant phase transition are
reflected in a discontinuity of the derivative with respect to the temperature
of the mutual information. In this way the correct critical temperature is
predicted in the relativistic and nonrelativistic case. Except of the technical
importance of the the analytical calculation, this study helps the reader to
see the BEC from the perspective of quantum information theory, since ge-
ometric entropy and mutual information are purely quantum informational
quantities.

Finally, at the end of the thesis we develop a formalism which allows
the use of coherent state path integrals directly in the continuum for second
quantized models, like the Bose-Hubbard. It has been shown that coherent
states path integrals present inconsistencies when they are used in the con-
tinuum. So here we propose a method consisting of a few simple steps that
producing the right expression for the continuous form of the coherent state
path integral. The method has been applied to the one-site Bose-Hubbard
model -where the result is known- giving the right expression for the parti-
tion function. The advantage of a continuous-time path integral is that one
can use well-established perturbative and non-perturbative methods from the
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realm of quantum field theories. Indeed, we calculate the correlation func-
tions of an M -site Bose-Hubbard chain in the strong interparticle regime by
keeping in the cluster expansion the first order in the tunneling strength.

The significant progress of the experiments with ultracold atoms of the
last years are pressing for a deeper understanding of the systems under con-
sideration. Thus, theoretical works which can give predictions beyond the
usual mean-field approximations are of great importance. The present work
indicates that indeed there is a lot of interesting physics that should be stud-
ied. For example, it would be interesting to study the stability of moving and
colliding solitons with beyond mean-field methods. Also, nonlinear structures
that exhibit purely quantum properties, such as entanglement, are an excit-
ing subject for further investigation. The methods used and developed in
this thesis can help towards this direction. In particular the proposed coher-
ent state path integral formalism can open new possibilities for the study of
second quantized systems, since the derived expressions can serve as the ba-
sis for applying approximation techniques that can systematically go beyond
the semi-classical or mean-field limit. The method can be easily extended
for open quantum systems with the help of the Feynman-Vernon theory,
allowing the analytical and numerical investigation of open systems like the
dissipative Bose-Hubbard model we have discussed here. Another interesting
field of growing interest, due to its possible applications, is non-equilibrium
bosonic transport. Here also better approximations are needed. In [78] we
have used approximate methods based on non-equilibrium Green’s function
method, however there is enough room for improvement of this approach.
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Appendix A

The Quantum Jump Method

The quantum jump or Monte Carlo wave-function method [93] is a useful
numerical method which allows exact solution for Master equations of the
form (1.59), the. The advantage of this method is that instead of evolving
the initial density matrix σ̂ = |ψin.〉〈ψin.|, we evolve the state vector |ψin.〉
using a stochastic procedure and averaging over the possible outcomes.

The method consists of a continuous evolution using an effective non-
Hermitian Hamiltonian of the form

Ĥeff. = Ĥs − i
∑
j

γj
2
L̂†jL̂j (A.1)

which is interrupted by stochastic quantum jumps. The jumps happen with
probability

δp = γj〈ψ|L̂†jL̂j|ψ〉δt (A.2)

during a short time interval δt and leads to the state

|ψ〉 → L̂j|ψ〉
||L̂j|ψ〉||

. (A.3)

We must note that after every time step one should renormalize the state
vector |ψ〉, since Ĥeff. is non-Hermitian. Now one can prove [93] that the
solution of the Master equation (1.59) can be obtained if we average over
many of these random trajectories.

The calculation of an arbitrary observable Ô is straight forward. One
takes the mean value of the quantum average 〈ψ(k)(t)|Ô|ψ(k)(t)〉 over the
various outcomes |ψ(k)(t)〉 of the above process

〈O〉(t)−−−→
Nt�1

1

Nt

Nt∑
j=1

〈ψ(k)(t)|Ô|ψ(k)(t)〉, (A.4)
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Figure A.1: A comparison of a quantum jump simulation for 2 (solid green
line) and 200 (solid blue line) trajectories and the analytical results (dashed
red lines) for a double well. Shown is the time evolution of the population
in the first well n1. The parameters are: U = 0, γ1 = J and γ2 = 0. The
initial states is a pure BEC with n1(0) = n2(0) = 30 and phase difference of
π between wells.

where Nt is the number of trajectories.
In figure A.1 we have solved Master equation (2.1) for a double well

without interactions using the quantum jump method and compare the result
with the analytical one for the population in the first site

n1(t) = ntot(0)e−
γ1
2
t

[
J2

2ω2
− γ2

1

32ω2
cos(2ωt)− γ1

8ω
sin(2ωt)

]
, (A.5)

with the frequency ω =
√
J2 − γ2

1/16. One can see that there is an excellent
agreement between the analytical result and the quantum jump method for
200 trajectories.



Appendix B

The Truncated Wigner method

In this appendix, we explicitly derive the evolution equation for the Wigner
function which corresponds to the Master equation (2.1). Furthermore, we in-
troduce the so-called truncated Wigner approximation, a useful semi-classical
approximation for the Wigner function evolution equation. In order to trans-
late the Master equation (2.1) to an equation for the Wigner function we use
the following operator correspondences [96]:

α̂j ρ̂ ↔
(
αj +

1

2

∂

∂α∗j

)
W , (B.1)

ρ̂α̂j ↔
(
αj −

1

2

∂

∂α∗j

)
W , (B.2)

α̂†j ρ̂ ↔
(
α∗j −

1

2

∂

∂αj

)
W , (B.3)

ρ̂α̂†j ↔
(
α∗j +

1

2

∂

∂αj

)
W , (B.4)

where αj is the eigenvalues of the destruction operator:

α̂j|αj〉 = αj|αj〉, 〈αj|α̂†j = α∗j〈αj|. (B.5)

Substituting these correspondences in the Master equation (2.1), we obtain
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the following evolution equation for the Wigner function:

∂tW = 2J
M−1∑
j=1

=
[(

αj −
1

2

∂

∂α∗j

)(
α∗j+1 +

1

2

∂

∂αj+1

)
−
(
α∗j+1 −

1

2

∂

∂αj+1

)(
αj +

1

2

∂

∂α∗j

)]
W

+U
M∑
j=1

=
(
αj −

1

2

∂

∂α∗j

)2(
α∗j +

1

2

∂

∂αj

)2

W (B.6)

−
M∑
j=1

γj
2

[(
α∗j −

1

2

∂

∂αj

)(
αj +

1

2

∂

∂α∗j

)
+

(
αj −

1

2

∂

∂α∗j

)(
α∗j +

1

2

∂

∂αj

)
−2

(
αj +

1

2

∂

∂α∗j

)(
α∗j +

1

2

∂

∂αj

)]
W .

As one can easily see the above equation includes not only first and second
order derivatives, but also third order ones arising from the interaction term
(the U -dependent term in the second line of equation (B.7)). These third
order derivatives makes the equation quickly unstable, so an approximate
method is needed. One technique that is widely used in optical systems is
the truncated Wigner method [94, 95], which is a good approximation as
far as the mode occupation numbers are large. In this approximation one
neglects all the terms that include third order derivatives, thus we have the
equation

∂tW =
∑
j

∂

∂xj

[
J(yj+1 + yj−1) + U(yj − x2

jyj − y3
j ) +

γj
2
xj

]
W

+
∑
j

∂

∂yj

[
− J(xj+1 + xj−1)− U(xj − xjy2

j − x3
j) +

γj
2
yj

]
W

+
1

2

∑
j

γj
4

(
∂2

∂x2
j

+
∂2

∂y2
j

)
W , (B.7)

where xj, yj are the real and imaginary part of αj respectively.
Equation (B.7) is a Fokker-Planck equation, thus it can be rewritten in

the language of stochastic differential or Langevin equations. To be more
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precise, consider the Fokker-Planck equation of the form [99]:

∂tW = −
∑
j

∂

∂zj
Aj(z, t)W (B.8)

+
1

2

∑
j,k

∂

∂zj

∂

∂zk

[
B(z, t)BT (z, t)

]
jk
W ,

where the diffusion matrix D = BBT is positive definite. Now, we can write
equation (B.8) as a system of stochastic equations:

dz

dt
= A(z, t) + B(z, t)E(t), (B.9)

where the real noise sources Ej(t) have zero mean and satisfy 〈Ej(t)Ek(t′)〉 =
δjkδ(t− t′). In our case, equation (B.7) can be rewritten:

dxj
dt

= −J(yj+1 + yj−1)− U(yj − x2
jyj − y3

j )

−γj
2
xj +

√
γj

2
ξj(t), (B.10)

dyj
dt

= J(xj+1 + xj−1) + U(xj − xjy2
j − x3

j)

−γj
2
yj +

√
γj

2
ηj(t), (B.11)

where ξj(t), ηj(t) for j = 1, ...,M are δ-correlated in time with zero mean.
Here it must be noted that ξj(t), ηj(t) are not real noise sources, but are
included only to recapture the commutation relations of the operators.

As initial state one uses a product state of the form

|Ψ(t = 0)〉 = |ψ1〉|ψ2〉...|ψM〉, (B.12)

where |ψj〉 is a Glauber coherent state in the jth well. This state represents
a pure BEC in a grand-canonical framework. The Wigner function of a
Glauber coherent state |ψj〉 is a Gaussian,

W(αj, α
∗
j ) =

2

π
exp{−|αj − ψj|2} . (B.13)

Thus we can take the initial values for αj = xj + iyj to be Gaussian random
numbers with mean ψj.

For a BEC in a Bloch state with quasi momentum k, we have

ψj = eikj
√
N

M
. (B.14)
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Figure B.1: A comparison of a truncated Wigner simulation (dashed red
lines) and a quantum jump simulation (solid blue lines) shows a very good
agreement. Shown is the time evolution of the total atom number 〈n̂tot〉,
the phase coherence g

(1)
1,3, the density-density correlations g

(2)
1,3 and the density

fluctuations g
(2)
1,1. The parameters are: U = 0.1J , γ2 = 0.2J . The initial

states are a pure BEC with a symmetric (left) and antisymmetric (right)
wavefunction with n1(0) = n3(0) = 30 and n2(0) = 0.

In the text we consider a pure BEC accelerated to the edge of the Brillouin
zone such that k = π.

The truncated Wigner method is used to calculate the evolution of expec-
tation of symmetrized observables as follows. The Wigner function is treated
as a probability distribution in phase space. An ensemble of trajectories is
sampled according to the Wigner function of the initial state and the prop-
agated according to Eqs. (B.10) and (B.11). Then one takes the stochastic
average over this ensemble:,

〈Oj...Ok〉sym =

∫ M∏
i=1

d2αiOj...OkW(α1, α
∗
1, ...)

=
1

NT

NT∑
`=1

Oj...Ok (B.15)
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where Oj stands for αj or α∗j , NT is the number of trajectories and the
subscript sym reminds us that only expectations values of symmetrized ob-
servables can be calculated.

In figure B.1 we compare the results of the truncated Wigner approxima-
tion with the results of the exact quantum jump method for a triple-well trap.
The simulations show a very good agreement also in the regime of strong in-
teractions. The only small discrepancy is that oscillations of the correlation
functions are slightly less pronounced. As the truncated phase space approx-
imations become more accurate with increasing filling factors [97, 98].
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Appendix C

Entanglement Criterion

In this appendix we provide a detailed derivation of the entanglement
criterion based on (4.9) which is adapted to the NOON states discussed in
the present paper. This result generalizes established entanglement criteria
in terms of spin squeezing [45] and is derived in a similar way. In contrast to
spin squeezing inequalities, it shows that a state is entangled if the variance
defined below in (C.2) is larger than a certain threshold value.

We assume that the many-body quantum state ρ̂ is decomposed into a
mixture of pure states

ρ̂ =
∑
a

paρ̂a

=
∑
a

pa|ψa〉〈ψa|, (C.1)

where every pure state ρ̂a = |ψa〉〈ψa| has a fixed particle number Na. Note
that the quantum jump simulation of the dynamics directly provides such a
decomposition. We define the entanglement parameter

Er,q := 〈(n̂r − n̂q)2〉 − 〈n̂r − n̂q〉2 − 〈n̂r + n̂q〉 (C.2)

−1

2

∑
a,b

papb [〈(n̂r − n̂q)〉a − 〈(n̂r − n̂q)〉b]2

for the sites r and q. In this expression 〈·〉a,b denotes the expectation value
in the pure state |ψa,b〉. Now we can proof that Er,q < 0 for every separable
state such that a value Er,q > 0 unambiguously reveals the presence of many-
particle entanglement. Note that Er,q provides and entanglement criterion,
it is not a quantitative entanglement measure in the strict sense.

To proof this statement we consider an arbitrary separable state and show
that Er,q < 0 for this class of states. If a pure state ρ̂a is separable, it can be
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written as a tensor product of single particle states

ρ̂a = ρ̂(1)
a ⊗ ρ̂(2)

a ⊗ · · · ⊗ ρ̂(Na)
a , (C.3)

We furthermore introduce the abbreviation

Ŝ± := n̂r ± n̂q. (C.4)

This operator is also written as a symmetrized tensor product of single-
particle operators

Ŝ± =
Na∑
k=1

1l ⊗ · · · ⊗ 1l ⊗ ŝ(k)
± ⊗ 1l ⊗ · · · ⊗ 1l , (C.5)

where the superscript (k) denotes that the single-particle operator ŝ
(k)
± acts

on the kth atom. The single-particle operators are given by

ŝ± = |r〉〈r| ± |q〉〈q|, (C.6)

where |r〉 is the quantum state where the particle is localized in site r.
For a separable pure state ρ̂a, the expectation values of the population

imbalance 〈Ŝ−〉a = Tr{ρ̂aŜ−} and its square can be expressed as (dropping
the subscript a for notational clarity)

〈Ŝ−〉 =
N∑
k=1

Tr
[
ρ(k)ŝ

(k)
−

]
〈Ŝ2
−〉 =

N∑
j 6=k

Tr
[
(ρ(j) ⊗ ρ(k))(ŝ

(j)
− ⊗ ŝ

(k)
− )
]

+
N∑
j=1

Tr
[
ρ(j)ŝ

(j)2
−

]
=

N∑
j,k=1

Tr
[
ρ(j)ŝ

(j)
−

]
Tr
[
ρ(k)ŝ

(k)
−

]
−

N∑
j=1

Tr
[
ρ(j)ŝ

(j)
−

]
Tr
[
ρ(j)ŝ

(j)
−

]
+

N∑
j=1

Tr
[
ρ(j)ŝ

(j)2
−

]
= 〈Ŝ−〉2 +

N∑
j=1

Tr
[
ρ(j)ŝ

(j)2
−

]
−
{

Tr
[
ρ(j)ŝ

(j)
−

]}2

.
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Using Tr[ρ(j)ŝ
(j)2
− ] = Tr[ρ(j)ŝ

(j)
+ ] we thus find that every pure products state

ρ̂a satisfies the condition

〈Ŝ2
−〉a − 〈Ŝ−〉2a ≤ 〈Ŝ+〉a . (C.7)

If the total quantum state ρ̂ is separable, such that it can be written as a
mixture of separable pure states (C.1), the expectation values are given by

〈Ŝ2
−〉 =

∑
a

pa〈Ŝ2
−〉a (C.8)

≤ 〈Ŝ+〉+
∑
a

pa〈Ŝ−〉2a

〈Ŝ−〉2 =
∑
a,b

papb〈Ŝ−〉a〈Ŝ−〉b (C.9)

=
∑
a

pa〈Ŝ−〉2a −
1

2

∑
a,b

papb

[
〈Ŝ−〉a − 〈Ŝ−〉b

]2

.

We thus find that every separable quantum state satisfies the following in-
equality for the variance of the population imbalance Ŝ−:

〈Ŝ2
−〉 − 〈Ŝ−〉2 ≤ 〈Ŝ+〉+

1

2

∑
a,b

papb

[
〈Ŝ−〉a − 〈Ŝ−〉b

]2

. (C.10)

This inequality for separable quantum states can be rewritten as

Er,q < 0 (C.11)

in terms of the entanglement parameter (C.2).
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Appendix D

Calculations for Section 6.1

In this Appendix we shall prove those of the formulas appearing in subsec-
tion 6.1.4 for which summations over m or ν must be performed. To begin
with, let us discuss (6.53). The relevant integral diverges and calls for the
introduction of a cutoff:

1

2it

∑
m

∞∫
0

dρρe−
ρ2

2it i−
|m|
n J |m|

n

(ρ2

2t

)
→
it→T

1

2T

∑
m

∫ R

0

dρρe−
ρ2

2T I |m|
n

( ρ2

2T

)
. (D.1)

To handle the last integral we make an intermediate step by introducing the
following expression:

Fn(α) =
1

2

∞∑
m=−∞

∞∫
0

dqe−αqI |m|
n

(q)

=
1

2
√
α2 − 1

coth
(α +

√
α2 − 1

2

)
(D.2)

which is also a regularized version (for α → 1+) of the integral entering
(6.53). Taking the limit α = 1 + ε, ε→ 0+ one easily finds that:

Fn(α) =
n

2ε
+

1

12

( 1

n
− n

)
+O(ε). (D.3)

We immediately see that the diverged part of the integral appears for n = 1.
In this case the integration in (D.1) is trivial and we are led to the conclusion:

1

ε
→ πR2

4πT
=

V2

4πT
. (D.4)
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Combining this identification with the finite part appearing in (D.3) we get
the confirmation of (6.53).

Our next concern is (6.55). Using the identities:

e−
(νβ)2

4T = (4πT )
D+1

2

∫
dD+1p

(2π)D+1
e−Tp

2+ip0νβ,

∞∑
ν=−∞

eip0νβ =
2π

β

∞∑
k=−∞

δ(p0 − ωk), ωk =
2πk

β
(D.5)

we recast the integral appearing in (6.55) into the form:

1

2

VD−1V2

(4π)
D+1

2

∞∫
0+

dT

T
D+3

2

e−Tm
2
∑
ν

e−
(νβ)2

4T

=
VD
4

∫
dDp

(2π)D

∑
k

∞∫
0+

dT

T
e−T
[

(βω)2+(2πk)2
]
. (D.6)

To obtain the last result we wrote V2 =
β∫
0

dτ
∞∫
−∞

dx1 → βL, we rescaled

T → Tβ2 and we used the abbreviation ω2 = p2 +m2.
Performing the integral over T and neglecting an irrelevant (infinite) con-

stant we get:

∞∫
0+

dT

T
e−T
[

(βω)2+(2πk)2
]

= − ln
(
(βω)2 + (2πk)2

)
. (D.7)

The summation over k is standard [137]:

1

2

∑
k

ln
(
(βω)2 + (2πk)2

)
=

1

2
βω + ln(1− e−βω). (D.8)

The last result proves (6.55).
Following the same line of reasoning we can prove (6.57). Using, once

again, the identities (D.5) we rewrite the relevant integral in the form:

1

12

VD−1

(4π)
D−1

2

∞∫
0

dT

T
D+1

2

e−Tm
2
∑
ν

e−
(νβ)2

4T

=
π

3β
VD−1

∫
dDp

(2π)D

∑
k

1

ω2 + ω2
k

. (D.9)
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The summation is easily performed:∑
k

1

ω2 + ω2
k

=
β

2ω

1

tanh(βω)
. (D.10)

Combining (D.9) and (D.10) we immediately obtain (6.57) of the text.
Our next concern is Eq. (6.54). The relevant integral diverges and the

introduction of a cutoff is necessary. To this end let us discuss the integral:∑
m

∞∫
0

dρρe−
ρ2

R2 J2
|m|
n

(νβn
2t

ρ
)

=
R2

2
e−

(νβR)2

8t2

∑
m

I |m|
n

((νβR)2

8t2

)
=
R2

2
(D.11)

which can be considered (at the limit R → ∞) as a regularized version
of the integral appearing in (6.54). Note that the divergence in (D.11) is
independent of n and, contrary to (D.3), there is no finite part for n 6= 1.
This completes the proof of (6.54).

To prove (17) it is enough to follow the road we followed to arrive at
(D.8). Beginning from the relation:

1

2

VD−1V2

(4π)
D+1

2

∞∫
0+

dT

T
D+3

2

e−Tm
2
∑
ν

e−
(νβn)2

4T

=
VD
4n

∫
dDp

(2π)D

∑
k

∞∫
0+

dT

T
e−T [(βnω)2+(2πk)2] (D.12)

we only have to perform a differentiation with respect to n to arrive at the
result indicated in (6.56):

∂n

{
1

n

∫
dDp

(2π)D

[
− 1

2
βωn− ln

(
1− e−βωn

)]}∣∣∣∣∣
n=1

=

∫
dDp

(2π)D

[
ln
(

1− e−βω
)
− βω

eβω − 1

]
. (D.13)

The last relation we have to prove is (6.68) of the text. We begin by using
the Poisson summation formula to find that:∑

ν

e−
(νβ)2

4T
−µνβ =

∑
k

∞∫
−∞

dxe2πikxe−
(xβ)2

4T
−µxβ

=

√
4πT

β

∑
k

e−T (ωk+iµ)2

. (D.14)
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With the help of this result we get the mutual information:

Im =
2π

3β
VD−1

∫
dDp

(2π)D

∑
k

1

(ωk + iµ)2 + ω2
. (D.15)

The sum in the last expression can be easily performed if we rewrite it in the
form: ∑

k

1

(ωk + iµ)2 + ω2
=

1

2

ω − µ
ω

∑
k

1

ω2
k + (ω − µ)2

+

+
1

2

ω + µ

ω

∑
k

1

ω2
k + (ω + µ)2

. (D.16)

Using for each term the formula (D.10) we get the result indicated in (6.68).
It would be useful to compare our result indicated in (6.58) with the

corresponding result derived in the framework of a two dimensional conformal
scalar field theory [116] with central charge c = 1/2. This can be done by
identifying the ultraviolet cutoff Λ with the inverse lattice spacing 1/α and
the mass m with the inverse finite size of excluded interval 1/l (that is, the
infrared cutoff). Given that our result is valid at the limit L2m2 → ∞, the
comparison is meaningful only for β/α → ∞ or l/β → ∞. Applying (6.58)
for D = 1 we get the result:

Sg =

{
1
6

ln
(

Λ
m

)
→ 1

6
ln
(
l
α

)
if β →∞

π
6

1
mβ
→ π

6
l
β

if β → 0
. (D.17)
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Publications

Publications of the author related to the topics covered in this thesis:

• Coherent state path integrals in the continuum.
G. Kordas, S. Mistakidis and A. I. Karanikas
Europhysics Letters submitted (2013).

• Bosonic Transport Through a Chain of Quantum Dots.
A. Ivanov, G. Kordas, A. Komnik and S. Wimberger
European Physical Journal B, 86 (2013) 345. EPJ B Highlight. arXiv:1304.5503

• Decay and fragmentation in an open Bose-Hubbard chain.
G. Kordas, S. Wimberger and D. Witthaut
Physical Review A, 87 (2013) 043618. arXiv:1307.1538

• Non-hermitian approach to decaying ultracold bosonic systems.
S. Wimberger, C. A. Parra-Murillo and G. Kordas
Journal of Physics: Conference Series, 442 (2013) 012029.

• Mutual information and Bose-Einstein condensation.
C. N. Gagatsos, A. I. Karanikas and G. Kordas
Open Systems and Information Dynamics, 20 (2013) 1350008. arXiv:1207.0303

• Dissipation induced macroscopic entanglement in an open optical lat-
tice.
G. Kordas, S. Wimberger and D. Witthaut
Europhysics Letters, 100 (2012) 30007. arXiv:1307.0828

• Decay of a Bose-Einstein condensate in a dissipative lattice - the mean-
field approximation and beyond.
F. Trimborn, D. Witthaut, H. Hennig, G. Kordas, T. Geisel
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and S. Wimberger
European Physical Journal D, 63 (2011) 63.

• Beyond mean-field dynamics in open Bose-Hubbard chains.
D. Witthaut, F. Trimborn, H. Hennig, G. Kordas, T. Geisel
and S. Wimberger
Physical Review A, 83 (2011) 063608. arXiv:1203.3657.
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