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ABSTRACT

The evolution of semiconductor technology and computer architecture has radically
transformed our world throughout the last decades. However, the combination of
technology scaling and extreme chip integration, along with the compelling requirement
to diminish the time-to-market window, has rendered microprocessors more prone to
design bugs and hardware faults. The goal of this thesis is to provide solutions to the
validation challenges posed from the microprocessor products throughout the life-cycle
of a chip.

Microprocessor validation is grouped into the following categories, based on where they
intervene in a microprocessor’s lifecycle: (a) silicon debug: the first hardware prototypes
are exhaustively validated, (b) manufacturing testing: the final quality control during
massive production and before chip shipping, and (c) in-field verification: runtime error
detection techniques to guarantee correct operation in the field. The contributions of this
thesis are the following:

e Silicon debug: We propose the employment of deconfigurable microprocessor
architectures along with a technique to generate self-checking random test
programs to: (a) avoid the time- and resource-consuming simulation step, (b)
triage the redundant debug sessions, and thus to accelerate silicon debug [8]
[10].

e Manufacturing testing: We propose a self-test optimization strategy for
multithreaded, multicore microprocessors to: (a) speedup test program
execution time, (b) enhance the fault coverage of hard errors, and thus to make
manufacturing testing more efficient [11].

¢ In-field verification: We measure the effect of permanent faults performance
components. Then, we propose a set of low-cost hardware-based mechanisms
for the detection, diagnosis and performance recovery in the front-end
speculative structures [2] [5] [6].

The share of silicon debug in the overall microprocessor chips development cycle is
rapidly expanding [2]. The validation step that detects the vast majority of design bugs is
the one that stresses the silicon prototypes by applying huge numbers of random test
programs. Despite its bug detection capability, this step is constrained by the extreme
computing needs for random test program simulation. Moreover, another major
bottleneck and source of “noise” of this phase is that large numbers of random test
programs fail due to the same or similar design bugs. This redundant behaviour adds
long delays in the debug flow since each failing random program must be separately
examined, although it does not usually bring new debug information. This thesis
addresses both challenges of silicon debug. A self-checking methodology is proposed
for generating random test programs (exploiting the ISA diversity property) that detect
bugs by comparing the results of equivalent instructions combined with a technique to
triage the failing test programs into categories with common failure modes. The
proposed framework: (a) improves bug detection efficiency, (b) reduces the redundant
debug session, and thus overall accelerates silicon debug.

When a sufficient level of design bugs coverage is reached the microprocessor design
enters the production stage, where a final quality control is performed to detect
manufacturing defects in massive production. Functional self-testing forms an integral



part of manufacturing test flow due to (a) at-speed testing: test application and response
collection are performed at the processor’s actual speed, enabling screening of delay
defects that aren’t detectable at lower frequencies; and (b) non-intrusive nature: does
not add any extra hardware. Multithreaded (MT) SBST methodology proposes a novel
self-test optimization strategy for multithreaded, multicore microprocessor architectures.
The proposed self-test program execution optimization aims to: (a) take maximum
advantage of the available execution parallelism provided by multiple threads and
multiple cores, (b) preserve the high fault coverage that single-thread execution
provides for the processor components; and (c) enhance the fault coverage of the
thread-specific control logic. MT-SBST methodology significantly speeds up self-test
time, while at the same time it improves the overall fault coverage.

The combination of design complexity, shrinking time-to-market windows, and wear-out
effects increases the failure probability of modern designs in the field and leads
microprocessor manufacturers to integrate numerous in-field verification mechanisms.
Trends such as low-voltage operation and process scaling are expected to significantly
increase the rate of faults experienced by silicon. Their impact on a core's non-cache
SRAM structures, such as the speculation components, has not been accurately
guantified. Faults in these structures will not affect correctness, but can cause severe
performance degradation and variability among otherwise identical cores. We first
classify and quantify the impact of permanent faults in the performance components of
modern microprocessors. Then, we propose low-cost microarchitectural mechanisms
that exploit the self-verification property of speculative structures to achieve
performance recovery.

Modern microprocessors implement extremely complex architectures, making the
validation process a major challenge for the semiconductor industry. This thesis
introduces various novel methodologies to address the validation challenges posed
throughout the life-cycle of a chip. The proposed techniques make the validation
process more efficient and are easily applicable to the existing industrial flow.

SUBJECT AREA: Computer Architecture

KEYWORDS: Dependability, Silicon debug, Testing, Errors, Bugs



NEPIAHWH

H paydaia e¢EAIEN TWV OAOKANPWHEVWY KUKAWUATWY, aTTd TNV TTAEUPA TNG TEXVOAOYIOG
UANIKOU oAAd Kal TG OPXITEKTOVIKAG UTTOAOYIOTWYV €XOUV EKTIVAEEI TO KOOTOG, O€
AvVOPWTTOWPESG KAl UTTOAOYIOTIKR) 10XU, TTOU OTTAITEITAl yia TNV dlao@AAion TG opbng
Aeitoupyiag  evog  eTTegepyaoTr). Z€ OUuVOUAOHPO HE TOUG auOTNPOUG  XPOVIKOUG
TTEPIOPIOPOUG TTOU UTTAPXOUV VI TNV AVATITUEN OAOKANPWHEVWY KUKAWHATWY n
emaAnBeuon TNG OPOAG AciToupyiag Twv emmeCepyacTwy KabioTaTtal pia €EQIPETIKA
amatnTIKy Kal akpIpr) diadikacia. Q¢ €k TOoUTOU, N avamTuén MEBOGOwv TTOU Ba
emTayxUuvouv Tnv dladikaoia TnG eTTaARBguong TNG 0pONG AEITOUPYiag TWV ETTEEEPYATTWV
gival emRePANUEVN.

Me kpItTr)pI0 TO OTASIO TOU KUKAOU {WNG €VOG ETTECEPYQOTH, ATTO TNV OTIYUA KOTAOKEUNG
TWV TTPWTOTUTTWV Kal £TTEITA, Ol TEXVIKEG €AEyXou opBrg AsiToupyiag diakpivovtal OTIG
QaKOAOUBEC KATNYOPIEG:

e Silicon Debug: Ta Tmpwtdtuma oOAOKANPWHEVA KUKAWMOTA €AEyxovTal
€EOVUXIOTIKA YIQ TOV EVTOTTIONO OXEDIACTIKWY KAl KATAOKEUAOTIKWY COAAPATWV
Tou UAIKOU. Baoikég TrpokAnoeig Tou silicon debug tmou xpifouv avTieETWTTIONS
gival o1 €€NG: (1) N aTTOPUYN TNG TTPOCOUOIWONG TWV TUXAIWV TTPOYPOAUMATWV.
H diadikacia Tng TTpocouoiwong ival apkeTES TALEIC HeyEBOUG TTIO apyr aTTo
TNV €KTEAECN OTO TTPAYMATIKO UAIKO, PE ATTOTEAEOUA VA TTEPIOPICEl TO TTANB0G
TWV oevapiwv eAEyxou opbnGg AciIToupyiag TTou PTTopouv va dokipgaoTouy. (2) H
QVATITUEN  TEXVIKWV TTOU Oa OMOdOTIOIoUV  Ta  TTPOYPAMPATa  €AEyXOU
OQAAUATWY, Ta OTToIa EVTOTTICOUV TO 010 OPAAUQ, cival IDIITEPA ONUAVTIKA YIa
TNV OJAAR Kal evidg TTPoBeoUItV OAOKARpwon Tou eAéyxou opBAg AsiToupyiag
€EVOG oAokAnpwuévou KukAwpatog. (3) H avixveuon kal  QvTIMETWTTION
O@AAPATWY UAIKOU TTOU QTTOKPUTITOUV TOV eVTOTTIONO VEWV [8] [10].

e Manufacturing Testing: AtroTeAei Tov TEAIKO TTOIOTIKO €AEyXO TTOU BIEVEPYEITAI
KAaTd Tnv padikg Trapaywyr] Twv OAOKANPWHEVWY KUKAWMATWY. Baolkég
TTPoKANoEIg Tou manufacturing testing TTou xpifouv avTIHETWTTIONG €ival o1 €§AG:
(1) O evriomopdg KATAOKEUAOTIKWY O@AAPATWY 1] AaoTOXIWV UAIKOU. (2)
Pr)yopO €VTOTTIONO CQAAUATWY KABWGS N XPOVIKA METATOTTION TNG £1I0QYWYNG
EVOG TTPOIOVTOG-ETTEEEPYAOTH OTNV AYOPd £XEI KATAOTPOPIKEG CUVETTEIEG VIO TO
id10 TO TTPOIGV KaI TNV KaTaoKeUAoTpia eTaipia [11].

e In-field verification: [lepIAapBaver TeXVIKEG, oI oTT0iEG Olao@aAifouv TNV
AeIToupyia Tou €TTECEPYOOTA OUMPWVA WPE TIG TTPOdIAYPAPES TOU. TPOKANCEIG
TTou xpifouv avTigeTwToNG €ival ol €€Ac: (1) AvaAluon Tng €midpaong oTnv
aTTOd00N TWV CPAAUATWY UAIKOU TTOU EiTE £XOUV EEPUYEI OTTO TA TTPONYOUNEVA
OTAdIA KOTAOKEUNG TOU KUKAWUATOG 1 Adyw NG ¢B0pdg Tou KUKAWHATOG. (2)
AVATITUEN PUNXAVIOUWYV YIa TNV avixveuon Kal avoxf o@aAudrwyv uAikou [2] [5]

[6].

O oko1og TNG dIBAKTOPIKNAG dIATPIRNS €ival va TTPOTaBoUV AUCEIS VIO TV QVTIPETWITION
TWV TTIPOKAACEIG TTOU UTTAPYXOUV Ot KABe €va atrd Ta Trpoava@epBévia oTadia Tou
KUKAoU (wn¢ evog ere€epyaoTr. O1 TTPOTEIVOUEVEG TEXVIKEG OCUMBAAAOUV OTNnV BeATiwoN
TNG atroTeAeopaTikdOTNTAg TNG dladikaciag eTaAnBeuong opbng Asitoupyiag Kabwg Kai
kaBioTaral duvaTh N Gueon UIoBETNCT Toug aTro TNV Blounxavia.

H avaykaidotnta xpriong tou silicon debug o1o KUKAO (WAG €VOG ETTECEPYQOTH CUVEXWG
augavetal. Apxikd, TTPoTdOnke pia peBodoloyia yia Tnv €mTAXUvon Tng Ol1adikaoiag



EVTOTTIOMOU CQOAPATWY, KATA TNV @ACN TOU EAEYXOU TWV TTPWTOTUTTWYV KUKAWMNATWY,
MEOW TNG KATOOKEUNG AOYIOWIKOU auTO-00KIMAG. H KevTpikh 10€éa auTthg TNG pEBOSoU
EYKEITAI OTNV QgloTToinon TNG €UQUTNG TTOIKINOPOPQIAG TWV APXITEKTOVIKWY OUVOAOU
evioAwyv, dnAadn TNG 1010TNTAG TOUG VA UAOTTOIOUV [ia AEITOUpYia PE TTEPICOOTEPOUG ATTO
éva TpOTTOUG (1] OIOMOPETIKA HE TIEPICOOTEPEG ATTO Hid OIAPOPETIKEG EVTOAEG).
EmmpdoBeta, TpoTrdbnke pia pEBODO yla TOV  QUTOMATO  EVTOTTIONO  TuXaiwv
TTPOYPAMMATWY TTOoU O€EV TTEPIEXOUV VEQ -XPrOIPN- TTANPOQYOpPIia OXETIKA MPE TNV
YEVECIOUPYO aiTia VOGS OQAAPATOS IO TOUG PNXavIKoUug. O TTPOTEIVOPEVOS UNXAVIOHUOG
Baciotnke oTnv Aciroupyia TG atré-Oloudpewong, onAadry Tnv duvartdtnTa va
QATTEVEPYOTTOIOUVTAl TUAMATA TNG AOYIKAG TOU KUKAWMATOG XWPIG va €TTNEEAETAl N
AEITOUPYIKOTNTA TOU ETTECEPYQOTH. Ta TTPOYPAUMATA AUTODOKIUAG OMAdOTTOIOUVTAl O€
KATNYOpPIiEG oUP@WVA PE TNV akoAouBia Twv TUNUATWY AOYIKAG TTOU aTTodIauopPuenKav
ammd TO KUKAWMQ, £T01 WOTE va EKTEAEOTOUV OWOTA. Q¢ €K TOUTOU, Ol MPNXAVIKOi
ATTOOQAAPATWONG TOU KUKAWMPATOG HEAETOUV POVO €va TTPOYPAUNa atrd KABe KaTnyopia
yIO VO EVTOTTIOOUV TNV YEVECIOUPYO aiTia TOU OQAAPATOG. Ta TTEIPAPATIKA aTTOTEAECUATA
TMoToTToincav TNV duvaTdTNTA TWV TTPOTEIVOUEVWY PEBODdWY OTOV (O) OTOV EVTOTTIOMO
OXEOIOOTIKWY OQAAPATWY Kal (B) oTnv BeATiwon TG d1adIKACIag ATTOCQAAPNATWON TOU
KUKAWMPOTOG Kal KaTd ouvéTreia aTnyv emitayxuvon silicon debug.

H peBodoAoyia Multithreaded (MT) SBST Trpoteivel pia kaivotépo péBodo yia Tnv
BeATioTOTTOINON KOOI €MTAXUVON TNG OTPATNYIKAG €AeyXou o0pBRG Acitoupyiag Twv
TTOAUVNPATIKWY KAl TTOAUTTUPNVWY  ETTECEPYOOTWY MECW TNG XPNOn AoyIoHIKOU
aQuTOQOKIMNG. To AoyIOMIKO QUTOOOKIMAG aTTOTEAEI  AvaATTOOTIAOTO  TUAUO  TOU
manufacturing testing KaBwg (a) emMTPETTEI TNV EKTEAECN TOU AOYIOUIKOU QUTOOOKIUAG
oTnVv ouxvotnTa Asitoupyiag Tou emmegepyaocTr) kai (B) dev TTPooBETEl VEO UAIKO. ZTnVv
EPEUVNTIKN €pyacia auTr) TTPOTABNKE Hia YEBODOG TTOU ATTOOKOTTEI (A) va EKUETAAANEUTEI
OTO MEYIOTO TIG dUVATOTNTEG TTAPAAANAICHOU TTOU TTAPEXOUV TA TTOAAATTAG vAuaTa Kal
TTUPrveg Tou eTTeCepyaoTh, (B) va diatnproel oe uwnAd emmiTreda To TTOCO0TO KAAUWNG
eANATTWUATWY UAIKOU (Gvw Tou 90%) Kai (y) va BeATIOTOTTOINOEI TO TTOOOOTO KAAUWNG
EAATTWPATWY UAIKOU OTa TUAMATA AOYIKAG OTTOU OXETICOVTAl PE TNV TTOAUVNUATIKY Kal
TToAuTTOpNnVN €kTéAEon. H peBodoAoyia MT-SBST emitaxuvel onuavtikd tn diadikaoia
eAEyXou 0pBn¢G Acitoupyia evog eTTeCepyaoTr, vy TTAPAAANAQ BEATILOVEI OUVOAIKA TO
TTO000TO KAAUWNG EAATTWHATWV.

H ouvexwg aug¢avouevn mOavoTNTa €UPAVIONS OPAAUNATWY UAIKOU KaTd Tnv OIApKEIX
Aeiroupyia evog emre€epyaoTh (in-field verification), odriynoe otnv €icaywyr) MNXaviouwy
emaAnBeuong TG opBrig Toug AsiToupyiag. ZTa TTAdiola TNG BIOAKTOPIKAG dIaTPIPNG,
avoAuBbnke oe BABog n emidpaon TTOU €xouv Ta MOVIMA O@AAparta (Jova Kal o€
OPIOMEVEG  TTEPITITWOEIG TTOANATTIAG) OTOUG  €€AGC  MNXAVIOWOUG: (Q)  MNXQVIOMOG
TPORAeWns diakAGdwong, kai (B) MNXOVIOPOG €K TWV TIPOTEPWY  TTPOCKOUIONG
dedopévwy, OoTNV AgIToupyia Tou OuoTAUATOG. ETITTPOOBETA, TTPOTABNKAV TEXVIKES VIO
TNV aviXveuon Kal avoxr MOVIhwY o@aAudTtwy UAIKOU OTOUG PNXAVIOPOUG TTPORAEWNS
dlakAadwong. EidIkéTeEpa, n avixveuon emiTuyXAavetar Pgéow TG aglotroinong Tng
auTtopaTng d10pBwaoNG TWV PNXavIoPWY TTPORAEWNS dIaKAGdWONG, VW N avoxn MEow
NG avadIiapuopPwaong Tou UAIKOU. Ta TTpWTOTUTTA TTEIPAUATIKA ATTOTEAECUATA AUTWYV TWV
EPYACIWV KATEDEICAV PE EMPATIKO TPOTTO TNV APVNTIKA ETTITITWON TWV OEAAUATWY UAIKOU
oTnv a1rédoon evog ETTECEPYOOT ) KABWG KAl TNG ATTOTEAEOMATIKOTNTAG TWV
TIPOTEIVOUEVWV PNXOVIOPWY QViIXVEUONG KOl AQVOXNG OPAAUATWY.

OEMATIKH NMEPIOXH: ApxITekTOVIKA YTTOAOYIOTWYV

AE=EIZ KAEIAIA: AgiommioTia, 2@aApata YAIKou, 2xedla0TIKA o@AAparta
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2YNOITIKH NMAPOYZIAZH AIAAKTOPIKHZ AIATPIBHZ

2TN ONUEPIVA TTPAYUATIKOTNTA, TOV 210 alwva, KABe avBpwTrog TTepIBAAAETal aTTd
UTTOAOYIOTIKA OUOTAUATA, €l UE AUTd, TO XPNOIKOTIOIEN, gival IBIWTIKA 1 dnuocia
ayaBd, civalr pIkpd, icwg ueydAa, peyaAuTepa, €v yével dIAPopa UTTOAOYIOTIKA
OUCTAMATA TTOU KATOKAUCOUV Tn Cwr €vOg atOpou. Oa JTTopoUCE KAVEIG va
avaQepOei OTIG «NAEKTPOVIKEG CUOKEUEGH . AKOMN TTIO EVOIOPEPOUTES OUWG €ival Ol
«EEUTTVEG NAEKTPOVIKEG CUOKEUEGY. TO KOIVO XOPAKTNPIOTIKO OAWV QUuTWV €ival n
OTTapén €VOG EVOWPATWHEVOU KEYKEPAAOUY». ZTOV «EYKEQAAO» auTd atrodidovTal
TA XOPAKTNPIOTIKA TTOU OIETTOUV Ta UTTOAOYIOTIKA cuoTAparta. Mg aAAa Adyia, ol
OIOPKWG AUEAVOUEVEG QVAYKEG TWV KATAVAAWTWY 0dNyouv TIG €&eEAIEEIC, evw
TTapAAANAQ dIapopPPWVOUV TIG OTTAITAOEIG O0Tn Blognxavia. Mia €gutrvn Aoimrév
OUOKEUN €ival auTr TTou JETAEU GAAwV gival duvaTdg o EAeyXOG TNG aTTd TO XPNOTN
€€ ATTOOTACEWG, MTTOPEI va OIAAEITOUPYNOEl HE AAANEG NAEKTPOVIKEG OUOKEUEG, va
TTpocapudlel TN AsIToupyia TNG AUTOMATA, VO EEOIKOVOWEI EVEPYEIQ KAl avau@iBoAa
va €ival ao@aAfg. Autd cival povo oplopéva, éva TToOAU HIKPO UTTOOUVOAO
XAPOKTNPIOTIKWY KAl QUVATOTATWY TTOU OUvaTdl va @QEPOUV Ol NAEKTPOVIKEG
OUOKEUEG. 2€ KABE TTEPITITWON, O ATTWTEPOG OKOTTOG AVATITULNG TWV CUCKEUWV
auTtwy gival n dieukdAuvon TG (WG TWV KATAVOAWTWY, UE CERLACHO OTO TPITITUXO
KOOTOG-ATTOOTIKOTNTA-ATTOTEAEOUATIKOTNTA.

Ta ouyxpova AoITTOV TEXVOAOYIKA ETTITEUYHOTA, OTTWG EVOEIKTIKA ava@EépOnkav
TTOPATTAVW KATEOTNOAV AVAYKaAia, | EVOEXONEVWGS AEITOUPYNOAV KOl WG KATOAUTNG
yla Tn paydaia avatTuén Twv OAOKANPWHEVWY KUKAWUATWY, TN douIKA dnAadn
pMovada, Ta KUTTOPA TWV UTTOAOYIOTIKWY ouoTnudtwy. To avTiTigo autiAg Tng
e€ENENG atmd Tnv TTAeupd TNG TeXVoAoyiag UAIKOU aAA& Kal TNG APXITEKTOVIKAG
UTTOAOYIOTWV EXEI EKTIVAEEI TO KOOTOG, O AvOPWTTOWPESG KAl UTTOAOYIOTIKA 10XU,
TTOU aTTaITEITAl yia TN dlao@AAIon TNG opbnG AciToupyiag evog eTTeCepyaoTr. Z€
OuUVOUAOHO PE TOUG QUOTNPOUG XPOVIKOUG TTEPIOPICHOUG TTOU UTTAPXOUV YId ThV
avaTrTuén oAOKANPWHEVWY KUKAWUATWY n €maAnBeucn Tng opBng Asiroupyiag
TWV ETTECEPYOOTWYV KabioTartal pia eEaIpeTIKA ATTAITATIKY, XPOVOBOpa Kal akpipn
Oladikaoia. Q¢ ek ToUTOU, N avAamTuén MEBGdWvV TOU Ba emTAXUVOUV TN
dladikaoia TnG emmaAnBeuong TG opBrg AsIToupyiag Twv ETTECEPYACTWV Egival
emMPBeBANPEVN Kal OTTOAUTWG EVOPUOVIOUEVN ME TIGC AVAYKEG TOU ETTIXEIPNMATIKOU
KAl KATAVOAWTIKOU TTEPIBAAAOVTOG.

Me kpitApio 1o OTAdIO TOU KUKAOU CWNAG €vOC eTTeCepyacTh, ammd TNV OTIYMN
KATOOKEUNG TWV TTPWTOTUTTWV Kal £TTEITA, 01 TEXVIKEG EAEyXOU 0pBNAG AciToupyiag
dlakpivovTal OTIG AKOAOUBEG KATNYOPIEG:

e Silicon Debug: Ta TTpwTOTUTTA OAOKANPWHEVA KUKAWMPATA €AEyXOVTQI
€COVUXIOTIKA yIa TOV €VTOTTIONO OXEDIAOTIKWY KOl KATAOKEUAOTIKWV
OQOAPATWY TOU UAIKOU. Baoikég trpokAAocelg Ttou silicon debug Trou
XPiCouv avTINETWTTIONG €ival ol €€N1¢: (1) n atmopuyr TG TTPOCON0IWONG
TWV Tuxaiwv Tpoypapudrwy. H dladikacia tng Trpooopoiwong eival
OPKETEC TALEIC PEYEBOUG TTIO apyr ATTO TNV €KTEAECN OTO TTPAYMATIKO
UAIKO, pe atmoTéAeoua va Treplopilel To TTANBOG Twv oevapiwv eAEyxou
0pOAG AciToupyiag TToU uTTOpOUV va OokigaoTouv. (2) H avamrtuén
TEXVIKWYV TTOU Ba opadOoTToIouV Ta TTPOYPAUMOTA EAEYXOU TQOANATWY, TA
oTroia evroTrifouv 1o id10 CQAAQ, €ival IBIITEPA ONUAVTIKHA yIa TNV OPAAN



Kal eVvTOG TTPOBETHIWY OAOKAApWON Tou eAEyxou opBrg AsiItoupyiag evog
oAokAnpwuévou KukKAwpatog. (3) H avixveuon Kal  QVTIMETWTTION
OQOAPATWY UAIKOU TTOU ATTOKPUTITOUV TOV EVTOTTIONG VEWV [8] [10].

e Manufacturing Testing: AToTeAEl TOV TEAIKO TIOIOTIKO €AEYXO TTOU
dlevepyeital  KATd TNV - padikl - TTapaywyr  Twv - OAOKANPWHEVWV
KUKAwpPATwyY. Baolkég T1pokAfoeig Tou manufacturing testing T1Tou
XpiCouv avTigeTWTTIoONG €ival ol €€N1G: (1) O evTOTNIOUOG KOTAOKEUQOTIKWV
OQOAPATWY N acToXIWV UAIKOU. (2) [priyopo evioTTiopud OQAAUATWY
KaBwg n  XPOVIKN METATOTTION TNG E€lI0aywyng €vog TTpoidvToc-
ETTECEPYOOTH) OTNV Ayopd €XEl KATOOTPOWPIKEG CUVETTEIEG YIO TO IO TO
TTPOIOV KaI TNV KATAOKEUAOTPIa eTaipia [11].

e In-field verification: MepiAapBdver TEXVIKES, oI oTToiEG Blao@aAilouv Tnv
AeIToupyia  TOU ETTECEPYAOT] OUMPWVA HE TIG TTPOdIAYPAPESG TOU.
MpokANoe€Ig TTou XpiCouv avTIETWTTIONG €ival ol €€1G: (1) AvaAuon Tng
ETTIOPAONG OTAV ATTOBOCT TWV OCPAAPATWY UAIKOU TTOU EiTE €X0UV EEQPUYEI
aTtrod TA TTPONYoUMEVA OTADIA KATOOKEUNG TOU KUKAWHATOG 1 AOyw TNG
@O0pAG TOU KUKAWMATOG. (2) AVATITUEN UNXAVIOWWY YIA TNV avViXVeuon
Kal avox o@aApdatwy UAikou [2] [5] [6].

O oKoTTo¢ autriig TNG dIBAKTOPIKNAG OIATPIBAG €ival va TTPOTABOUV TEKUNPIWUEVEG
AUCEIC yIa TV QVTIMETWTTION TWV TTPOKAACEWYV TTOU EVUTTAPXOUV 0€ KABe éEva atrd
Ta TTpoava@epBEvTa oTddIa Tou KUKAOU (WG evog eTTeCepyaoTn. EIBIKOTEPA, Ol
TIPOTEIVOUEVEG TEXVIKEG CUMPBAAAOUV OTn BeATiwonN TNG ATTOTEAECUATIKOTNTAG TNG
dladikaoiag €maAfBeuong opBAG AcIToupyiag €vOG OTTOIOUDNATIOTE ETTECEPYAOTH.
ExTipaTal, 611 0 O0TOX0G QUTOG ETTITUYXAVETAI PE TNV OAOKANPWON QUTAG TNG
TTPWTOTUTTNG OIATPIBAG KAl ETTITTAEOV O EUTTEIPOG avayvwoTng Ba dIaTTIoTWoEl £va
OKOUN ONUAVTIKO ETTITEUYUA: TTPOKEITAI VIO €V GUVOAO ATTOTEAEOHUATIKWY TEXVIKWV
ol oTroieg €ival duvatd va uloBeTnBoUV Kal va €QAPPOCTOUV APECA ATTO TN
Biounxavia. Me dAAa Adyia, pia onuavtik TITUXA NG OIBOKTOPIKAG QUTAG
dlaTpIBng €ivar n éupacn otn OleubEéTNoN TTPAYMATIKWY TTPORANUATWY, HE
PEAANIOTIKEG, TTPAKTIKEG KOI ATTOTEAECUATIKEG AUCEIG.

To silicon debug atroTeAei éva avammOOTTAOTO KAl CUVEXWGS AUEAVOUEVNG ONUACiag
Kal OIdpkelag TUAUO Tou KUKAou Cwng evog emeCepyaoTry. EvOeIkTIKA eival n
OUVEXWG QUEAVOUEVN TTIECN TIOU QOKEITAI OTOUG MNXAVIKOUG UAIKOU yia va
OAOKANPWOOUV TNV aTTOC@AAPATWON €vOC €TTECEPYAOTr. ZT0 TTAQiclo autd Ba
TTPETTEL va An@Oei emITTAéOV UTTOWN N €CAIPETIKA PEYAAN TTOAUTTAOKOTNTA TWV
OUYXPOVWYV ETTECEPYOOTWY, O€ OUVOUAOHO HUE Ta OTEVA XPOVIKA TTEQIBWPIa TTOU
TiBevtal. EmTTpOoOeTa, o1 TEXVIKEG eAEyXOoU OPONG AsiToupyiag evog eTTECEPYQOTN
TPIV TNV TTOPAYWYA TwV TTPWTOTUTTWV KUKAWPATWY (pre-silicon verification)
Baoifovtal aTTOKAEIOTIKA O€¢ epyaAcia TTpooopoiwong. Qotdéoo, TTapOAo Tnv
QATTOTEAEOUATIKOTNTA TWV TEXVIKWY QUTWV KAl TNV PMEYAAN UTTOAOYIOTIKA 10XU TTOU
XPNOIMOTIOIEITAI YIa TNV ETTITEUEN TOU OTOXOU, N XAUNAR ammédoon TwV TEXVIKWV
TTPOOOPOoIWoNG atroTeAei Bacikry cuoTnuikrl aduvauia. Mo ouykekpipéva, €vag
TEPAOTIOC APIBUOG TTPOYPAUMATWY  e€AEyXou 0pBNG AciToupyiag ekTEAOUVTAI
adIAKOTTa OTO TTPWTOTUTTO POVTEAO TOU €TTEEEPYAOTH) ME OKOTTO TNV avixveuon
OTTOIOUBATTOTE OXEDIAOTIKOU | KOTAOKEUAOTIKOU OQAAUOTOG. ZTNV CUVEXEIQ, KABE
@opd Ttrou evromileTal éva o@AAua, n dladikacia ammoo@aAudtwong ekivda. O
oTOX0G TNG d1adIKACiag auTig €ival o TTPOCBIOPICPOS TNG TINYAS TOU OQAAPATOG
KaBwg kai n poviun d16pbwar) Tou. Eival rpo@aveég OTi N avAaTITugn TEXVIKWY Ol
OTTOiEG Ba avixveUoouv eykaipwg Kal Ba dilopbwoouv Ta OXeSIAOTIKA OPAAUATA



TIPIV TNV PAdIKN TTapaywyr) Tou JOVTEAOU TOU ETTECEPYAOTH ATTOTEAEI KOBOPIOTIKO
TTAPAYOVTA YIA TNV ATTOTUXIA | PN €VOG OAOKANPWHEVOU KUKAWUOTOG.

H padiki ekTéAeon TTpoypapudaTwy opbng AsiToupyiag PE TUXQIOTNTA ATTOTEAET Eva
ammd TOUG TTIO ATTOOO0TIKOUG TPOTTOUG EVTOTTIOMOU OXEQIOOTIKWY OQAAPATWY.
Maykoouiwg, O MEYOAUTEPEG ETAIPIEG OAOKANPWHEVWY  KUKAWPATWY  £XOUV
KATAOKEUAOEl  €pyOAEia  autopaTnNG TTAPAYWYNS  TUXAiWV  TTPOYPAUPATWY
ATTOOKOTTWVTAG OTNV TaXUTEPN KAl TTANPEOTEPN KAAUWN OAwvV Twv TTlavwv
oevapiwv eAéyxou evog emegepyaoTr). QoTdéo0, TTAPOAO TNV €upeia uI0BETNON
QuTAG TNG MEBODOU, UTTAPXOUV OPICUEVEG €V Yével aduvapieg. AuTEG eival ol
aKOAOUBEG:

1. O evromopdg evog oxedIOOTIKOU 1 KATOOKEUAOTIKOU O@AAUATOG
TTPOUTTOBETEl TNV €KTEAECN TOU  TTPOYPAPMATOC  eAEyXou OpPBOAGg
AeiToupyiag pe TUXaIOTNTA  AQEVOG OTOV TTPWTOTUTIO POVTEAO TOUu
ETTECEPYQOTH) KAl QQETEPOU OE £vVAV APXITEKTOVIKO TTPOCOUOIWTH (O
OTT0i0G €EAYEl TO OWOTO-AVAPEVOUEVO QTTOTEAEOUA). ZTNV OUVEXEIA, TA
armmoteAéopata  ammoé  TIC OUO TINYEG OUyKpivovTal €101 WOTE VA
TTPOCOIOPIOTEl O EVTOTTIONOG 1 un €vOg O@AAuarog (dlogopd oTa
ATTOTEAEOUATA CUVETTAYETAI TOV EVTOTTIONO OQAAMOTOG). ZUVETTWG, N
dladikaoia Tou silicon debug TreplopiCeTal amd TNV a1TddOON TOU
TIPOCOMOIWTA, O OToiog o¢ KABe TePITTTWON €ival TTOANEG TAEEIG
MeyEBouUG TTI0 apydg atTd éva TTPAYHATIKG InXAavnua.

2. Mia akéun tnyn kabuotépnong TnG oAokApwong Tou silicon debug
armmoTeAei 0 pPEYANOG aplBudg atrd  TTpoypdupaTa  eAEyXou  opBng
AeiToupyiag Tou  evroTTiCouv TO 010 OXEDIAOTIKO 1 KATAOKEUAOTIKO
OQAAPa, Ta OTToia Oev PETAPEPOUV KATToIa VEQ TTAnpoQopia yia Tnv
KataoTaon Tou emegepyaaTr. MNMapdAa autd o1 pnxavikoi UAIKOU TTPETTEI
va PEAETAOOUV KABe €va amd auTd LeXwPIOTA YIO va EVTOTTIOOUV TNV
YEVEDIOUPYO aITia Tou QAAPATOS KaBuaTepwvTag TNV O0An diadikaaia.

2710 TTAQio10 AUTAG TNG BIBAKTOPIKAG dIATPIRNS TTPOTABNKE pia peBodoAoyia yia Tnv
emTaxuvon TNG dIadIKACIOG EVTOTTIONOU OQAAUATWY, KATA TN @ACn €AEyXOU TWV
TTPWTOTUTTWY KUKAWUATWY, MECW TNG KATAOKEUAG AOYIOMIKOU auTto-dokiung. H
KEVTPIKN 10éa aQuTAG TnNG MeBGdou éykeiral oTnv alotroinon TNG £UEUTNG
TTOIKINOHOPQPIOG TWV APXITEKTOVIKWY OUVOAOU evTOAwY, dnAadr Tng 1816TNTAG TOUG
va UAOTTOIOUV pia AcIToupyia pe TTEPICOOTEPOUC aTTO £va TPOTTOUGS () SIaPOPETIKA
ME TTEPIOOOTEPEG ATTO Mia DIAQOPETIKEG €VTOAEG). AUTH N E€PEUVNTIKA Epyacia
ATTOOKOTTEI OTNV €TMITAXUVON TNG O1adIKAOIAg EVIOTTIIONOU OQAAUATWY, KATA TN
PAon Tou EAEYXOU TWV TTPWTOTUTTWYV KUKAWMPATWY. Ta TTEIPAPATIKA ATTOTEAECUATO
(Ta otroia €&nxbnoav otnv Mo dIadedouEVN APXITEKTOVIKA UTTOAOYIOTWY, X86)
TMOTOTTOoINCAV TR duvaToTATA  TNG TIPOTEIVOPEVNG HEBODOU, aQeEVOG OTOV
EVIOTTIONO (N TrpoTeIvOpEVn HEBODOG €xel uwnAdTEPO  TTOO0O0TA  KAAUWNG
OQOAPATWY O€ CUYKPION ME UTTAPXOUOEG TEXVIKEG) KAl OTNV ATTOQUYH OQAAPATWY
TTOU QTTOKPUTITOUV TOV EVTOTTIONO VEWV KAl QQETEPOU OTNV ETMITAXUVON TNG
dladikaoiag emTaAnBeuong evog etregepyaocT (n TTpoTeivouevn pEBodOG eival
TTOMEG TAEEIC peyéBoug ypnyopdTepn €vavtl TNG Pacikng dladikaoiag Trou
uloBeteiTal amd TIG eTaupeieg). EmMmpooBeTa, TTpoTdlnke pia péBodog yia Tov
QUTOUOTO EVTOTTIONO TUXAiWV TTPOYPANMATWY TTOU OEV TTEPIEXOUV VEQ -XPNOIUN-
TTANPOQPOPIa OXETIKA ME TNV YEVECIOUPYO aiTia €vOG OQAAUATOG VIO TOUG
Mnxavikoug. O  TTpoTeIVOPEVOS PNXAVIONOSG BacioTnke oTnv  AgiToupyia  Tng
aTTodIauOPPWOnG (deconfiguration), onAadn Mg duvarotntag  va



QTTEVEPYOTTOIOUVTAI TUAHUATA TNG AOYIKAG TOU KUKAWMPATOG XWPIG va eTTNPEACETAI N
AeiroupyikoTNTa TOoUu €TTe€epyacTr. O1 oUYXPOVOl ETTECEPYAOTEG EVOWNATWVOUV
TTOAMG  TuAPaTa  TTAeovaloucag AoyikAG Ta oTroia Ogv  oUPPAAouv oTnv
uAotroinon Twv Baoikwv Agitoupylwv Tou aAANG BeATiwvouv Tnv atrdédoon.
MapdAAnAa, aglotroiwvtag Tn duvaToTNTA TWV TTPOYPANUATWY QUTO-OOKIUAG Yyia
TNV Qvixveuon OQ@AAPATWY KATA TN OIAPKEIA AEITOUPYid TOU KUKAWMPATOG, O
TIPOTEIVOUEVOG UNXAVIOUOG ATTODIOUOPPWVEI OTABIAKA Ta TTAEOVALOVTA THAMATA
TNG AOYIKAG €wg OTOU TO TTPOYPAUMPa Oev VTOTTIOEI KATTOIO G@AAUa (dnAadr], To
TUAMA TNG AOYIKNG TTOU TTEPIEXEI TO OPAAUA EXEI ATTEVEPYOTTOINOEI, UE ATTOTEAECHA
TO TTPOYPAPMA VA PNV TO EVTOTTICEN). TN CUVEXEIQ, TA TTPOYPAUMATA AUTO-OOKIUAG
OMadOTTOIoUVTAl O€ KATNYOPIEG CUMPWVA UE TRV AKOAOUBIa TwV TUNUATWY AOYIKAG
TTOU QTTOdIaNOPPWONKAY aTTd TO KUKAWMA, £TO1 WOTE VO EKTEAEOTOUV OWOTA
(dnAadn, Ta TTpoypduuata TTou PEOW TIG idlag akoAouBiag atTodIaudpPwong
«EKpuyavy» 10 oxedIaoTIKO o@AAua aviikouv oTnv idla katnyopia). Q¢ €k ToUuToU,
Ol UNXQAVIKOi ATTO0QAAUATWONG TOU KUKAWMOTOG PEAETOUV POVO éva TTPOYpaAPua
a1Td KABE KATnNyopia yla va EVIOTTIOOUV TNV YEVECIOUPYO aiTia Tou OQAAuaTog. Ta
TTEIPAPATIKA atToTeAéopaTa (oTnV TTI0 IAdEOOPEVN APXITEKTOVIK] UTTOAOYIOTWV
x86-64) mmoToTToincav Tn duvatoTNTa TNG TTPOTEIVOPEVNG HEBGDOU, aPevog oThV
opadoTToinon TWV TTPOYPAUMATWY QUTO-OOKIUAG TTOU OEV EPTTEPIEXOUV VEQ —
XPAOIUN- TTANPOQOPIa YIa TNV ATTOCQOAPATWON TOU KUKAWMPATOG KAl QQETEPOU
otnv emTaxuvon NG diadikaoiag eTTaAnBeuong evog emegepyaoTr|. Q¢ €k ToOUTOU,
Ol TIPOTEIVOUEVEG HEBODOI TTETUXAIVOUV:  (A) TOV EVTOTTIONO OXEDIQOTIKWV
OQOAPATWY KAl KATAOKEUAOTIKWY OQOAPATWY Kal (B) TN BeATiwon Tng diadikaoiag
QTTOOQOANATWON TOU KUKAWMOTOG KAl KATA CUVETTEIQ OTnVv €mTayxuvon silicon
debug.

A@oU oAOKANPpwOEI 0 €EOVUXIOTIKOG EAEYXOC TWV TTPWTOTUTTWYV HOVTEAWV €VOG
OAOKANPpwHEVOU KUKAWMOTOG, akoAouBei To o1ddio Tou manufacturing testing. To
manufacturing testing atroteAei avammdéoTTaoTO KOUUATI TNG OXEDIACTIKAG AAUTCidag
KATA TO OTIOI0 EKTEAEITAI O TEAEUTAIOG TTOIOTIKOG €AEYXOG TOU OAOKANPWUEVOU
KUKAWMPOTOG KaTtd Tnv padikn mrapaywyrn Tou emegepyaotr). O oTOX0G TOU
manufacturing testing €ivali 0 €EVTOTIIOYOG OTTOIOUOATIOTE  KOTAOKEUAOTIKOU
OQAAJOTOC TO OTToio TTOpPEl va Béocel oe kivdbuvo Tnv opBr) Acitoupyia Tou
ETTECEPYQOTH).

H Biounxavia 0AOKANPWHEVWY KUKAWPATWY £XEI TTIPOCAVATOAIOTEI OTNV AvATTTUEN
TTOAUTTUPNVWYV KOl TTOAUVNUATIKWY ETTECEPYAOTWYV, Ol OTTOIOI AV KOl AEITOUPYOUV O€
XOUNAOTEPEG  OuXVOTNTEG  TTAPEXOUV  UWNAR  UTTOAOYIOTIKI}  10XU  KOaBwg
eKUETAAAEUOVTAl Ta TTOAAATIAG vApOTO KAl TOUG TTOAAOUG TTUPVEG yia TOV
TTOPAAANAIOPO TNV €KTEAEONG €VOG TTPOYPAUMATOG. MapAdAANAa, OAEG oI TEXVIKEG
TTOU €XOUV ETTIVONOEI yIa TNV QVTIUETWITION TWV TTPORANUATWY AIOTTIOTIAS TWV
OUYXPOVWYV UIKPOETTEEEPYAOTWY TTPETTEI VO aKOAoOUBroouv Tnv YeTdBacn atmd Tnv
ETTOXN] TWV UTTOAOYIOTIKWY OUCTNUATWY ME MOVO TUpAva o€ TTOAAATTAWV.
EidIkOTepa, o1 UEANOVTIKEC TEXVIKEG €AEyXOU O0pPOBNRG AciToupyiag TTpETEl va
QgIOTTOINOOUV TOV £UQUTO TTAPOAANAICPO TWV OUYXPOVWYV ETTECEPYOAOTWY, £TOI
WOTE VA PEIWOOUV TN OUVOAIKH SIAPKEIQ TWV TEXVIKWYVY EAEyXOU OPOAC AsiToupyiag,
BeATiLwvovTag TO Xpovo d1dBeong oTnv ayopd, aAAd xwpig va uttoBaduioTei n
ATTOTEAEOUATIKOTNTA TOUG OE OXEON HE TO TTOCOOTO KAAUWNG OPAAPATWYV.

210 TTAQioI0 auTthg TNG OISOKTOPIKAG dIaTpIBG TTpoTddnke n  pebodoAoyia
Multithreaded (MT) Software-Based Self-Testing (SBST). H upeBodoloyia autn
QTTOOKOTTEI TNV BEATIOTOTTOINGN KaI ETTITAXUVON TNG OTPATNYIKAG €AeyXou OpOAg
AEITOUPYIAG TWV TTOAUVNUATIKWY KAl TTOAUTTUPNVWY ETTECEPYACTWV PEOW TNG



Xxprnong Aoyiopikou autéd-0okiung (functional self-testing). H uloBétnon Tou
AOYIOUIKOU auTO-OOKINNAG atroTeAel  avatmméoTracto TUAMA Tou manufacturing
testing kKabwg: (a) emMTPETTEI TNV €KTEAEON TOU AOYIOMIKOU QUTOOOKIUNG OTn
ouxvotnta  Asitoupyiag  Tou  eTreepyaoTtny Kal (B) TNG  MN-TTAPEPBATIKAG
OUpTTEPIPOPAG OTN AsiToupyia Tou (Oev TTPOCBETEI VEO UAIKO). o ouyKekpIpéva, o
¢AeyxoG opBn¢ Asitoupyiag pe TN XpHon AOYIOPIKOU auTO-OOKIUNG EKTEAEITAI WG
€€NG: éva TTpOypaPpa epappodel éva ouvolo atmd dedopéva €100dou (Ta oTroia
evepyoTroloUv KABe TMOavA KATAOTAON TOU KUKAWWMATOG) KOl OTn OUVEXEIX
OUAAéyel Ta atroTeAéopata €€60ou (aTTd TNV KUPIA PVAPN TOU CUCTHPATOG) Ta
OTTOIa KQI CUYKPIVEI JE T CWOTA-AVAPEVOUEVA £TOI WOTE VA BIATTIOTWOEI €AV €XEl
EVTOTTIOTEI KATTOIO KOTAOKEUAOTIKO O@AAYA. ZTNV TTEPITITWON EVTOTTIOUOU €VOG
KATAOKEUAOTIKOU OQAAUATOG TO OUYKEKPIUMEVO TIPOIOV ATTOCUPETAlI ATIO TNV
TTapAywyr). ZTNV €PEUVNTIKI AUTH €pyacia TTpoTddnke pia upeBodoAoyia TToU
QTTOOKOTTEI OTA £EAG:

1. Na aglommoifoel oto MPEYIOTO TIG OUVATOTNTEG TTAPAAANAICUOU  TTOU
TTapEXoUV Ta TTOAAQTIAG vAuaTa Kal TTupriveg Tou etmeepyaoThy. Ta
TTEIPAPATIKA ATTOTEAECHATA POG DEIXVOUV OTI O TTPOTEIVOUEVOG OAYOPIBUOG
XPOVOTTpOoypaupaTiopyou (oTov emetepyaoty OpenSPARC T1) emrayuvel
TO XPOVOo €eKTEAEONG TOU AOYIOMIKOU aQuTOOOKIUAG, KATA 3.6X QOpég o€
eTTiTTed0 TTUPVA, €VW OUVOAIKA ot emitredo eme€epyaoTy €éwg 6.0X o€
OUYKPION ME TNV EKTEAEON TOU AOYIOMIKOU O€ £va POVO VAPO EKTEAEONG.
EmmmAéov, o€ OUyYKpION ME MIA ATTA} TTOAUVNUATIKA EKTEAEON TOU
AOYIOMIKOU QUTO-OOKIUAG O TIPOTEIVOPEVOG AAYOPIOUOG  JEIWVEL TNV
O1Gpkeia  ekTéNeoNG kKatd 33% kai 20% o€ emimedo TTUPAVA  Kal
ETTECEPYQOTH) AVTIOTOIXA.

2. Na diarnpAiocel o uywnAd etitTeda 1O TTOOOOTO KAAUWNG €AATTWHATWY
UAIKOU (oxedov 90% o€ OAOKANPO TOV ETTECEPYAOTH O OTTOIOG ATTOTEAEITAI
atro 1.5 ekaTtoupUpIa AOYIKES TTUAEG) Kai

3. Na BeAtioTotroijoel 10 TTO000TO KAAUWNG €AATTWHUATWY UAIKOU OTd
TMAMOTA AOYIKAG OTTOU OXETICOVTAI PE TNV TTOAUVNUATIKA KAl TTOAUTTUPNVN
ekTéAeon. H pebodoAoyia MT-SBST emmiTaxuvel onuavTikd tn diadikaoia
eAEyXou opBNG Acitoupyia evog eTTeCepyaaTr], evw TTAPAAANAa BeEATILVEI
OUVOAIKA TO TTOOOOTO KAAUWNG EAQTTWUATWV.

H ouvexwg augavouevn moavotnTa EUPAVIONG CQOANATWY UAIKOU KaTd Tn
dldpkela  Asitoupyiag evog emetepyaoTh (in-field verification), odriynoe otnv
€l0aywyn MNXaviopwy emaAfBeuong TnG opBri¢ Toug Asiroupyiag. 1o TTAQiCIO
autig Tng OIBAKTOPIKAG dIatpIfrig, UAOTTOINONKE Eva  epyaAcio  autouatng
€1I0aYWYNG MOVIMWY CQAAUATWY (permanent) oTnv OaPXITEKTOVIKI X86-64 (n TTio
O100edOUEVN APXITEKTOVIKI] UTTOAOYIOTWY, XPNOIYOTIOIEITAI aTTd TIG €TQIpiES Intel
Kai AMD). To epyaAcio autd evowpatwlnke oTov eupéwg O1adedouEvo
APXITEKTOVIKO TTpocopolwTr) PTLsim. Kartdmiv, avaAubnke oe BdaBog n emmidpaon
TTOU £XOUV TA POVINO OQAAUATA (UOVA KOl OE OPIOPEVEG TTEPITITWOEIS TTOAATTAQ)
OTOUG €CAC INXAVIOUOUG:

e Mnxaviouog TpoBAewns diakAddwong (branch prediction unit): O
MNXOVIOPOG auTOg TTPORAEWEI TNV ETTOUEVN EVTOAN TTOU Ba eKTEAEOTEI ATTO
Tov eTTegepyaaTr) Baoi{OPEVOC OTO TPEXOV IOTOPIKO EKTEAEONG.

e Mnxavioudéc €K Twv TIPOTEPWV TTPOOKOMIONG Oedopévwy  (data
prefetching). O pnxaviopog autdg avalnTd CUYKEKPIYEVA TTPOTUTTIA OTOV



TPOTTO TIPOCPRACNG OTNV IEPAPXia PVAUNG. 2TNV TTEPITITWON  OTTOU
dIaToTWOEN OTI £€va CUYKEKPIPEVO TTPOTUTTO ETTAVAANPOET APKETEC POPES
(to TAABog kaBopiletal KaTd TN OXEdiAOn TOU WPNXAVIOUOU), TOTE
TIPOXWPAEI 0TV TTPOWPEN TTPOCKOMION OEOOUEVWY ATTO TNV PVAPN TOu
ETTECEPYOOTN £TOI WOTE VA ATTOPEUXOOUV HEANOVTIKEG KABUOTEPNOEIG
oTnV eKTEAEONG AOYW AOTOXIWV OTN UVIUN OEOOUEVWV.

H 181a1TepOTNTA TWV CQAAPATWY OTOUG PNXAVIOPOUG AUTOUG EYKEITAI OTO YEYOVOG
OTI eTTNPEAlOUV ATTOKAEIOTIKG TNV aTTOd00N TOU TTEEEPYACTH KAl OXI TNV 0pBOTNTA
TNG €KTEAEONG. Katd OUuVvETTEIQ, N €KTEAEON €VOG TTPOYPAUUATOG UTTOPEI va
KaBuoTeprioel va OAOKANPwOEi egaitiag Twv OQOAPNATWY OTOUG HNXAVIOUOUG
augnong Tng amodoong. Ta TTEIPAPATIKA atroTeEAéopaTa utTodnAwvouv Ot €va
MEYAAO TTARBOC CQOAPATWY OTOUG TTPOAVOPEPOEVTEG PNXAVIOWOUG €TTNPEAOUV
TNV a1rédoon Tou e1TeCepyaonTh (EWG T0 96% TWV POVIHWY COAAPATWY avOASdYwS
TO MUNXQVIOUO Kal TO €KTEAOUPEVO TTPOypaupa). MapdAAnAa, n emidpaon Twv
OQOAPATWY OTNV ATTOdOCN TOU CUCTAMATOG PTTOPEI va gival KaTaoTpo@ikr. la
TAPABEIYUA, OQAAYATA OTO  PNXAVIOUO €K TWV  TIPOTEPWY  TTPOCKOUIONG
OEDOUEVWV PTTOPEI VA ETTIBAPUVEI TRV ATTODOOCN VOGS CUCTANATOS WG 26%.

EKTOG a1rd TNV agloAdynon Twv JOVIHWY OQAAUATWY OTOUG PNXaviououg auénong
TNG ATTOdOO0NG, TIPOTABNKAV TEXVIKEG VIO TNV AVIXVEUON KOl avoxr MOVIMwV
OQOANATWY UAIKOU OTOUG pnxaviopoug TrpoBAewng diakAdadwaong. Eidikétepa, n
QViXVeUOn ETTITUYXAVETAI JEOCW TNG aglotroinong TG autouarng d1dpbwong Twv
MNXaVIOPWYV TTPOPRAEWNS BIAKAGdWONG, VW N Avoxr MEOw TNG avadiauopPwaong
TOU UAIKOU. Ta TTPWTOTUTTA TTEIPANOTIKA OTTOTEAEOUATA AUTAG TNG OIOAKTOPIKAG
d1aTPIRNS KABIoTOUV €UV TN BETIKN ETTITITWON TWV TTPOTEIVOUEVWYV UNXAVICHWYV
yIQ TNV avixveuon Kal avoxr @aAPATwWY UAIKOU.

Ta uTToAOYIOTIKA ocuoThuaTta €xouv OIEIodUCEl, TTEPICCOTEPO ATTO TTOTE, OTIC
KaBNUePIVEG dPaoTNEIOTNTEG TNG KoIvwviag pag. MapoAa autd, o1 TEXVOAOYIKEG
e€eliCeig, TOoo oTnV TEXVOAOYia UAIKWY 600 Kal OTNV QPXITEKTOVIKI] UTTOAOYIOTWYV,
TTOU Mdag odnyolv Ot aQuTd Ta aglobaupaoTa  €TMITEUYUATA, QUEAVOUV TnV
avaglomoTia TwV  UTTOAOYIOTIKWY KUKAWPATWY  B€TOovVTag, TauToxpOvwg, OE€
KivOBuvOo Tnv KOIVWViO HOG.  2UVETTWG, TOOO Ol  ETAIPIEG  KATOOKEUNG
OAOKANPWUEVWY KUKAWPATWY 000 Kal N akadnuaikr KovoTnTa €ival avaykaio va
eQeUpEl VEEG AUOEIG KOl VO QVATITULEl KAIVOTOPES TEXVIKEG TTOU VA QVTIMETWTTICOUV
TO KpPIioIYo TTPORANUA TNG AVagIOTIOTIOC TwV CUYXPOVWY AAAG Kal PMEAAOVTIKWV
eTTeCepyaoTwyV. EIDIKOTEPA, O HEAAOVTIKEG QPXITEKTOVIKEG UTTOAOYIOTWYV Oa TTPETTE
va SIEUKOAUVOUV 0G0 TO dUVATOV TTEPICCOTEPO TO EAEYXO OpONG AsiToupyiag evog
UTTOAOYIOTIKOU KUKAWMATOG O€ OAEG TIG PAOEIG TIG OXEDIOOTIKNAG aAucidag. AuTh n
d10aKTOPIKN dI0TPIR aTToTEAEI éva onUAVTIKO BANG TTPOG QUTH TNV KaTeuBuvon.
EidikéTepa, Tpoteivovtal véeg ueBodoAoyieg PaoifOueveg OTIC aKOAOUBEG
BepeNwdEIC OXEDIAOTIKEG TTPOBIAYPAPES: (a) XapNAoU KOOTOUG AUCEIG O€ EVEPYEIQ
oAAG kal TTOAUTTAOKOTNTA Kai (B) auTopaTtoTtroinon, PE OKOTTO TNV AVTIUETWITION
TWV TTPOKANCEWY TOU €AEYXOU QEIOTTIOTIAC TWV KUKAWUATWY € OAOKANpO TOV
KUKAO CWwNG TOUG.

Ta epeuvnTiKG ammoteAéopata auTtAc TNG OI0OKTOPIKAG dIaTPIBAS avoiyouv
OIGTTAaTA TO OPOUO OE VEEG EPEUVNTIKEG OPAOTNPIOTNTEG. EIBIKOTEPA, OTA TTACiCIA
Tou silicon debug, o1 PEAAOVTIKEG TeXVOAOyieg eviomopou kal &16pBwong
OQOAPATWY Ba TPETTEl va  €MKEVIPWOOUV 0TV AUTOUATOTTIOINCN KAl OThv
TUTTOTTOINON TNG O1AdIKOCIAG AVIXVEUONG KAl  ATTOCQOAPATWONG OXEDIQOTIKWY
OQOAPATWV. Emmpdobera, autiq n  didakTopikry OlatpIif) ammédeige TNV
ATTOTEAEOUATIKOTNTA  TNG  UI0BETNONG  TOU  AOYIOMIKOU  AUuTO-OOKIUAG  OThV



emMTAYXUVON Tou manufacturing testing dlaTNPWVTOG €va  €CAIPETIKA  UWPNAO
TTO000TO KAAUWNG eAATTWPATWY. H emiTuxia autig TN neBddou Ba utTopouce va
armmoTeAé0El  pia  KATEUBUvVON  yId  TOUG  MEAAOVTIKOUG  MIKPOETTECEPYAOTEG.
EmmpdoBeta, n ouvexwg aufavouevn avdaykn yia UTTOAOYIOTIKG OUCTAUATO
upnAwyv emddoewv wOEi TOU APXITEKTOVEG ETTECEQPYACTWY OTNV TTPOOBNKN
TTOAMWY PNXaVIOPWY aug¢nong tng amodoong otn oxediaon evog €TTECEPYAOTH.
QoT1600, N 0pbr AsiToupyia ATTOTEAEI TTPWTAPXIKO OTOXO £WG TWPA £VAVTI TNG
owoTh Agitoupyiag oAAd  oTa  avapevopeva  xpovikd TrepiBwpia.  Auth N
OI00KTOPIKN dIATPIP) KATEDEIEE UE EPPATIKO TPOTTO OTI TA 0QAAPOTA UAIKOU OTO
TMAMATA TNG AoyIKAG TTou cupBdAouv oTnv aug¢non Tng atrdédoong PITopouv va
odnyrnoouv o€ CNUAVTIKI aTTOKAION TNG a1TOdO0NG TOU ETTECEPYATTH) OE OXEON HE
TNV QVAPEVOUEVN CUMTTEPIPOPA TOU. ZUVETTWG, Ol MEAAOVTIKOI ETTECEPYAOTEG
TIPETTEl VO EVOWMPATWOOUV £va TTANB0G PNXAVIOPWY YIO TOV OUVEXN EAEYXO TNG
emidoong evog CUCTANATOG Kal va €ival og BEon va avTIETWTTICOUV TTEPITITWOEIG
aoToxiog. TEAOG, pia onuavtikl JEANOVTIKY €PEUVNTIKI] KATEUBUVON ATTOTEAEI O
EVTOTTIOMOG TEXVIKWY Ol OTTOIEG VA UTTOPOUV VA EQAPPOOCTOUV O€ OAA T OTAdIA TNG
oXeOIOOTIKAG aAUCidAg, aTTd Ta TTPWTOTUTTA PHOVTEAQ EVOG ETTECEPYQOTR MEXPI TV
KAVOVIKI], TTAPAYWYIKK], ETTIXEIPNOIAKNA, EYTTOPIKN TOU AEITOUpYia.

2UMTTEPACHATIKA, MIO CWTIKAG oNPaciag TTPOKANCT TwV HEANOVTIKWYV TEXVOAOYIWV
ATTOTEAEI N KATAOKEUN UTTOAOYIOTIKWY CUCTNPATWY Ta oTroia Ba A&itoupyouv pe
AgIOTTIOTIA CUPQWVA PE TIG TTPOdIAYPAPESG KATAOKEUNG TOUg. AUTH n OIOOKTOPIKI)
olaTpIRR TTPOTEIVEI KAIVOTONOUG UNXAvIOUOUG OTTOOKOTTWVTAS OTh BeATiwon Tng
atrodoTIKOTNTAG TNG ETTAAABEUONG TNG AEITOUPYIag EVOG HIKPOETTECEPYATTH O OAN
TNV dIAPKEIa AgIToupyiag Tou, PE dITTO OTOXO, NTOI TO UYNAO TTOOOOTO KAAUWNG
OQPAAUATWY Kal T MIKpOTEPN OduvaTh emPBdpuvon oOTn  oxediaon Tou
UTTOAOYIOTIKOU ouOoTHUATOG. EATTICOUNE OTI OUVEIOPOPES TTOU TTAPOUCIACOVTAl OTO
TTAQiolo auTAG TNG BIBAKTOPIKNAG dIATPIRNAS va TTPOWBNCOUV aKOPN TTEPICCOTEPO
TNV €peuva oTNV avAaTTTUEN agIOTTIOTWY UTTOAOYIOTIKWY ouoTANATWYV. MapdAAnAa,
va Bpouv gupeia attixnorn oToug JEANOVTIKOUG ETTEEEPYAOTEG.
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Architectures for Dependable Modern Microprocessors
1. INTRODUCTION

Information and Communication Technology (ICT) systems are growing
exponentially powered by the progress in semiconductor technology and in
computer architecture. Semiconductor innovation has repeatedly provided more
transistors (Moore’s Law [73]) for roughly constant power and cost per chip
(Dennard Scaling [35]), while computer architects took these rapid transistor
budget increases and discovered innovative techniques to scale processor
performance. A recent study [31] measured that technology scaling and
architecture improvements contributed almost equally to computer performance
growth, with architecture credited with ~80x improvement since 1985. Thus, the
combined effect of technology and computer architecture makes microprocessors
the most complex and immensely powerful application of the electronics.

The same path that is leading technology toward these remarkable achievements
is also making microprocessors increasingly unreliable posing a threat to our
society. Device integration, design complexity along with the compelling
requirement to diminish the Time-to-Market (TTM) are expected to dramatically
reduce semiconductor product quality: as the transistors and wires shrink and the
circuits complexity increases, microprocessors are becoming more prone to
failures, show larger differences in behaviour although they are designed to be
identical and have higher susceptibility to environmental-induced phenomena.
The vital challenge of future technologies is to build dependable systems. That is
the goal of this thesis; to provide solutions to the dependability challenges posed
from the current and future microprocessor products.

1.1 The ecosystem of a microprocessor

Nowadays, the pervasiveness of microprocessors in our society goes far beyond
the wildest imagination, from their humble beginning (on 1971’s Intel introduced
the first commercial processor, Intel 4004 [33]). Worldwide combined shipment of
electronic devices (such as, Desktop PCs, Portable PCs, Smartphones and
Tablets) is projected to reach 2.5 billion units until 2017 (Figure 1).

2500 e Desktop PC Portable PC [l Smartphone [l Tablet -

1,500

1,000

2012 2013 2014 2015 2016 2017
(actual)

Figure 1: The evolution of global connected electronic devices. Desktop PC, portable PC,
smartphone, and Tablet shipment through past to present and the forecast for the future
(source: IDC, www.idc.com).
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Chip manufacturers have been striving to increase microprocessor’s performance
by cramming more and more transistors into a silicon die. Throughout the last
decades, transistors have conducted electricity along a planar surface of a silicon
wafer. Today, tri-gate or multi-gate transistors mark a major change In
semiconductor technology. Three dimensional transistors deliver superior levels
of scalability extending the life of Moore’s Law. Currently the feature size of the
most new chips in massive production is in the range of 22nm and some chips
are starting to use 14nm technology (Intel’'s, code-name Broadwell [55],
microarchitecture will be shipped during the second half of 2015). The
miniaturisation process of transistor technology is set to continue and we expect
more than 61 billion transistors (Figure 2) in a single die by 2020 (3x increase
compared to the design density we have today).

Millions of Transistors/Chip 61,707
38,873
24,488
15,427
9,718
6,122
3,857
2,430
1,020
2004 2006 2008 2010 2012 2014 2016 2018 2020
year

Figure 2. Current and future projections of design density, measured in millions of
transistors per chip (source: International Technology Roadmap for Semiconductors, ITRS,
2008 update, Mentor Graphics).

As manufacturing technology provides higher transistor density, microprocessors
exploit the additional transistors to boost their efficiency. Figure 3 shows the
growth in processor performance since the mid-1980s. An arsenal of performance
enhancement techniques, such as aggressively speculative mechanisms (e.qg.:
sophisticated branch prediction units, data and instruction prefetch mechanisms,
value predictors), higher capacity caches, resource-, data-dependency handling
structures and massively parallel pipelined processing elements allocate the
additional area in silicon estate to exploit the available Instruction-, Thread-, and
Data-Level Parallelisms (ILP, TLP, DLP, respectively). To be so powerful,
processors have become extremely complex systems, making the design and
manufacturing of these devices a major challenge for the semiconductor industry.
Major semiconductor companies such as Intel, AMD, ARM and IBM are forced to
dedicate hundreds of engineers to continue to advance microprocessor
technology and deliver better performance to end-users.
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Figure 3. Growth in processor performance since the mid-1980s. This chart plots
performance relative to the VAX 11/780 as measured by the SPECint benchmarks. Prior to
the mid-1980s, processor performance growth was largely technology driven and averaged
about 25% per year. The increase in growth to about 52% since then is attributable to more
advanced architectural and organizational ideas. Since 2002, processor performance
improvement has dropped to about 22% per year due to the following hurdles: (a) heat
dissipation, (b) little Instruction-Level Parallelism (ILP) left to exploit, and (c) limitation lay
by memory latency. These obstacles signal historic switch from relying solely on ILP to
Thread-Level Parallelism (TLP) and Data-Level Parallelism (DLP) [47].

As microprocessor designs grow in complexity, it becomes increasingly harder to
verify them and ensure that they operate properly. Design houses report [93] that
today verification efforts significantly overweight design activities, since the ratio
between the size of the design and debug teams has reached 2:1. We can only
expect the situation to exacerbate with future performance demands, to the point
that high-quality verification of microprocessors will no longer be possible with
traditional means. Unless the verification demands of the modern microprocessor
are answered, chips released to the public will become more and more unreliable
containing significant numbers of design bugs and manufacturing defects.
Clearly, an efficient verification process can make the difference between the
success and the failure of a microprocessor product.

Putting it all together, a modern microprocessor has the following characteristics:
(a) billions of transistors, (b) integrates complex micro-architectures, and (c) is
implemented on top of unreliable fabrics. Meanwhile, users expect a
microprocessor to remain reliable and to continue to deliver the rated
performance. This challenge will undoubtedly require a major paradigm shift in all
aspects of microprocessor design — fabrication, design, debug, and testing. This
thesis provides solutions to the dependability challenges posed throughout the
life-cycle of a microprocessor product.

1.2 Design life-cycle of a microprocessor

The aggressive transistor scaling and the ever-growing design density have
enabled microprocessors performance to boost at a dramatic pace; however, the
required effort to manufacture modern microprocessors is continuously
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increasing. The microprocessor life-cycle consists of the following high-level
phases (Figure 4).
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Figure 4: The life-cycle of a microprocessor product. The design flow is comprised of a
series of steps that considers the design planning, the development of the specified
functionalities and the implementation of the silicon die. Along with the development flow,
the design is progressively verified (reliability estimation, pre-silicon verification, silicon
debug, manufacturing testing, and in-field verification), to ensure that, the microprocessor
adheres to the design specification.

Design planning: Computer architects define the microprocessor product design
and manufacturing strategy. In particular, product requirement analysis, targeted
market segment, technology selection, design methodology and tool selection
constitute the vital tasks of design planning. For example, the architecture team
explores the feasibility of diverse core architectures and verifies whether they
provide the expected benefits, in terms of functionality, performance and power
budget. In addition, the design team tests out new circuit ideas with test chips,
and evaluate radical modifications in circuit and layout process. Table 1 illustrates
three key product requirements specified within design planning.

Table 1: Microprocessor product requirements analysis specified during design
planning phase.

Market Product Requirement
Segment
Server High throughput server Performance, reliability
Desktop High performance desktop | Performance
Mainstream desktop Balanced performance and cost
Low-cost desktop Lowest cost at required
performance
Embedded | Smartphone Ultra-low power budget

Development: Within this phase the microprocessor is developed and
manufactured based on the design specifications set on the design planning
phase. The development process starts with the definition of the microprocessor
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features that are visible to the Operating System (OS) and to user applications,
such as the Instruction Set Architecture (ISA).

Table 2: The architecture-related features of a microprocessor defined within
development phase.

Features Possible choices
Operand types Register, Register/Memory, Memory
Data formats Integer, Floating-point, SIMD

Absolute, Register indirect,
Displacement, Indexed

Fixed or Variable, #of registers,
Immediate size

Data addressing modes

Instruction encoding

Then, during microarchitecture development process the detailed implementation
of the specified architectural features (i.e. assembly instructions), various logic
elements (such as, functional, control and memory blocks) as well as the
interaction among them are developed. Microarchitectural modifications can
noticeably improve performance, while remaining transparent to the higher level
of the system stack. Microprocessor characteristics and functionalities are
described through an architectural model of the device, typically written in a high-
level programming language, such as C++. This model represents the first
formalized reference of the final system’s behaviour. Then, the logic design aims
at generating a formal description of the logical behaviour of all the components
and the interaction among them. A Hardware Description Language (HDL), such
as Verilog or VHDL, is exploited to describe and simulate the hardware design.
Depending on the level of abstraction a hardware description language can range
from the behaviour level (i.e. maps major microprocessor events without the time
notion), the Register-Transfer Level — RTL (i.e. models the processor clock along
with the detailed description of the events occurred in each clock phase) to the
structural level (i.e. the gate-level implementation of the design). The last phase
on the development cycle of a microprocessor incorporates the circuit and layout
design process. The former generates the transistor-level specification of the
logic modelled through the HDL, while the latter maps transistors and wires on
the different layers of the material to make up the circuit. The layout step
constitutes the transition between a simulation-based to the silicon-based design
implementation.

Production: On silicon ramp the first silicon prototypes are manufactured and
thoroughly validated. Design fixes that adjust microprocessor performance and
functionality according to design specifications are applied. Then, the massive
volume production starts.

Runtime: The last phase on the design life-cycle of a microprocessor, where the
product is shipped into the market. The manufactured microprocessor is
functional and adheres to the design specifications. From this point onwards, the
design teams have no interaction with the developed design.

1.3 Dependability life-cycle of a microprocessor

Dependability — the trustworthiness of a computing system which allows reliance
to be justifiably placed on the service it delivers [39] — constitutes an integral part
of computer architecture. Dependable operation of computing systems is a key
challenge for the whole information and communication technology since almost
every human activity relies largely or even completely on computing systems.
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Computer architects are facing progressively more challenges in ensuring
microprocessor products to be free of design bugs and hardware errors, due to
the ever-growing design complexity and the continuously shortening time-to-
market. Design bugs and hardware errors are detected either before chips
fabrication, during pre-silicon verification, or after fabrication, during silicon debug.
Without major breakthroughs, microprocessor verification will be a non-scalable,
a show-stopping barrier to further progress in the semiconductor industry.

The development of a microprocessor is coupled with a sequence of verification
tasks. Throughout this process, validation engineers utilize a multitude of
verification tools to ensure that the design adheres to its specifications.
Microprocessor dependability tasks can be grouped into five categories, based on
where they intervene in a microprocessor’s lifecycle (Figure 4):

Reliability Estimation: Early assessment of the expected reliability of a
microprocessor is a critical task which steers the design decisions related to the
required mechanisms for the in-field error detection and protection. Such fault
tolerance mechanisms may impose significant area, power and performance
overheads. Straightforward guard-banding of the system with inaccurate
knowledge of the effect of hardware faults can easily make the costs of protection
against hardware faults excessive. For example, typical memory error detection
and protection techniques can have a cost (in terms of added memory capacity)
which ranges from 1% to 125% depending on the detection and protection
capabilities of each technique [80]. Clearly, the selection of the most appropriate
protection technique depends on the required reliability levels and studies of its
inherent resiliency to hardware faults. Detection and protection mechanisms
against any fault model must be decided as early as possible to avoid costly re-
design cycles for late integration of such mechanisms. However, early decisions
on the protection mechanisms are hard to make because during the early stages
of a system design a formalized model of the system is missing.

Pre-Silicon Verification: it is mainly based on simulation at different levels of
abstraction [13]. Despite its maturity and the tremendous utilization of computing
resources, it is impossible to guarantee that all design bugs have been fixed
before tape-out [62] because only a small number of functional scenarios can be
simulated during pre-silicon verification. Statistics show that 12% of design bugs
slip into first silicon prototypes and almost 50% of microprocessor chips require
extra unplanned tape-outs due to bugs found in the first manufactured chips [4].
During pre-silicon verification, simulation-based tests, run on RTL model, are
compared to those of the known-correct (or “golden”) architectural model and
discrepancies, indicators of design bugs, are identified and fixed. In addition, pre-
silicon verification engineers employ formal methods, which can check
correctness of a design using mathematical proofs and can thus guarantee the
absence of certain types of errors. Unfortunately, formal methods cannot handle
complex RTL models due to their limited scalability; therefore, their usage is
limited to a few small critical blocks.

Silicon debug: it targets to ensure that a chip’s actual silicon implementation fully
matches its specification, that is, the planned intended behaviour of the device.
Silicon debug — the process of validating and debugging a new microprocessor
design on its first silicon prototype chips — has evolved to a critical, time-
consuming, and labour-demanding step in a chip’s development flow [2]. The
underlying reasons for this unmanageable complexity lie in the inability of
validation techniques to keep pace with the highly integrated microprocessors.
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Recent trends [37] show that the time spent from the arrival of the first silicon
prototype chips to high volume production is steadily growing, while the ratio
between the size of the design and the debug teams has reached 2:1. Thus,
efficient silicon debug approaches that promptly detect and eliminate the majority
of design bugs before volume production can make the difference between
success and failure of a microprocessor product [82]. During silicon debug a
comprehensive suite of test programs (such as automatically generated random
test programs, legacy tests and real world applications) covering many test
scenarios are executed on the prototype chips to detect any abnormal behaviour
that stems from a design bug. The application of automatically generated random
test programs on the prototype microprocessor chips is one of the most effective
parts of silicon debug [20]. When a bug is found at this stage, the RTL model is
modified to correct the issue and the chip must be manufacturing again.
Furthermore, volume production may be further prolonged due to bugs that lurk
behind other bugs. These blocking bugs stall the execution of the subsequent
tests, since no workaround exists and therefore additional re-spins are needed.

Manufacturing testing: Manufacturing testing constitutes an integral part on
microprocessor verification cycle. The reason for that is the existence and
effectiveness of test metrics such as stuck-at coverage, transition fault coverage
and N-detect coverage. When a sufficient level of defect coverage is reached the
microprocessor design enters the production stage, where a last quality control is
performed to detect any manufacturing defect. Manufacturing testing techniques
aim at maximizing the fault coverage (i.e. the population of hardware faults
detected through fault simulation), while minimizing test costs, in terms of time
and resources. Overall, the manufacturing testing methods applied to this step
attempt to achieve the target defective parts per million (DPPM) rate that high-
quality product development demands. High-volume manufacturing (HVM) [107]
testing of microprocessors incorporates both functional and structural test
approaches. The functional testing methods, such as the Software-based Self-
testing (SBST) utilize the on-chip programmable resources to apply at-speed the
test stimuli and collect the test responses from memory to make the pass/fail
decision. On contrast, the structural test approaches exploit the knowledge of the
circuit structure and the corresponding fault model to generate the test patterns.
For example, scan-based testing, replace the storage elements with scan cells,
and connecting them into shift registers to provide access to the internal state of
the circuit. Structural testing usually places the circuit in specific self-test mode
and cause excessive test power consumption, over-testing, and thus may lead to
yield loss, compared to functional testing.

In-field Verification: Technology miniaturization, design complexity, shrinking
time-to-market windows, wear-out effects and the environmental impact increase
the failure probability of modern design and steer microprocessor manufacturers
to integrate numerous in-field verification mechanisms. Dual- and triple-modular
redundancy are traditional in-field fault tolerance techniques, which can detect
and correct hardware errors, but only at high costs. Others in-field fault tolerance
technique to protect memories, buses or other microprocessor array structures
are the parity mechanism and the error correction codes (ECC). In the literature,
several in-field verification techniques have been proposed for SRAM caches [5]
[28] [8] as well as mechanisms to protect pipeline flip-flops and combinational
logic [23] [84] [94].
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Figure 5: Design bugs and hardware errors distribution throughout microprocessor’s life-
cycle.

1.4 The nature of a failure

Throughout the lifetime of a microprocessor product, its silicon fabric is subject to
a variety of failure mechanisms that can cause device failures. As the transistor
dimensions scale to smaller sizes, the silicon failure mechanisms get aggravated.
The types of failures that are expected throughout the life-cycle of a
microprocessor (Figure 5) are the following:

Design bugs: Logic, electrical and process-related bugs [16] [29] may be
introduced into microprocessor products during design specification and
implementation phase. Follows an analysis on the common sources of bugs [50]:
The limited capacity and performance of verification techniques, which do not
keep pace with the growth in the amount and complexity of the developed code,
along with the growth in design complexity increase the trend of having
inadequately or incorrectly specified and implemented designs. Furthermore,
synthesis tools may hamper the accuracy of the synthesized design. As a result,
discrepancies between the intended and the developed functionality may exist.
Place and route process is another source of bugs. For instance, the physical
specification requirements may partial be achieved during the layout process. In
addition, the combination of process variation and smaller design margins prevent
microprocessor products from functioning at the intended frequency, while
dynamic power consumption and crosstalk effects may randomly flip values of
memory cells. Technology scaling, model inaccuracies and the lack of efficient
design-rule-checking tools may increase these sources of bugs.

Several years of experience of microprocessor manufacturers have shown that
numerous important design bugs escape (so called, errata bugs) in production
silicon despite the extremely large efforts of the verification team. All
microprocessors have known errata bugs (some of them are presented on Table
3 while the rate of bug escapes has more than doubled in the latest generation of
Intel processors [29]. Furthermore, more than half of design bugs that slip into
volume production have no fixes and for those that a fix exists, the in-field
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workaround is often too costly [12]. Thus, effective verification methods are
needed to ensure that forthcoming architectures will not suffer from severe bug
escapes.

Table 3: A list of errata bugs on popular microprocessor.

Microprocessor Description

Intel Pentium® FDIV bug was a bug in the Intel P5 Pentium floating
point unit. Certain floating point division operations
produced incorrect results. According to Intel, there were
a few missing entries in the lookup table used by the
divide operation algorithm [83].

Intel Pentium® On Pentium 4, If a cache hits on modified data (HITM)
while a snoop is going on, and there are pending
requests to defer the transaction and to re-initialize the
bus, then the snoop is dropped, leading to a deadlock
[52].

AMD Opteron™ AMDG64 processors led to incorrect results in certain
situations when a REP MOVS instruction was executed.
An incorrect address size, data size or source operands
segment might be used or a succeeding instruction
might be skipped. This occurred only under certain
conditions and led to production of incorrect results or
system’s freeze [53].

IBM PowerPC® 750GX processor bug caused some instructions to
execute at lower frequencies (933Mhz compared to
1Ghz) [54].

Intel Core™ In the 6-series chipsets, of Sandy Bridge

microarchitecture, the Serial-ATA (SATA) ports within
the chipset degraded over time, potentially impacting the
performance or functionality of SATA-linked devices
such as hard disk drivers and DVS-drivers [56].

One of the primary driving forces to develop failure detection techniques is the
cost that a company experiences as a result of fixing a bug. Figure 6 shows that
the relative cost of fixing a bug increases over time. In particular, during the early
stages of a project, changes do not require much rework. Only the Register-
Transfer Level (RTL) is affected, so the cost is very low. Later in the design cycle,
changes to RTL cause schematic change and layout changes, so the cost starts
rising. After the part is send to the fab, the cost of changing the design to fix bugs
includes the cost of building new masks and manufacturing new parts. After parts
start being sold a serious bug may require a recall of parts at a significant
expense to the company, an expense that grows with the number of parts sold.
Obviously, there is a huge advantage in finding bugs as early as possible in the
design process. This reduces the amount of modifications later in the process,
yielding a lower cost of development.
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Relative Cost of Finding Bugs ($) >>10,000,000%
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Figure 6: Relative cost of detecting bugs throughout microprocessor’s life-cycle [37].

Manufacturing defects [86]: Moving into deeper nanometer scale manufacturing
process, an increased amount of manufacturing-related defects will be introduced
into the designs. Optical proximity effects, airborne impurities, and processing
material defects can all lead to the manufacturing of faulty transistors and
interconnects. Moreover, deep-submicron gate oxides have become so thin that
manufacturing variations can lead to currents penetrating the gate, rendering it
unusable. Manufacturing defects are also affected by the immense complexity of
current and forthcoming microprocessor designs. Design complexity makes it
more difficult to test for defects during manufacturing. Semiconductor industry is
forced to either spend more time with parts on the tester, which reduces profits by
increasing time-to-market, or risk the possibility of untested defects escaping to
the field.

In-field errors [86]: Integrated circuits are implemented in miniaturized and
inherently unreliable technologies. This leads to products that are more prone to
transient, intermittent and permanent errors. Single-Event Upsets caused by
neutrons and alpha particles that strike the bulk silicon portion of the die.
Although SEUs do not break the silicon their effect in a logic glitch that can
potentially corrupt computational logic or state bits. Hard errors, on the other side,
appear either because of manufacturing defects that escape high-volume
production manufacturing testing or because of material aging and wear-out
effects. Finally, another source of hardware errors is the process variation, i.e.
variations in device characteristics. In particular, process variation can cause
large fluctuation in performance and power consumption in the manufactured
chips. Current microprocessors show large differences in behaviour although they
are designed to be identical. Process variation is expected to be amplified in the
forthcoming microprocessor designs.

1.5 Contributions of this thesis

The evolution of semiconductor technology and computer architecture has
radically transformed our world throughout the last decades. However, the
combination of technology scaling and extreme chip integration, along with the
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compelling requirement to diminish the time-to-market window, has rendered
microprocessors more prone to design bugs and hardware errors. The goal of this
thesis is to provide solutions to the validation challenges posed from the
microprocessor products starting from the first silicon prototypes till in-field
operation of the chip. The contributions of this thesis are the following:

Silicon debug: The validation step that detects the vast majority of design
bugs is the one that stresses the silicon prototypes by applying huge
numbers of random tests. Despite its bug detection capability, this step is
constrained by the extreme computing needs for random test program
simulation (to extract the bug-free memory image to compare with the
actual silicon image). Moreover, another major bottleneck and source of
“noise” of this phase is that large numbers of random test programs fail
due to the same or similar design bugs. This redundant behaviour adds
long delays in the debug flow since each failing random program must be
separately examined, although it does not usually bring new debug
information. This thesis addresses both challenges of silicon debug. A
self-checking methodology [10] is proposed for generating random test
programs (exploiting the ISA diversity property) that detect bugs by
comparing the results of equivalent instructions combined with a
technique to group the failing test programs into categories (the failing test
programs are grouped into categories depending on the microprocessor
hardware components that need to be deconfigured for a random test
program to be correctly executed) [8]. The proposed framework: (a)
improves bug detection efficiency, (b) reduces the redundant debug
session, and thus accelerates silicon debug.

Manufacturing testing: Functional self-testing forms an integral part of
manufacturing test flow due to its at-speed testing and non-intrusive
nature. Multithreaded (MT) SBST methodology [11] proposes a novel self-
test optimization strategy for multithreaded, multicore microprocessor
architectures. The proposed self-test program execution optimization aims
to: (a) take maximum advantage of the available execution parallelism
provided by multiple threads and multiple cores, (b) preserve the high
fault coverage that single-thread execution provides for the processor
components, and (c) enhance the fault coverage of the thread-specific
control logic. MT-SBST methodology significantly speeds up self-test
time, while at the same time it improves the overall fault coverage.

In-field verification: The combination of design complexity, shrinking
time-to-market windows, and wear-out effects increases the failure
probability of modern design and leads microprocessor manufacturers to
integrate  numerous runtime verification mechanisms. Modern
microprocessors use a noticeable silicon estate to implement various
control and data flow speculative hardware. In this thesis, an analysis on
the performance degradation of control flow predictors and data
prefetchers based on projected rates of faults in future technologies is
presented [2] [5] [6]. Then, low-cost microarchitectural techniques to
diagnose predictor faults and recover the performance loss are presented.
The proposed techniques exploit the self-verification property of predictors
to achieve performance recovery at lower cost than comparable
techniques. The presented solutions manage to recover almost all IPC
lost, virtually eliminate performance variability among cores.
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Modern microprocessors implement extremely complex architectures, making the
validation process a major challenge for the semiconductor industry. This thesis
introduces various novel methodologies to address the validation challenges
posed throughout the life-cycle of a chip. The proposed techniques make the
validation process more efficient and are easily applicable to the existing
industrial flow.

1.6 Thesis outline
The remainder of this thesis is organized as follows:

Chapter 2 presents the proposed mechanisms for silicon debug. In particular, the
employed self-checking random test programs along with the deconfigurable
microprocessor architecture to avoid the time-consuming simulation step and
triage the redundant debug sessions are analysed.

Chapter 3 presents MT-SBST, a novel self-test optimization strategy for
multithreaded, multicore architectures for accelerating manufacturing testing and
improving fault coverage.

Chapter 4 introduces the performance impact of hard errors on a core's
speculative structures along with a low-cost microarchitectural technique to
diagnose predictor faults and recover the performance loss.

Finally, Chapter 5 presents the concluding remarks and discusses directions for
future work.
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2. SILICON DEBUG

Aggressive technology scaling and extreme chip integration, combined with the
compelling requirement to diminish the time-to-market window have rendered
microprocessors more prone to design bugs than ever before. As a result, silicon
debug - the process of validating and debugging a new microprocessor design
on its first silicon prototype chips — has evolved to a critical, time-consuming, and
labour-demanding step in a chip’s development flow [2]. The pressure on the
debug team to deliver a correct design in the marketplace on time is higher than
ever although the combination of correctness and timeliness seems almost
infeasible given the complexity of modern microprocessor designs (the validation
space is practically “infinite”) and the available time-to-market windows [64] [72].
In fact, the share of silicon debug in chip’s development cycle is steadily
expanding, while design to debug team ratio has reached 2:1[50]. As a result, an
efficient silicon debug approach that promptly detects and eliminates the design
bugs before volume production can make the difference between success and
failure of a microprocessor product [82].

Pre-silicon verification techniques are mainly based on simulation at different
levels of abstraction [13]. Despite their maturity and the tremendous utilization of
computing resources, the low simulation speed is the inherent weakness of this
step. Simulation-based techniques are orders of magnitude slower than the actual
processor speed. As a result, it is impossible to verify every test scenario prior to
tape-out [62], since only short number of functional scenarios can be exercised, in
a reasonable time, compare to the enormous validation space of a modern
microprocessors. In fact, statistics show that 12% of design bugs slip into first
silicon prototypes and almost 50% of microprocessor chips require extra
unplanned tape-outs [4]. An ineffective silicon debug process easily leads to
product delays or even product recalls and a severely tarnishing in the reputation
for the company.

Silicon debug starts with the arrival of the first silicon prototypes and often
continues well after a product has gone to volume production. A comprehensive
suite of test programs (such as automatically generated random test programs,
legacy tests and real world applications) covering many test scenarios are
executed on the prototype chips 24 hours per day for up to a year at various
frequency, voltage, and temperature operating ranges to detect anything that may
lead to incorrect operation: logic bugs, electrical or process-related bugs and
mask-related manufacturing defects. Every time a bug is detected the debug
team is fed with the failure data. Subsequently, for each failing test program (one
that does not execute correctly due to a bug), separately, a systematic debug
phase is performed by the debug engineers to identify the root cause of the
failure. When a sufficient number of bugs are detected and fixed, a new batch of
prototypes is manufactured and debug continues on the new samples.

Massive application of automatically generated random test programs (each
consisting of a few thousand instructions) on the prototype microprocessor chips
is one of the most effective parts of silicon debug [20]. All major microprocessor
manufacturers have built efficient random test generators that produce trillions of
test programs aiming to cover all possible test scenarios defined by the design
and debug teams together. Despite its bug detection efficiency, this step is
constrained by extreme computing needs for random tests simulation to extract
the bug-free memory image for comparison with the actual silicon image. Another
major bottleneck in this phase is that large number of random test programs fail
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due to the same or similar design bugs [62] [61] [99]. This redundant behaviour
prolongs silicon debug phase since each failing random test program must be
exclusively root-cause analysed, although it does not usually bring new debug
information. Finally, volume production may be further prolonged due to bugs that
lurk behind other bugs. These “blocking bugs” stall the execution of the
subsequent tests, since no workaround exists for the initial bug and therefore
additional re-spins are needed (new prototype chips must be manufactured
without the initial bug).

This thesis introduces a silicon debug methodology for microprocessors with two
major objectives: (a) increase the validation coverage by applying more tests to
silicon prototypes; and (b) reduce debug time by triaging the redundant failing
random test programs. The methodology does so by exploiting (1) the inherent
diversity of microprocessor instruction sets (existence of equivalent ways to
perform operations) to eliminate the very expensive and time consuming
simulation step by employing self-checking tests; and (2) the property that allows
hardware components to be deconfigured (virtually “turned off” without
compromising microprocessor’s functional completeness) to bucketing the
redundant failing test programs.

2.1 Silicon debug challenges

Effective silicon validation methods are needed to ensure that forthcoming
architectures do not suffer from severe bug escapes due to the following
challenges (Table 3). By effectively addressing these challenges the number of
escaping bugs is expected to be reduced.

Simulation Limitations — Simulation offers excellent control and monitoring
capabilities throughout the entire design, but the limited simulation throughput has
always been a bottleneck in the microprocessors industry. Expensive server
farms devote huge amounts of time and energy for simulation but only a small
portion of the different modes of operation can be thoroughly excited before
silicon. Table 4 summarizes the throughput of simulation, emulation and actual
hardware execution [40].

Table 4: Compare simulation, emulation and silicon execution throughput.

Approach Throughput (instructions/sec)
System simulation ~10°
RTL simulation 10'-10°
Emulation ~10°
FPGA prototyping ~10°
Silicon 10" - 10°

Validation tests applied to prototype chips range from random instruction tests
(RIT) [20] to user applications [19]. The silicon debug phase that is based on RITs
contributes tremendously to the detection of design bugs; 71% of the bugs in
Intel's Core™ 2 Duo found in first silicon prototypes are detected by RITs [20]. In
a RIT-based validation a huge number of random instruction sequences (trillions
of random instructions in total) are executed and aim to cover all possible
architectural and micro-architectural scenarios defined by the programmer’s
reference manual.

Unfortunately RIT-based silicon validation is tightly coupled with a necessary
simulation step and thus suffers from the simulation throughput problems [91]. A
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typical RIT-based validation flow involves the execution of tests on a golden
reference model, which is often an instruction-level accurate model of the
processor (an architectural simulator for example) to produce the correct (golden
or expected) responses. Correct responses must be known to compare them with
the actual prototype responses; in case of a mismatch, bug-hunting begins.

Effective silicon debug of future microprocessors must mitigate the simulation of
random instruction tests to save time, resources, and budget while not limiting
their bugs detection capability. How does one know in a simulation-less method
(without needing “golden responses”) that a random test ran correctly in the
silicon prototype? The proposed methodology contributes to this challenge
proposing a self-checking technique, i.e. one that does not require pre-simulated
golden responses.

At this point, it is important to emphasize on a fundamental requirement that the
proposed methodology adheres: keeping original random tests unmodified.
Several methods for the generation of effective random instruction tests have
evolved throughout the last years [4] [3] [15]. Important problems in random tests
generation have been addressed, such as avoidance of the creation of fixed
patterns, which introduce interference into the test. Interference can spoil the test
scenario and may hinder creation of more general patterns, thus reducing bug
detection coverage. An example of interference is the case where a data
processing operation (e.g. integer addition) is always paired with a data
movement instruction (e.g. data loading). In this case, there is a high probability
that the fixed instruction sequence spoils the contents of caches and leads to
cache misses that the validation scenario is not expecting. The proposed
methodology leaves original RITs unmodified to fully utilize their bug detection
capabilities.

Redundant random test programs — The wide-spread adoption of random
instruction test generation methods by the main industry players proves the
importance of this phase of silicon debug. However, the random nature of the test
suites results in the generation of multiple test programs that actually detect the
same or similar design bugs [62] [61] [99]. While the same debugging information
is shared among all these failing test programs, in the traditional RIT-based flow
the debug engineers need to analyse each of them separately, wasting valuable
human effort as well as other project resources such as compute time in high
performance workstations used for design simulation. Thus, it is crucial to
eliminate or reduce the “dirty” or “misleading” debugging records inside them and
cluster common failure modes more effectively before the debug process begins.
How can the random tests execution in a self-checking method provide more
useful validation data to the debug engineers? This thesis contributes to this
challenge by proposing a hardware mechanism to triage the failing random test
programs along with the detailed information about the offending instructions.

Blocking Bugs — Another major issue of silicon debug is dealing with blocking
bugs. Mostly in the first stages of silicon validation (first prototypes), there are
several bugs with blocking behaviour [60]. A bug is a blocking one, if it can
potentially mask out the discovery of other bugs, by stalling the execution of the
subsequent tests (the rest of the debug plan goes wasted), because no
workaround is possible for that bug. In such a case, silicon debug proceeds only
after bug-fixing, re-design, and new silicon prototypes arrive to the debug teams
[32]. Volume production may be seriously delayed and the overall development
cycle and time-to-market will be prolonged if multiple such silicon re-spins are
necessary before a design is considered sufficiently bug-free. How can a self-
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checking RIT-based method help reducing the effect of blocking bugs? This
thesis contributes to this challenge by providing equivalent instructions
workarounds for the offending instructions.

2.2 Self-checking validation by exploiting ISA diversity

Microprocessor design validation is a time consuming and costly task that tends
to be a bottleneck in the release of new architectures. The validation step that
detects the vast majority of design bugs is the one that stresses the silicon
prototypes by applying huge numbers of random test programs. Despite its bug
detection capability, this step is constrained by extreme computing needs for
random tests simulation to extract the bug-free memory image for comparison
with the actual silicon image.

2.2.1 Scope of the self-checking validation

The proposed methodology is applied during the silicon debug phase of the
microprocessor dependability cycle for the detection of logic and electrical bugs.
The proposed approach aims to detect failures in silicon prototypes through the
comparison of equivalent instructions responses. Furthermore, it refines the
validation data provided to the debug process, by replaying the failing random
tests. The contributions of the proposed methodology are the following:

1. A novel methodology for the generation of enhanced random instruction
tests able to detect design bugs by comparing the results of equivalent
instruction sequences is introduced. The methodology is therefore self-
checking (does not need golden responses to compare with). A bug can
make either an instruction or its equivalent to fail but a mismatch in the
comparison denotes the existence of a bug in either case. Bugs can
escape only when they affect the equivalent instructions in the same
way, which is an extremely unlikely case. By generating equivalent
instructions that do not activate the same hardware areas in the
processor logic we minimize this probability. The identification of
equivalent instruction sequences is a key enabler for the execution of
subsequent random tests despite the existence of bugs, so our method
inherently supports bypassing of blocking bugs. When an offending
instruction is identified and while debug engineers look for fixes before
new prototypes are produced, RIT-based validation can continue
normally by avoiding the use of the problematic instruction and replacing
it with its equivalent.

2. A light-weight hardware mechanism that records the mismatch between
the results of two equivalent instructions to support subsequent
identification of the offending instruction is proposed. Furthermore, the
hardware mechanism contributes to the reduction of validation data
forwarded to the debug engineers. After it records the mismatch location,
the mechanism replays the RIT replacing the offending instruction by its
equivalent sequence to take full advantage of the RIT’s failure detection
capabilities: it allows continuation of the RIT execution and identification
of additional failures (thus avoids blocking bugs). By utilizing the
information about the exact location of mismatches, the debug engineer
can identify instructions or instruction classes that fail often and focus
root cause analysis to particular structures of the microprocessor. Note
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that the hardware mechanism is complementary to the bug detection
method (checking of equivalent instructions) and is optional.

We evaluate the methodology experimentally on an x86-64 model with a
comprehensive bug injection campaign. Our methodology successfully detected
all injected bugs in the experiments while the traditional RIT-based approach and
the two self-checking methods we compared with failed to do so. Furthermore,
the proposed methodology accelerates the silicon debug process, compared to
the traditional simulation-based flow, by increasing the prototype utilization. To do
so, it introduces the concept of ISA-diversity, self-checking test programs to
mitigate the simulation bottleneck.

2.2.2ISA Diversity analysis

The bug detection philosophy is based on the existence of inherent equivalences
(i.e. diversity) within modern instruction sets. ISA diversity is the extent to which
operations of an ISA can be performed equivalently by more than one different
ways. If the same input data are applied to equivalent instructions or instruction
sequences, they will produce identical results, although they activate different
logic paths in the processor logic. It is exactly this activation of different parts of
the processor that enables bug detection by comparison (self-checking).

To identify the extent of ISA diversity in microprocessors, an analysis on four
popular instruction set architectures: ARM, MIPS, PowerPC, and x86 along with
examples of diversity and statistics for each ISA is presented in following section.

2.2.3 Diversity examples

Table 5 to 8 list examples of equivalent instruction sequences for ARM, MIPS,
PowerPC, and x86 ISAs, respectively. In most cases, more than one equivalent
instruction sequences exist for each original instruction, but only one alternative
appears in the following Tables. We use the actual assembly instruction
mnemonics of each ISA to describe the equivalent code. For uniformity, we use
the same generic names (RA, RB, RC, etc.) for general purpose registers. Note
that whenever an equivalent code modifies a register — which is not affected by
the original instruction — its value has to be saved before and restored after the
execution of the equivalent code (the save and restore instructions are omitted).

Table 5: ARM ISA diversity.

Original Instruction | Equivalent Sequence Description
mvn RA, RB sub RC, RC, RC Uses exclusive OR operation
move not sub RC,RC#1 and an all 1’'s mask stored in

eor RA, RC, RB RC to invert the bits of RB.
mlas RA, RB, RC, RD | mul RA, RB, RC Splits the complex operation

multiply and accumulate |adds RA, RA, RD into a multiplication and an
addition.

smuad RA, RB, RC smulbb RA, RB, RC Executes two signed 16-bit

dual 16-bit  signed|smultt RD, RB, RC multiplications in the bottom

multiply with add add RA, RA, RD and top halves of the source

registers (RB, RC); then adds
the intermediate products.

stmia RA!, {RB-RD} str RB, [RA] Executes multiple single
store multiple increment | str RC, [RA, #4]! |register store instructions
after Sstr RD, [RA, #4]' |which (except the first one)

update the index.
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Table 6: MIPS ISA diversity.

Original Instruction | Equivalent Sequence Description

slt RA, RB, RC |sub RD, RB, RC Executes subtraction and

set on less than srl RA, RD, 31 checks if the result s

negative (RO = zero register).

lw RA, addr(RB) | lhu RA, addr(RB) Executes two load half-word

load word Ihu RC, (addr+2)(RB) |unsigned instructions and
sl RC, RC, 16 places the second half-word
or RA, RA, RC to upper bytes.

lui RA, immsg addi RB, RO, OXFFFF |Resets the upper half of RA

load upper | and RA, RA, RB and then uses add and shift

immediate addi  RB, RO, immg instructions to load the
sl RB, RB, 16 constant (RO = zero register).
or RA, RA, RB

srlv RA, RB, RC (rotrv RA, RB, RC Rotates right instruction and

shift word right sub RC, RO, RC then left shift to mask upper
addi RC, RC, 32 bits in the rotated result (RO =
sllv RB, RB, RC zero register).
Xor RA, RA, RB

Table 7: PowerPC ISA diversity.

Original Instruction Equivalent Sequence Description
eqv RA, RB, RC andc RD, RB, RC Executes the logic
equivalent andc RE, RC, RB operation:
nor RA, RD, RE - ((RB & =RC) | (-RB
& RQC))
rldimi RA, RB, SH, MB ridicr RC, RB, SH,63-SH |Performs successive
rotate left doubleword|clrldi RC, RC, MB rotate and  mask
immediate then mask |rldicl RB, RB, MB,63-SH |operations using other
insert rotrdi  RB, RB, MB rotate instructions.
or RA, RB, RC
lwaux RA, RB, RC lwzx RA, RB, RC Loads word first, then
load word algebraic with |add RB, RB, RC update RB with the
update indexed extsw RA, RA new address and
finally extend sign.
cntlzd RA, RB addi RA,0,0 Implements a loop that
count leading zeros Loop: add RA,RA, 1 rotates and masks
ridcl RC, RB, RA, 63 operations to count
beq Loop leading zeros. Each
addi RARA, -1 iteration rotates RB
left by RA locations
and clears the 63
upper bits (and update
flags). If the result is
zero continues,
otherwise exits.

N.Foutris

56




Architectures for Dependable Modern Microprocessors

Table 8: x86 ISA diversity.

Original Instruction

Equivalent Sequence

Description

add RA, [m32] fild [m32] Moves data from integer
integer addition mov  m32, RA register file to FP-stack and
fiadd [m32] uses the FP addition instead
fistp m32 of integer addition.
mov  RA, [m32]
mov  RA, [m32] push [m32] Next instruction that uses
load data from memory |add ESP, 0x4 RA operand should load the
into register data from the stack. Restore
stack pointer (ESP).
clc mov  RA, 0x0 Sets RA to zero and
clear carry flag bts RA, 0x0 performs a bit test and set
instruction which clears the
carry flag.
jmp target mov  RA, 0x1 Sets RA to a value and
jump to target address cmp  RA, Ox1 performs a compare
je target instruction which activates

the ZF flag. The conditional
jump (je) is then used
instead of jmp.

cvtdg2pd RA, [m64]

cvtsi2sd  RA, [m64o4]

Executes two convert dword

convert packed dword cvtsi2zsd RB, [m64nign] | integer to scalar double
integers to packed movipd m64, RA precision FP values
double-precision FP movhpd m64, RB instructions followed by two
values movipd RA, [m64] load operations. The
movhpd RA, [m64] intermediate results (low 32-
bits, high  32-bits) are
merged into the same

register.
fadd [m64] movipd RA, [m64] m64i,w, and m64yg, are
floating-point addition fst m64 consecutive memory
movhpd RA, [m64] addresses filled with zeros.
mov  m64,, 0X0 Modifies operands values
mov  mM64hgh, OX0 and replaces the floating
haddpd RA, [m128] point operation by a packed
movipd m64, RA double-fp horizontal

fld [m64] addition.

2.2.4 Diversity Statistics

We classify the instructions of the ARM, MIPS, PowerPC, and x86 ISAs in 3

categories.

e Full Equivalence: instructions for which there are one or more equivalent
ways to realize their operation. This category includes the vast majority
of arithmetic and logic instructions, data transfer instructions, compare
instructions, and a large number of control flow instructions.

e Partial Equivalence: instructions which cannot completely diversified. No
equivalent way exists to mimic entirely the original operation. This is due
to: (i) different modes of operation for these instructions some of which
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cannot be realized differently (e.g. various addressing modes), (ii)
inherent loss of accuracy in the operation of an instruction (e.g. floating-
point conversions). This category includes some of the instructions not
included in the previous category, a number of floating point instructions,
and some data transfer instructions that involve system storage areas.

No Equivalence: instructions with no equivalences. This category
includes mainly the privileged instructions that access system resources,
complex control operations, input and output instructions, interrupts,
exceptions and complex arithmetic instructions (mainly in CISC
architectures).

Figure 7 shows the statistics of our analysis for the four popular instruction set
architectures where all instructions are classified in the three categories. For each
ISA, our statistics present the percentage of different instruction mnemonics that
fall in each category and not the different opcodes. In many cases (particularly in
x86) the same mnemonic includes several tens of different opcodes. For the x86
ISA, we focused on the general purpose instructions set and not the special ISA
extensions (our intuition is that a study on the entire x86 instruction set, includes
tens of thousands of instructions, will increase the amount of instruction on the full
equivalence). It is evident from Figure 7 that all four ISAs have a large amount of
instructions in the full equivalence category.

No No
Equivalence ARM Equivalence MIPS
8% 11%
Partial Partial
Equivalence 7 Equivalence _~7
15% 10%
Full Full
u Equivalence
\Equivaglence — q 79%
No 7%
Equivalence PowerPC No Xx86
8% Equivalence
20%
Partial .
Equivalence 7 P_artlal
14% Equivalence

6%  \

Full _FuII
Equivalence

Equivalence 0
T 8w 7 T

Figure 7: Diversity statistics of four popular ISAs.

2.2.5 Self-checking architecture

The proposed self-checking silicon debug methodology consists of four stages:

1) Generation of the ISA diversity database.

2) Generation of enhanced random instruction tests.

3) Hardware replay mechanism.

4) Post-processing.
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We propose a novel, self-checking, diversity-based, hardware supported
framework to accelerate silicon validation and improve its quality. An overview of
the framework is shown in Figure 8, where our major contributions are
highlighted. A detailed analysis of each feature of the methodology follows.

Random
Test .
. Instruction Test
Scenario
Genirator

Random J,
Instruction Test

{'

(2) Enhanced Random
Instruction Test
Generator

(1) ISA Diversity
database

(3) Hardware Replay[ ™ pryiotyne
Mechanism

) (4) Enhanced
Triage log file

Debug

Figure 8: The proposed silicon debug framework.

(1) ISA Diversity Database Generation: The fundamental first step of the
proposed methodology is the identification of ISA diversity, i.e. microprocessor
instruction equivalences. ldentification of equivalent instruction sequences and
population of the ISA diversity database strongly depends on the designer’s
knowledge about the underlying architecture (detailed knowledge of the
architecture, micro-architecture and microcode of the design). For this reason it is
very likely to provide high quality results given the insights that the design team
has on the microprocessor architectural details. The database contains for each
instruction a list of equivalent instructions or instruction sequences.

(2) Generation of Enhanced Random Instruction Tests. The validation flow is
fed with effective Random Instruction Tests (RITs) already generated (but not
simulated) by sophisticated random generators that all microprocessor
companies internally use. We pair each RIT with an Equivalent RIT (ERIT), to
implement our basic bug detection concept: bugs are detected in our method by
comparing the execution results of a RIT and its ERIT (a mismatch indicates a
potential silicon bug). An ERIT is automatically generated from a RIT replacing its
instructions with their equivalent counterparts that have been stored in the ISA
diversity database. When the database contains more than one entry with
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equivalent instructions for an original instruction, our approach randomly picks
one of the alternatives. Instructions without equivalents are simply duplicated (in
this case, only electrical bugs related to these instructions can be detected, since
a logic bug will uniformly affect both equivalent ways to perform the particular
operation).

Figure 9 presents the structure of the enhanced RITs that our methodology
automatically generates. Each enhanced RIT consists of the following:

a) An original RIT which is left unmodified; we assume each RIT consists of a
few thousands of instruction cycles as reported in the literature (each RIT
we use in our experimental evaluation consists of 4K instruction cycles).

b) An equivalent RIT (ERIT) generated as described above using the ISA
diversity database. For each instruction in the RIT, an equivalent
instruction or instruction sequence is inserted.

c) A checking code that compares the stored results of the original RIT and
the equivalent RIT to identify mismatches as indications of potential silicon

bugs.
i [*Original RiT code starts here.*/ :
i 1. add RA, [m32] i
i 2. st RA /Istore; i
i 3. mov RB, [m32] :
4. st RB lIstore.,,

*EquivalentRIT (eRiT) code starts here.*/

' 5. fild [m32] |
| 6. mov m32,RA 5
| 7. fiadd [Mm32] ;
i 8. fistp m32 i
i 9. mov RA, [m32] i
10. st RA llestore,
| 11. push [m32] ;
| 12, add ESP, 0x4 ;
i 13.  pop RB i
14. st RB llestore.,,

i [*Checkingcode starts here. Compare RiT to eRiT responses*/
; 15. cmp [m32], [m32] /Istore; = estore;
| 16. cmp [m32], [m32] lIstore,,, # estore;,,

N ’

Figure 9: The structure of an x86 assembly enhanced RIT.

Bug detection in our method takes place by recording mismatches during silicon
execution (through the checking code); therefore our method provides immediate
bug detection. On the contrary, in a typical RIT-based flow, mismatches (due to
bugs) are only detected very late and off-line when dedicated servers (i.e.
validation host machines) compare the memory dumps (i.e. memory locations
that are accessed or modified by the test, register files and any other data
structures that can be scanned out from the silicon prototype) of the actual silicon
execution with the expected memory dump contents from simulation. Figure 10
outlines the bug detection concept for the traditional and the proposed RIT-based
silicon validation flow for microprocessors.

N.Foutris
60



Architectures for Dependable Modern Microprocessors

simulator
| . 1
! Bug
.| Expected o) !
! 2 | detected
\| Responses [P © E
| T s |
: Actual L » £ !
'l Responses 8 .
—— T :
1
1
Host Machine Host Machine
lRIT
Actual RIT
Responses Prototype
RIT Bug
ERIT detected
Prototype Chock

Figure 10: Traditional (left) vs. proposed (right) RIT-based validation flow.

(3) Hardware Support for Validation. In our method we take advantage of the
fast bug detection that takes place during RIT execution on the prototype chip,
and we support it with a hardware mechanism that is part of the microprocessor
design (Figure 8). The hardware mechanism records the failing comparisons and
points the execution points where mismatches happen. Moreover, when a
mismatch is detected, the hardware mechanism allows replay (re-execution) of
the RIT by replacing the execution of the offending instruction with its equivalent.
If the offending instruction is the original one and its equivalent is bug-free the
enhanced RIT replay produces the useful logging information we want. If this is
not the case (i.e. the equivalent instruction is the offending one) the enhanced
RIT replay does not produce useful logging information. Bugs in the instructions
of the ERIT will be identified subsequently by other RITs that are explicitly
generated to test them.

With our hardware replay (Figure 11), the test can continue execution and more
bugs can be detected. Replay can happen several times for a single enhanced
RIT as long as it detects more mismatches (potential bugs). In a typical RIT-
based flow (without our modifications), after the first mismatch the remaining
execution of the test is most probably useless since many subsequent responses
are corrupted (since an output value of one operation can propagate to the input
value of the subsequent operations). Other bugs that could possibly be detected
by the remaining of the test are left undetected. In the replaying of the test using
our hardware mechanism, the mismatch is bypassed, subsequent responses are
not corrupted and if the remaining test can detect another mismatch (more bugs)
it is allowed to do so. The last execution of the enhanced RIT is mismatch-free
and detailed logging information is available for post-processing.
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To demonstrate the hardware mechanism, we assume that an enhanced RIT
(original RIT + ERIT + checking code) will be executed on the prototype chip. The
original RIT includes k store instructions that write the results of the computation
to the memory. For a typical RIT of ~4K instructions, it is realistic to assume that k
is somewhere between 500 and 1000. Similarly, the ERIT includes k store
instructions that write the results of the equivalent computations. The checking
code compares the results stored by instruction store[i] and estore[i], where
store[i] is the i store of the RIT and estore]i] is the i store of the ERIT, with i =
1...k

The basic concept of the mechanism is that when a mismatch is detected
between store[i] and estore[i], during replay, instead of executing the “buggy”
code between store[i—1] and store[i], the processor executes the equivalent code
between estore[i—1] and estore[i]. The mismatch has been just bypassed.

The hardware mechanism is shown in Figure 11 and operates as follows:

mids-queue

monitor
store counter

hit

—>
—>

bypass control t

mids from checking
code (from a register)

store-addr
estore-addr

program counter

Figure 11: The structure of the proposed hardware mechanism.

First run of the enhanced RIT. The checking code finishes with the first mismatch
among the k responses of RIT and the k responses of ERIT stored in variable mid
(mismatch id), with mid between 0 and k. If mid = O (i.e. the queue is empty), then
there is no mismatch and the chip passes the enhanced RIT; validation continues
with the next RIT. If mid > O (i.e. the queue is not empty) the enhanced RIT will be
replayed because store[mid] and estore[mid] instructions generated different
results. Moreover, during the first run of the enhanced RIT the addresses of all
store instructions (of the RIT and the ERIT) are saved in the store-addr and
estore-addr buffers of the hardware mechanism to facilitate replay. Each of these
two structures has a size of k words (addresses) for a total of 2k words. The
store-addr and estore-addr buffers record the address of the store instructions
themselves and not the address they store the data to. The contents of the two
buffers are needed to replay the enhanced RIT by manipulating the contents of
the program counter — PC (or Instruction Pointer — IP) in hardware, as explained
below.

Subsequent runs of the enhanced RIT. Every mismatch produced in previous
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runs is stored in an entry of the mids-queue. The hardware mechanism counts
the number of stores (monitoring instruction decoding) in the new run of the RIT
in a store-counter (which is reset at the beginning of each run of the enhanced
RIT). When store-counter gets equal to mid — 1 (i.e. before execution of the
corrupted sequence) where mid is the mismatch id at the head of the mids-queue
a “bypass” must happen (managed by the bypass control component), i.e.
execution of the RIT code between store[mid—1] and store[mid] must be
“replaced” by the execution of the ERIT code between estore[mid—1] and
estore[mid] (this is why store-counter must be equal to mid—1). The “replacement”
is done on-the-fly as follows using the store addresses information saved in
buffers store-addr and estore-addr:

e After instruction store[mid —1] finishes, PC gets the address of the
instruction following estore[mid-1].

e After the instruction before estore[mid] finishes, PC gets the address of
instruction store[mid].

Therefore, instead of executing the “buggy” code between store[mid—1] and
store[mid], the processor executes the equivalent code between estore[mid—1]
and estore[mid]. The mismatch has been bypassed.

Table 9: The algorithm of the hardware replay mechanism.

inputs:  Set of RITs: original random instruction tests
Set of ERITs: equivalent random instruction tests
output:  Log information {mids-queue}

for all RITs do
execute RIT; save store addresses to store-addr buffer;
execute ERIT; save store addresses to estore-addr buffer;
execute checking code; compare RIT/ERIT responses;
update mids-queue: add entry if mismatch found;
if (mid = 0) then
TestPassed;
else
while (mid > 0) do
store-counter = 0;
replay(RIT, ERIT);
if (store-counter hits a mid — 1 in mids-queue) then
PC < estore[mid — 1] + 4;
execute equivalent operation;
PC < store[mid];
end if
execute checking code; compare RIT/ERIT responses;
update mids-queue: add entry if new mismatch found,;
end while
end if
end for

During each replay run, this bypass process is repeated for each mid saved in the
mids-queue. At the end of each “replay” run a new non-zero mid may be
produced (in the checking code) and stored in the mids-queue. This means that in
the subsequent replay execution one more bypassing will take place because the
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RIT found one more mismatch. Eventually, the last “replay” (in which multiple
bypasses took place) will produce a mid = 0 denoting a mismatch-free execution.
Table 9 summarizes the operation of the hardware replay mechanism.

The logging information produced for the debug engineer is the queue of the
mismatch identifiers mids-queue. For example, if at the end of the execution of an
enhanced RIT (including all replays) the mids-queue contains integers 10, 25,
130, and 0, this means that mismatches have been detected between store[10]
and estore[10], between store[25] and estore[25], and between store[130] and
estore[130], and that the fourth “replay” was mismatch-free. With this logging
information in hand, the debug engineer can directly locate the code portions with
mismatches and focus on them for root-cause analysis. The debug engineer can
also easily identify the RIT code replaced by the equivalent ERIT code for each
bypass (it is of course the code before the stores with mismatches). We note also
that the mids-queue contents must be also saved in memory so that after the end
of the test they are passed as the methodology log to the debug team. Inside the
hardware mechanism itself, mid information is passed by the checking code in
one of the processor registers and the hardware mechanism records it in the
mids-queue.

The size of the hardware mechanism depends on the size of the store-addr and
estore-addr buffers (we assume a maximum size of 1,000 address entries for
each buffer; equals to the average amount of store operations on 4K random test
program), the size of the mids-queue (we assume a maximum of 10 entries; it is
very unlikely for a single RIT to detect more bugs), the store-counter, and the
bypass control logic that includes multiplexers and comparators. The hardware
mechanism is deactivated after the end of silicon debug and thus it does not
consume any power and does not affect performance in the field.

(4) Post-processing. As we mentioned earlier, it has been reported in the
literature that the same bug can corrupt a large number of RITs. When the debug
engineer is fed with many failing RIT memory dumps that are due to the same
bug (in the same instruction, operation, or structure) the debug phase takes
unnecessarily long time in order to determine if that failure is unique. This is an
inherent inefficiency of traditional RIT-based flow since mismatches are detected
much later in the server that compares the memory dumps. Our method offers a
very important advantage to the post-processing phase: validation data provided
by our hardware mechanism can help clustering of failure modes. This can be
achieved through post-processing of the enhanced logs generated by the
hardware mechanism (list of mismatch identifiers, mids, i.e. stores that saved
different results to memory).

The list of mismatch identifiers (mids) is the log information our method provides.
An integer m in the log (an entry in the mids-queue) means that: (a) the m" pair of
stores produced a mismatch, i.e. store[m] and estore[m] produced different
results; (b) the code between store[m-1] and store[m] has been replaced by the
code between estore[m-1] and estore[m] and the RIT continued. These two
pieces of information can help the debug engineer identify the offending
instructions and work on them.

Apart from the instruction bypassing realized by the hardware mechanism, our
methodology and corresponding logging data provide a fast workaround solution
necessary to allow validation to continue running subsequent RITs: buggy
instructions can be avoided in subsequent RITs by using their bug-free
equivalents from the ISA diversity database.
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2.2.6 Experimental evaluation of the self-checking method

We assess our validation methodology by performing a comprehensive bug
injection experiments campaign on a superscalar, out-of-order, single-core x86-
compatible model in the PTLsim simulator [110]. PTLsim supports the full x86-64
instruction set of Pentium 4 (and subsequent), Athlon 64, and similar machines
with all extensions (x86-64, SSE/SSE2/SSE3, MMX, x87).

For the experimental evaluation of our microprocessor validation methodology,
we set up the tool chain outlined in Figure 12. Building a realistic experimental
framework is an non-trivial task, since the available data regarding silicon debug
models is limited. For instance, the insight on modelling real design bugs is
limited due to the criticality of these data for the semiconductor industry.

1
Random J, ISA Diversity

Instruction database
Test

Enhanced Random Instruction
Test Generator

!

Bug Injection Controller

T

Bug Injection
Tool

x86 Simulator

Design Bugs
database

Figure 12: Experimental setup and tool-chain to evaluate the effectiveness of the self-
checking methodology.

The experimental framework consists of the following:
a) The PTLsim architectural simulator for the x86 microprocessor.

b) Our RIT enhancement tool described previously that gets original RITs
and produces enhanced RITs applying the equivalence-based
methodology utilizing the ISA diversity database.

c) A bug injection tool that injects both logic and electrical bug at various
locations throughout the entire processor. The bug injection tool uses our
bug database which has been populated with bugs of either type.

For a given set of bugs in the design bugs database and a given set of enhanced
RITs produced by our methodology, the experimental framework executes the
enhanced RITs and records if a bug is detected or not.

We have injected both logic and electrical bugs to model different design bug
conditions throughout the entire x86 architecture. For electrical bugs injection, we
follow [70] which assumes that an effective and realistic way to model electrical
bugs is to model them as transient bit flips at the microprocessor’s flip-flops. In
particular, on our experiments electrical bugs are models as a bit-flip (either for ‘0’
to ‘1’ or vice versa) in a random simulation clock cycle of a randomly selected
memory element. On the other hand, logic bugs have a permanent effect and we
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model them through a modification in the semantic correctness [102] of the
architectural simulator’'s source code. Table 10 summarizes the types of the
injected logic bugs.

Table 10: A list of logic bugs types that are injected into the simulator.

Semantic Modification Correct Instance | Buggy Instance

Wrong operator a=b+c a=b-c
Wrong conditional statement if(a>b) if(az2b)
Wrong signal assignment a<—b+c a«<d
Conceptual error if (a>Db) then if (a>Db)then
a<—c a«<—c+b
Wrong constant assignment a = Ox000F a = 0x0002

Table 11 presents a summary of the logic and electrical bugs we injected. In total,
1,025 design bugs were injected, 802 of them are logic and 223 are electrical,
covering all pipeline stages and hardware components of the x86-64
microprocessor model. We injected electrical bugs mostly in the components that
integrate large memory arrays, i.e. branch prediction unit, register file, etc.
because the memory-dominated modules are more vulnerable to electrical bugs
due their high density. The bit-flips are activated randomly in any position of a
data structure. On the other hand, we injected logic bugs mostly in the control-
related components where design errors in the complex conditional decisions are
more likely to occur.

Table 11: Injected design bugs distribution in the components of the x86-64 processor

model.
Pipeline Stage Component Logic bugs |Electrical bugs | Total bugs
Branch Predictor 71 16 87
Fetch/ Prefetcher 29 12 41
Decode Ingtructlon Decoder 100 - 100
Microcode 62 - 62
Instruction Buffer - 18 18
Integer Arithmetic 95 — 95
FP Arithmetic 97 - 97
lssue/ Jump logic _ 46 - 46
Execute Load/Store logic 66 21 87
Issue Queue 42 - 42
Scheduler 32 - 32
Register File 61 63 124
Retire Reorder Buffer 101 41 142
Instruction & Data - 52 52
Total 802 223 1025

We compare our methodology with the traditional RIT-based validation flow.
Moreover, we perform the same set of experiments for two other self-checking
validation approaches presented in the literature that also aim to mitigate the
time-consuming simulation step of RIT-based validation: (a) Reversi [105],
according to which each instruction is followed by a reverse instruction; a bug is
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detected when the final result is not equal to the initial one (i.e. it has not been
reversed correctly); (b) QED or instruction duplication [48], according to which
each instruction is duplicated and electrical bugs are detected when execution of
duplicated instructions gives different results. For each of the three methods
(Reversi, QED, and ours), we use the same original RIT as input and we enhance
it according to the basic idea of each method.

Each of the original RIT sequences we use as an input consists of 4K instruction
cycles and was generated by the tool generously provided to us by the authors of
[105]. In our experiments we used 154 original RITs produced by the RIT
generator, thus we ran a total of 616K random instructions in the simulator for
each of the 1,025 injected bugs. Our RIT enhancement methodology increases,
on average, the RIT code size by 6 times compared with the original RIT size
(min = 4.3X, max = 9X, for the 154 RITs). The total number of instructions for the
full campaign of 154 enhanced RITs (includes the original RITs, the equivalent
RITs, and the checking code) is 3.7M of x86 instructions. The corresponding
increase in RIT size by Reversi is on average 4 times (i.e. total number of
instructions is approximately 2.5M instructions) and by QED is on average 3
times (i.e. total instructions is approximately 1.9M).

The results of our bug injection experiments are shown in Figure 13. Our
methodology detects all 1,025 bugs injected into the simulator (bug coverage
100%) because we stopped generation of more RITs when all the injected bugs
were detected. The traditional silicon validation flow detects 928 bugs (coverage
90.54%). This difference, against the proposed method, is explained by the
activation of more hardware areas by the equivalent RIT. The instruction
reversing method (Reversi) detects 903 bugs (coverage 88.10%) because there
are cases where an instruction cannot be inverted. Furthermore, the flexibility of
the ISA diversity concept to deploy equivalent instructions which activate totally
different path in processor’s logic provides us with the ability to avoid bug
masking conditions (e.g. integer addition and subtraction happen on the same
module, while in our method the equivalent addition take place on the floating
point logic). Finally, the duplicated instructions approach (QED) detects 210 bugs
(coverage 20.49%) because it can only detect electrical bugs, since a logic bug
will act in an identical way in both original and duplicated instruction.

Detected Bugs

100%
90.54%
88.10% 1025
928
903
20.49%
210
Traditional Reversi QED Proposed

RIT-based flow

Figure 13: Design bugs coverage (1,025 bugs injected in total) for the four different
methods.
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For a complete validation plan (trillions of instructions), we expect our approach to
have the same bug detection capability with the traditional RIT-based flow since
our bug detection capability relies on the original RITs which are carefully
generated by sophisticated industrial random generators. The advantage of our
method is that mitigating the time-consuming simulation step it is able to apply
more RITs and thus detect potential bugs earlier. Our methodology compares
favourably with the other two self-checking approaches Reversi and QED. This is
because Reversi is based on instructions whose effect can be reversed; this is
not possible in many cases, and thus a number of bugs are not detected. QED on
the other hand is based on instruction duplication and is very effective only for
electrical bugs but not for logic ones.

Another advantage of the proposed method is that, it refines the validation data
using the hardware replay mechanism. During our bug injection experiments, we
observed that the average number of different bugs that were detected by a
single RIT is about 4. Therefore, we integrated the hardware replay mechanism in
the PTLsim simulator and conducted a second set of experiments: we injected all
the bugs at the beginning of the simulation and executed all RITs with the highest
bug detection capability. The proposed hardware mechanism detected all the
injected bugs (through bypassing the offending instructions with their equivalents
in the replay executions). This is a significant benefit of the proposed framework
compared to the traditional flow which requires more tests to detect the same
number of bugs.

Table 12 presents a comparison in terms of validation time (all timing
measurements are on an Atom N270 with 1 GHz clock frequency) for the
traditional RIT-based flow, Reversi, QED and the proposed method. Note that in
silicon debug stage numerous (hundreds of millions for almost a year) random
tests are generated; therefore Table 12: Validation times from the application of
the traditional-based flow, Reversi, QED, and the proposed method. represents
only a snapshot of the whole process. We discuss the different parts of the total
validation time in the following.

Table 12: Validation times from the application of the traditional-based flow, Reversi, QED,
and the proposed method.

Time (sec) |Traditional RIT| Reversi QED Proposed
Generation 4.460 6.310 5.530 7.680
Simulation 51.000 — — —
Execution 0.027 0.110 0.071 0.176
Total 55.487 6.420 5.601 7.856

In a typical microprocessor the total validation time of the first silicon prototypes
consists of the following parts.

e Generation time: The time required to generate the random tests in the
host machine. In our experiments, we generate 154 random tests, each
one consisting of 4K instructions (summing up to 616K instructions for
the traditional RIT flow, 2.4M instructions for Reversi, 1.8M instructions
for QED, and 3.7M instructions for the proposed method).

e Upload time: The time required to upload the test from the host machine
to the prototype for execution. This is typically performed through a

N.Foutris
68



Architectures for Dependable Modern Microprocessors

standard PCle interface (or any other host debug interface). Given that
the size of a random test is only a few kilobytes the PCle throughput
guarantees a nearly zero upload time and we do not include this time in
Table 12.

e Simulation time: Only the traditional RIT-based flow needs to be
simulated, since the other three approaches are self-checking.

e Execution time: The actual silicon execution time.

¢ Download time: The time required to download the responses (memory
locations affected by the random test) of the test from the prototype to
the host machine using the PCle or other host interface. For the three
self-checking methods the responses are downloaded only in the case of
a failing RIT, while for the traditional RIT-based flow responses'
downloading always follows each test execution. Since PCle throughput
guarantees a nearly zero download time for such small RITs, we don’t
include it in Table 12.

e Compare time: The time required to compare the actual responses with
the expected ones (golden signatures). This is again very fast and we do
not include it in Table 12.

The timing measurements demonstrate that the proposed method is much faster
than the traditional RIT-based flow: more RITs can be applied in the same time.
In addition, the longer test execution time of the proposed method compared to
the two self-checking alternatives is due to the longer random tests it uses.
However, this is alleviated by the improved bug detection capability of our method
as shown in Figure 13.

Note that the speedup offered by our methodology by the mitigation of simulation
applies only to the validation of instructions that have equivalents (more than
three quarters of the ISAs). For the remaining instructions, the classic simulation-
based RIT flow must be followed and thus our methodology is complementary to
current industry practice.

Figure 14 roughly visualizes the timing of a traditional RIT-based flow and the
timing of the proposed flow to give a clear idea of the timing advantages of the
proposed method. In the host machine, we assume that generation (G) of random
tests, uploading (U), simulation (S), downloading (D) and comparison (C) of the
actual responses with the expected can take place in parallel. The prototype
starts execution of legacy tests available from pre-silicon verification (or from
previous architectures) and then executes the newly generated random tests.
Although, in our experiments the upload, download and compare times are
negligible because of the high throughput of PCle interface, in Figure 14 we
include them for demonstration purposes. The upload and download times can be
significant if a slower interface than PCle is used or if the size of the tests is much
larger than a few kilobytes.
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Figure 14: Traditional vs. proposed RIT-based silicon debug flow.

Figure 14 shows that the proposed methodology mitigates the simulation phase
and also downloads only the responses of the failing RITs to the host machine. In
a sense, the silicon prototypes are better utilized with our method and they
execute more random tests during the same time. For example, Figure 14 shows
that the proposed flow executes five random tests in the worst case (all failing)
and seven random tests in the best case (all passing) while the traditional RIT-
based flow executes only three. Thus, it accelerates silicon debug significantly.
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2.3 Triage by exploiting deconfiguration ability

A critical step in silicon debug is triage, the process of analysing failing test
programs and grouping them in “buckets” according to their failure mode. An
effective triage process makes actual debug (the process of finding the root
cause of the failure) much easier for the debug engineers and allows them to
focus on dominant failure modes instead of spending expensive man power on
test programs that fail due to the same underlying issue (the same bug).

Random test program flow constitutes a mature and efficient technique to detect
bugs, however randomness is the inherent weakness of this part of the process.
Random test program-based silicon debug results in the generation of many
redundant test programs that fail due to the same or similar bugs. Every failing
random test program consumes several hours or days of man and computational
power. This debugging “noise” and overhead is expected to get worse in the
future with the increasing design complexities. Clearly, the identification of
dominant failure modes among the random test programs that can triage them
into categories with common failure modes will significantly reduce the number of
debug sessions and will therefore speed silicon debug up by several weeks or
months.

The proposed methodology optimizes the triage process by exploiting the
following property of many hardware components of microprocessors: a
component can be “turned off” or deconfigured while the microprocessor remains
functionally complete (i.e. processor’s baseline functionality is guaranteed despite
the absence of the component).

Phase 1[ comp, has a bug ][ execute test program ]

p mponent3 Componentg
([l Component, ‘:[ FAIL
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Figure 15: Silicon debug and component deconfiguration.

Our silicon debug methodology utilizes such deconfigurable microprocessor
architectures and supports them by a dedicated hardware mechanism for
dynamic deconfiguration of components during runtime. Random test programs
are grouped in categories based on the set of components that need to be
deconfigured for the test program to be correctly executed. Deconfigured
components are pinpointed as potential hosts of bugs and just a few member of
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each failing test programs category can be debugged for the identification of the
failure root cause.

As a high-level quantitative example, Figure 16 outlines the issue of redundant
test programs in a flow without (left) and with (right) a triage method. We assume
that during a time interval a prototype chip executes 1 million random test
programs. Among them, 1 out of 10.000 fails due to a design bug (failure rate)
and 1 out 10 failing test program is redundant to another (redundant test program
rate). The silicon debug flow without a triage method results in 100 debug
sessions (one for each failing test program), while for the flow with a triage
method, which is able to detect all the redundant test programs, the amount of
debug session is reduced to only 10 (i.e. 100 failing test programs grouped into

10 categories).

Prototype Prototype

Test programs

1Million

Failing Test Redundant
<«4+—Program Rate ——p <4—Tests Rate

1/10K 1/10
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Figure 16: Redundant test program triaging concept.
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As our experimental results section shows in detail (Section 2.3.7), we performed
a set of experiments to calculate the degree of redundancy among the random
test programs in a test suite. The experimental results show that on average 5
every 1000 failing random test programs detect the same design bug.

This thesis propose a silicon debug methodology for microprocessors with the
major objective to automatically triage the failing random test programs of an
overnight run in as small as possible number of “buckets” of failing tests with
common failure modes. This triage obviously leads to less test programs to be
debugged, and thus accelerates the overall silicon debug phase.

2.3.1Scope of the triage methodology

The proposed methodology is applied at the silicon debug phase of the
microprocessor dependability cycle for the triage of design bugs and aims to
deliver a minimal set of failing tests groups after an overnight random programs
campaign without manual intervention. The proposed methodology detects
design bugs with the following characteristics: (a) their excitation does not depend
on the operational conditions (temperature, voltage, frequency); and (b) they
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continue to manifest themselves despite the deconfiguration of components from
the overall design. The contributions of the proposed methodology to silicon
debug are the following:

1. We propose the employment of deconfigurable microprocessor
architectures along with self-checking random test programs to reduce
the redundant debug sessions and make the triage step of silicon debug
more efficient. Several hardware components of high performance
microprocessor micro-architectures can be deconfigured while keeping
the functional completeness of the design. This is the property we exploit
in our silicon debug methodology for the triaging of random test
programs.

2. We support our methodology by a hardware mechanism dedicated to
silicon debug that groups the failing test programs into categories
depending on the microprocessor hardware components that need to be
deconfigured for a random test program to be correctly executed.
Identical deconfiguration sequences for multiple test programs indicate
the existence of redundancy among them and group them together. This
grouping significantly reduces the number of failing tests that must be
debugged afterwards.

The proposed methodology has been evaluated in an x86-64 microprocessor
model of a publicly available architectural simulator. Experimental results prove
both the validity of the claim that many random test programs fail due to the same
bug, and also the large reduction in the debug time that is achieved by the
effective triaging of failing tests using the proposed silicon debug methodology.

2.3.2 Microarchitectural transparency and deconfiguration opportunities

Throughout microprocessors evolution computer architects have devised
numerous techniques to improve performance. Superscalar executions paths,
multiple functional units, simultaneous multi-threading operating modes, out-of-
order execution, dynamic scheduling, branch prediction, data and instruction
prefetching are some examples of performance-enhancing mechanisms. All these
techniques share a common attribute: microprocessor baseline functionality is
guaranteed even without them. For instance, a core will continue to be
functionally-complete even when its branch predictor is turned off or a cache
memory bank is disabled. Therefore, the integration of these techniques in the
hardware of a microprocessor is transparent to the instruction set architecture.
Because of their sophisticated implementation such components are prone to
design bugs. Our methodology aims to triage random test programs that fail due
to bugs in such deconfigurable components.

The emergence of the previous techniques in modern microprocessor designs
have also contributed to the evolution of Instruction Set Architectures.
Sophisticated extensions of the instructions sets have been deployed, targeting to
grasp the maximum performance speedup from the enhanced designs. These
extensions are essentially built upon a basic set of primitive operations, such as
arithmetic and logical operations and memory transactions. For example, the
SIMD extension provides the ability to execute multiple arithmetic operations on a
data vector, which is essentially comprised of a group of primitive operations.
Therefore, equivalent instruction sequences exist (as this work has demonstrated
so far), which can be used interchangeably to perform the same operation and at
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the same time these modifications are transparent to the semantic correctness of
an application.

It is evident that microprocessor architectures built around deconfigurable
components which can be “turned off”, either directly by dedicated hardware at
the micro-architecture level or indirectly by software through equivalent instruction
sequences. Such deconfigurations will not compromise the functional-
completeness of the microprocessor. We employ such architectures in this work
to facilitate the triage step of the silicon debug process.

We studied Intel’s Nehalem micro-architecture [57] [58] to estimate the size of
logic that is redundant to the baseline functionality of a processor and can be
transparently deconfigured through hardware or software.

Table 13: Nehalem’s deconfigurable components.

Components Sizel/lnstances | Deconfiguration
L1 Instr. Cache 32KB Hardware
L1 Data Cache 32KB Hardware
L2 Cache 256KB Hardware
First level iTLB 128 entries Hardware
Second level iTLB 512 entries Hardware
Instruction Queue 18 entries Hardware
Branch Target Buffer 2 Hardware
Conditional Branch Predictor 2 Hardware
Return Address Stack 16 entries Hardware
Slmple Decoder . . 3 Software
(simple, frequent instructions)
Complex I_I)ecode_r 1 Software
(complex instructions)
MS-ROM 1 Software
Instruction Decode Queue 28 entries Hardware
Loop Stream Detector 1 Hardware
Micro-fusion 1 Hardware
Macro-fusion 1 Hardware
Reorder buffer 128 entries Hardware
Reservation Stations 36 entries Hardware
Integer Functional Units 9 Either
Floating Point Functional Units 3 Either
Load Buffer 48 entries Hardware
Store Buffer 32 entries Hardware

Table 13 contains the following information: the first column presents the
components of the Nehalem core architecture that can be potentially
deconfigured. The second column shows the component size in bytes or number
of entries (e.g.: ITLB, caches), or the number of instances (e.g.: integer functional
units). The last column states the way that a component can be deconfigured
(hardware-, software-assisted or both). Singleton microprocessor components,
modules for which no other candidate component exists to replace its
functionality, can exclusively be deconfigured through the ISA diversity technique.
It is evident that a very large number of Nehalem’s components, 35 in total, can
be potentially deconfigured from the design.
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It is evident from Table 13 that a very large number of microprocessor
components, 35 in total, can be potentially deconfigured from the design either
directly in hardware or indirectly through software or either way. Some storage
elements cannot be completely deconfigured. A small part of them must remain
enabled to guarantee the baseline functionality of the design. For example, a
single entry store buffer, or a 4-entries instruction queue are enough to have a
functionally complete design.

In this work, we focus on the hardware-based deconfiguration of the
microprocessor components and the triage support it offers. Various [10] [106]
[48] have developed self-checking random test programs that can be used for the
detection of bugs in microprocessors. Any such method for the development of
self-checking random programs can be employed in our methodology.

2.3.3 Triage methodology

The proposed triage methodology dynamically deconfigures several
microprocessor modules during the execution of a failing random test program
until it is correctly executed: i.e. the bug that causes the failure is masked by the
deconfigurations. In particular, the triage methodology consists of the following
steps:

1. A self-checking random test program is loaded for execution on the
silicon prototype. The outputs of self-checking random test programs do
not need to be compared with golden responses (from pre-silicon
simulation) but rather generate a pass/fail indication at the end of their
execution. This is a key requirement of the proposed methodology that
facilitates re-execution of the test program without external intervention
during uncontrolled overnight silicon debug runs.

2. If the test program fails, a hardware mechanism (deconfiguration
controller) decides (based on a pre-defined sequence or dynamically) to
deconfigure one of the deconfigurable components of the
microprocessor.

3. The hardware mechanism arranges for the re-execution of the test
program.

4. If the test program fails again, another deconfigurable component is
“turned off” and the test program is re-executed.

5. Finally, if the test program is executed correctly (i.e. bug has been
“‘masked” by the sequence of deconfigurations) the set of components
that have been deconfigured is used as a label for a “bucket” of failing
tests in the triage process. All test programs that eventually execute
correctly after the same sequence of deconfigurations are grouped in the
same “bucket”. Intuitively, the bug that causes the failure most probably
resides within the components that have been deconfigured.

The main requirements for the proposed triage methodology to happen during an
uncontrolled overnight run of huge numbers of random tests are the following:

e Software requirement: the random test programs must be self-checking
so that the failure indication of a test is known to the hardware right at
the end of its execution.

e Hardware requirement: the deconfigurable processor must be equipped
with a mechanism which, in case of a failing test program, can: (i)
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gradually (one at a time) “turn off” its components and (ii) re-execute the
failing self-checking test program.

Alternatively, deconfiguration and re-execution can be partly implemented in
software (by setting control register values). However, we focus on a hardware
implementation because it can collect run-time information from hardware
performance counters (existing or new) and it only requires a small part of the
microprocessor (our deconfiguration controller explained below) to be bug-free.

The proposed deconfigurable architecture is outlined in Figure 17 and consists of
the following elements:
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Figure 17: Proposed deconfigurable architecture.

e Deconfiguration controller. This is the main hardware element of the
proposed architecture. It interfaces with all the deconfigurable
components of the microprocessor (can be several tens of components
as shown in the previous subsection) and takes dynamic decisions about
the components to be deconfigured during each execution of a random
test program.

e Bypass network. Controlled by the deconfiguration controller and
performs the actual deconfiguration of the hardware components.

e Profiler. Each of the deconfigurable components communicates with this
module which collects dynamic execution statistics of the random test
programs to be considered in the deconfiguration actions. For example,
for a memory element the number of write and read operations or for a
functional unit the amount of activations can be suitable statistics.

After a self-checking random test fails (mechanism not shown in Figure 17), the
deconfiguration controller takes the following actions:

e It selects the deconfigurable component that is considered most
susceptible to contain a bug and turns it off. This decision is based on a
bug susceptibility model discussed below.

e It arranges for the re-execution of the failing test program; no manual
intervention is required.
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¢ If the test program fails again, the deconfiguration controller repeats the
previous two steps until the program executes correctly or there are no
remaining components to be deconfigured.

The outcome of the operation of the deconfiguration controller for each self-
checking random test program is a list of components that have been
deconfigured. The interpretation of the list provides the following triage-related
information.

1. Empty list. The random test program was correctly executed. No failure
detected; no debug action required in the morning.

2. List contains a subset of the deconfigurable components. The random
test program was correctly executed after components {Cy, C,, Cn, Cq}
have been deconfigured. The list of components indicates a “bucket” of
failing test programs. All test programs ending with the same list of
deconfigurations are grouped together. The bug that is the root cause of
the failures most likely resides within the deconfigured components. If a
deconfigurable component contains more than one uncorrelated bugs
the debug engineers will most probably diagnose them through during
root cause analysis using simulation. Even if this does not happen, the
execution of the subsequent test programs will detect and pinpoint the
buggy component again.

3. List contains all deconfigurable components. The random test program
fails even after all deconfigurable components are turned off. No triage
grouping information; the random test must be separately debugged.

The bug susceptibility model on which the deconfiguration controller decisions are
based is a flexible model that the silicon debug engineers can tune according to
the stage of the silicon debug (early or late), the pre-silicon information available
and the run-time statistics that can be collected by the profiler.

For each deconfigurable component C; of the microprocessor, the deconfiguration
controller calculates a bug susceptibility value S; (higher value means a more
bug-prone component). When a new component must be turned off before a
failing test program is re-executed, the component with the highest Si value that
has not been deconfigured yet, is selected and turned off. The information that
the deconfiguration controller can use for the calculation of the Si values of the
deconfigurable components is static or dynamic.

Static bug susceptibility information comes from the pre-silicon (simulation-based)
debug process. When a microprocessor component C; is new in a design or if a
large number of design bugs have been already found before silicon debug (given
that in pre-silicon verification each component has not been exhaustively studied
due to the simulation throughput bottleneck, there is a higher probability that more
design bugs exist in its design), the debug team can assign it a large bug
susceptibility value S;*™". Moreover, static bug susceptibility assignments can be
based on the size of the components, on their complexity (larger and more
complex components are more bug prone) etc., and the deconfiguration controller
can be updated with new values before a new overnight run starts.

Dynamic bug susceptibility information is collected during the execution of
random test programs by the profiler component of the proposed architecture.
The information may contain activity monitors (from existing or new hardware
performance counters or other signals of the design) that show if a component is
intensively activated by the particular test program. If this is the case, this is a
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useful indication that the component is more susceptible to contain the bug that
causes the failure of the test program. Therefore, the dynamic bug susceptibility
value S  of the component C; must be higher than others with smaller
activity during the execution of the failing test program.

In total, the deconfiguration controller calculates an aggregate bug susceptibility
value for each component that can be potentially deconfigured:

Si —a* Sistatic+ (1 _ a) * Sidynamic

Parameter a can be tuned (values between 0 and 1) so that decisions lean more
towards the static pre-silicon information (large a values) or more towards the
dynamic run time statistics (small a values).

The component with the highest susceptibility value Si is selected to be turned off
in the next re-execution of the failing random test program. Bug susceptibility is a
metric that can be finely tuned, is based on both dynamic and static information,
and bounds the amount of possible test programs re-executions avoiding useless
deconfigurations of microprocessor components.

At the end of the repetitive re-executions the failing test is characterized by the
set of components that have been deconfigured and have the highest bug
susceptibility values. It is therefore, very likely, that the failure of the test is due to
a bug inside these components. Triaging failing random test programs in
“buckets” according to their list of deconfigured components provides useful
insight to the debug teams that will start debugging the tests in the morning after
an intensive overnight run.

2.3.4 Cost Implications of the Methodology

Before analysing the different deconfiguration mechanisms that can be employed
in our methodology we discuss the cost implications of the methodology.

Costs related to the deconfiguration infrastructure of the architecture. The
components listed in Table 13 (all very common to x86 architectures) can be
potentially turned into deconfigurable ones so that the proposed silicon debug
methodology is applied. Therefore, the extra hardware adds to the complexity of
the design. In the case of some storage elements the need to keep at least some
of their entries active while the rest of the component is deconfigured, adds
further design modification costs. These hardware modifications come with a
positive aspect: the existence of the deconfiguration infrastructure is an added
value for the microprocessor because it can be used in the field for the permanent
“shut down” of components when they are diagnosed with hard errors.
Employment of deconfiguration (at different granularities) for fault tolerance in the
field has been reported in the past [6] [22] [23] [84] [90] [97] [101]. Finally, the
cost of deconfiguration depends also on the granularity it is applied. If subsets of
entries of a component are separately deconfigured the cost may become high
(both for the deconfiguration controller and the bypass network and profiler). We
believe that the deconfiguration granularity given in Table 13 (common for x86
microprocessors) is suitable for the needs of silicon debug. If debug engineers
are supplied with the information that a short list of 3-4 components have been
deconfigured before a test is correctly executed, their debug job is much easier
and focuses on the list of these components. In most cases, the list is expected to
consist of just one component which is very likely the one with the bug.

Costs related to the dynamic collection of statistics. The profiler component
dynamically collects run time statistics when random tests are executed. This
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feature requires design effort and also increases the area of the microprocessor.
If the design team decides to rely on the run time statistics the investment in the
design of the profiler and the utilization of its outputs by the deconfiguration
controller justifies the cost. However, if the debug team decides to use the
deconfiguration controller with a priory known susceptibility values from the pre-
silicon effort, the cost of the profiler is saved.

Timing overheads and time savings. The proposed methodology adds a time
overhead to the random test phase of silicon debug: each failing random test is
repeated one or more times. However, this minimal time overhead is absolutely
justified by the large savings in the debugging time of the failing tests. For
example, consider an overnight campaign of random test programs executions
that is prolonged by a relatively small amount of time (measured in minutes or an
hour for the entire campaign), required for the re-executions of the failing test
programs. Even, assuming a large percentage of failing tests (1%) and an
average number of re-executions equal to 5 (i.e. 5 components are deconfigured
and a failing test program is repeated 5 times on average) the time overhead for
the overnight run will be around 5% (1% times 5 re-executions). In other words,
approximately 5% less random test programs will be applied during the night.
Even in the worst case, where all available components have to be deconfigured
(based on the study we perform on Nehalem’s architecture, the total number of
deconfigurable components is 35) the extra overhead from the re-executions
remains small compared to the expected debug sessions savings. The successful
application of the methodology will reduce the number of failing test programs
that will need to be debugged from several thousands to just a few tens. This
saving is measured in days or weeks of debug time and is the major contribution
of the method to silicon debug.

2.3.5 Deconfigurable architecture

In this section, we review the mechanisms reported in the literature that can be
employed to deconfigure the components of a high performance microprocessor.
Furthermore, we discuss simple deconfiguration schemes for branch predictors
and prefetchers. The deconfiguration granularity can be flexibly tuned and is only
limited by the cost implications. Previous research [6] [22] [23] [84] [97] [101]
proposed various techniques to deconfigure components with permanent faults
from a microprocessor design.

The circularly-accessed arrays, the directly-accessed arrays and the functional
units comprise the list of processor modules that are often duplicated or contain a
high degree of regularity and can be deconfigured. The circularly-accessed
arrays, such as the instruction fetch queue, the reorder buffer or the load and
store queues, are augmented with a fault map. The fault map communicates with
the pointer advancement logic, forcing it to skip an entry that is marked as faulty
(“buggy” in silicon debug).

For the cases of functional components and directly-accessed memory arrays,
the available deconfiguration solution is to mark the components or memory
entries as permanently busy, preventing the microprocessor from issuing further
requests to them.

In silicon debug the aforementioned deconfiguration techniques are clearly
applicable. However, the deconfiguration granularity could be more coarse-
grained (for example, deconfigure half of the reservation stations, or the entire L1
data cache and not parts of it), since localizing a bug at the level of micro-
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architecture components carries enough information for the debug engineers to
root cause the failure.

Modern  microprocessors integrate numerous  performance-increasing
components. Among them, the branch predictors and the data and instruction
prefetchers are the most widely used ones. These modules can be deconfigured
from the design, since they do not contribute to its functional completeness.
Regarding the branch predictors, a simple deconfiguration mechanism can be
used, where the component can be bypassed by setting the predictor’'s state
machines permanently to not-taken state. A similar deconfiguration mechanism
can be applied to the data and instruction prefetchers. In particular, the
prefetcher’'s queue, where all prefetching requests are buffered, can set
permanently the overflow flag. Therefore, all prefetching requests will be dropped
and the prefetcher is effectively deconfigured.

2.3.6 Deconfigurable controller design

The main structure of the proposed microprocessor architecture is the
deconfiguration controller. The controller can calculate dynamically, at runtime,
the susceptibility value of each deconfigurable module and decides the module
for the next deconfiguration (i.e.: the module with the higher probability to be the
source of the failure). Figure 18 outlines the structure of the deconfiguration
controller in the general case where both static pre-silicon susceptibility
information and dynamic run time susceptibility information is utilized.

The deconfiguration controller consists of three memory elements and a
combinational part implementing the proposed deconfiguration model. The
memory elements are implemented through the allocation of memory-mapped
space in the main memory of the prototype. The deconfiguration controller
accesses these structures for write/read operations.
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Figure 18: Deconfiguration controller block diagram.

A bug-proneness array is updated with the susceptibility value of each
deconfigurable module as assessed from the designer from pre-silicon data. The
array is updated at the initialization phase of the silicon prototype chip during test
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program uploading. A single entry for each deconfigurable component is reserved
in the bug-proneness array.

A second array, the activity array, is accessed by the profiler and stores the
activity (existing or new performance counters and other signals values) of each
deconfigurable module during execution of a test program. At the end of test
program execution the utilization array is updated with the value of the
performance counters. The activity array can contain more than one entry for
each deconfigurable component depending on the counters and signals that need
to be monitored for the component for a more elaborate decision at run time.
Therefore the array may have a size of a few hundreds words.

The deconfiguration unit parses the two memory arrays (bug-proneness and
activity) to find the component with the largest value of bug susceptibility Si as
described previously. This component is assumed to be the one with the highest
probability to be the source of the failure.

The deconfiguration unit output is written to the component buffer of the
deconfiguration controller. Each entry of this array saves the id of the component
that will be deconfigured. In every re-execution of the random test program the
deconfiguration unit increases the pointer of the component buffer, writes the id of
the next component to deconfigure and activates the relevant bypass logic.

At the end of the multiple hardware-enabled test program re-executions, the
component buffer contents are downloaded along with the remaining memory
image of the prototype on the workstation (a server that controls the validation
process for a particular prototype) for further analysis in the morning. Before each
re-execution of a test program the arrays are reset, since only the components
that have not been already deconfigured should be considered in the estimation
of the susceptibility model. Figure 19 visualizes the timeline of the operation of
the proposed deconfiguration controller.

v" Deconf. unit

v" Upload test calculates
program susceptibility v' Download
v Init Bug-proneness values Component
array v" A component Buffer
v Init Activity array is deconfigured contents
/ Test Program FAIL,/ Test Program PASS /
" A k ¥ A - v- G —
T T Time
v Execute test v Re-execute
program test program
v Profiler updates v' Profiler updates
activity array activity array

Figure 19: Methodology timeline for each test program.

2.3.7 Experimental evaluation of the triage mechanism

In this section we evaluate the proposed triage methodology. We first describe
the experimental framework. Subsequently, we measure the degree of
redundancy among the random test programs generated by our generator (which
has been developed following guidelines that major microprocessor companies
provide in the literature) for an x86-64 microprocessor using PTLsim architectural
simulator [110]. Finally, using the same framework we demonstrate the benefits
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of module deconfiguration in random test program triaging for silicon debug
acceleration.

For the experimental evaluation of the proposed silicon debug methodology, we
set up the tool chain shown in Figure 20 (dashed components are implemented
from scratch to evaluate our methodology). The experimental framework consists
of the following main modules:

| — Random Test Program Infrastructure |

| | Self-Checking Random Test | |

| method Generator |

- 4 |

[~ Deconfiguration Infrastructure _|

| | Deconfiguration |

mechanisms

Deconfiguration |

x86-64 R, Controller ||
Architectural =

Simulator @ ¢ |

|

" Design Bug|Infrastructure |

Database Bug Injection Tool

|

| :

| Design Bug
|

Figure 20: Experimental framework for the triage methodology.

Random Test Program Infrastructure: This module generates random, x86
assembly test programs enhanced with a self-checking capability (i.e. not needing
golden responses to compare with in order to conclude about the detection of a
design bug). We adopted the method presented in [10] which exploits the
diversity property of microprocessor ISAs. The input of the random test program
generator is a set with the basic x86 instruction templates. For example, the
template of an addition operation is the following: add, <operand1>, [<operand2>
| <memory>]. Registers selection, operands value initialization, data memory
initialization and instructions sequence are completely randomized. The output of
random test program generator is x86 assembly random test programs of 4K
instructions each.

Design Bug Infrastructure: Similar to [10], the bug injection tool injects design
bugs at various locations of an x86-64 superscalar, out-of-order, single-core
design modelled through PTLsim architectural simulator (Figure 20). The design
bug database is populated with a set of logical and electrical bugs that model
different design bug conditions in the entire x86-64 architecture ([70] [102]). Table
14 summarizes the numbers of logic and electrical bugs injected in the
components of the x86-64 microprocessor model. In total, 1K design bugs were
injected, 500 logical and 500 electrical respectively, covering all pipeline stages
and the majority of hardware components of the x86 microprocessor model.
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Table 14: Injected design bugs distribution in the x86-64 microprocessor components.

Component Electrical Bugs |Logic Bugs | Total
Instruction Fetch Queue 50 - 50
Branch Prediction Unit 50 50 100
Simple Decoder - 100 100
Complex Decoder - 100 100
Register Renaming 50 50 100
Issue Queues 100 - 100
Scheduler - 100 100
Functional Unit - 50 50
Load/Store Queue 100 - 100
Reorder buffer 150 50 200

Total 500 500 1000

Deconfiguration Infrastructure: The x86-64 microprocessor modelled in the
PTLsim simulator integrates various structures that can be deconfigured while the
processor remains functionally complete. Table 15 lists the deconfigurable
components (first column) and the techniques from section 2.3.5 that have been
used to implement the deconfiguration on the simulator (second column). The
third column presents the initial size of each component, while the last column
demonstrates the selected deconfiguration granularity. The deconfiguration
granularity must not violate the basic functionality of the microprocessor. For
example, the default size of instruction fetch queue is 32 entries (in our
configuration) out of which 28 (at maximum) can be deconfigured (the baseline
fetch width of the microprocessor must be guaranteed. In our case, the baseline
fetch width is 4-way). As well as, only the redundant ALU can be also
deconfigured .

Table 15: Deconfigurable microprocessor modules in the x86-64 model of the PTLsim

simulator.
Component Deconfigurable Initial Deconfigurable
P Mechanisms Size/ Entities Granularity
Instruction . 28 entries
Fetch Queue Fault-map 32 entries/— altogether
Return Address Stack Stuck-at 16 entries/— 16 entries
altogether
Conditional Predictor Stuck-at -2 2
Instruction Prefetcher Stuck-at /1 1
Data Prefetcher Stuck-at /1 1
Branch Target Buffer Stuck-at 4K /- 4K entries
altogether
Register
Renaming Table Fault-map 16x256 16x128
. 8 entries
Issue Queue Fault-map 16 entries altogether
ALU Busy mode —/2 1
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FPU Busy mode /2 1
. 44 entries
Load Queue Fault-map 48 entries/— altogether
. 28 entries
Store Queue Fault-map 32 entries/— altogether
Re-order Buffer Fault-map 128 entries/— 124 entries
altogether

Our deconfiguration infrastructure in the experimental framework integrates a
simple profiler component that monitors the activity of the deconfigurable modules
and provides the dynamic bug susceptibility data to the deconfiguration controller.
We have not implemented all details of the profiler because the analysis we
provide in the following subsection does not depend on the type of bug
susceptibility that the deconfiguration controller considers (static or dynamic).
Future work can analyse the efficiency of different dynamic run time statistics
collection by the profiler as well as their exact hardware costs.

The experimental evaluation of the proposed methodology is divided into two sets
of experiments:

First set of experiments. The random test program infrastructure and the design
bug infrastructure are used to quantify the degree of redundancy among the
random test programs. We need this first set of experiments to support our claim
about redundancy which is the main motivation of our work.

1000

Design Bugs

—
0O 100 200 300 400 500 600

Random Test Programs

Figure 21: Number of failing test programs (among 10,000 executed) for each of the 1,000
injected design bugs.
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For a given set of 1K design bugs defined in the design bug database and a given
set of 10K random tests programs generated by the random test program
generator, the experimental framework executes each random test program with
a single design bug injected at a time and records if the bug is detected or not
(test program fails). The graph of Figure 21 shows the number of test programs
that fail for each injected bug. The vertical axis shows all the 1K design bugs
injected into PTLsim simulator, while the horizontal axis shows the number of
failing random test programs for each bug.

The large numbers of redundant test programs are evident in Figure 21. In
particular: on average 52 test programs (0.52% of all 10K applied test programs)
detect the same design bug (fail due to the bug existence), the maximum number
of test programs that fail due to a single bug is 515 (5.15% of all 10K test
programs) and the minimum is 2 (0.02% of all 10K test programs). Only 27%
(273) of the 1000 injected bugs are detected by more than 30 of the 10K random
tests (0.3% of the tests).

Clearly, the motivating observation of this work is valid. If this set of experiments
Is extrapolated for an overnight run of massive numbers of random test programs,
the debug team will have to deal with a very large number of failing tests. Each
and every failing test will probably need to be separately debugged a process that
may take several days.

Second set of experiments. Aims to demonstrate the benefits of the
deconfiguration mechanism for RIT triaging. Towards this aim, we have selected
a set of 10 hard-to-detect logic bugs from the initial set of injected bugs (all 10
bugs are detected by a small number of test programs; smaller than the average
case) distributed among the deconfigurable modules of PTLsim simulator.

We repeated the experiments only for the subset of the initial 1K random test
programs that are affected from them (derived from the first set of experiments);
these are 341 test programs. A critical difference in this set of experiments is that
all 10 design bugs are together injected from the beginning of the bug injection
campaign, as an attempt to model more accurately the silicon debug environment
where all bugs can co-exist in the prototype chip. In this set of experiments, of
course, the deconfiguration infrastructure shown in Figure 20 is enabled.

Table 16: Details for the 10 hard-to-detect design bugs.

Bug ID Migroprocessor Failing Test
omponent Programs

1 Conditional Predictor 45
2 Return Address Stack 10
3 Issue Queue; 32
4 Issue Queue; 21
S Floating Point Unit 50
6 Data cache 17
7 Load Queue 47
8 Store Queue 29
9 Reorder Buffer 48
10 Reorder Buffer 42

Total 341
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Table 16 presents details about the selected design bugs. First column is the id of
each bug, while the second column gives the microprocessor component in which
the bug resides. Issue Queuel and Issue Queue? refer to different components in
the microprocessor design (Issue Queuel for the integer cluster, and Issue
Queue? for the floating point cluster). The third column shows the number of test
programs affected by each design bug when injected individually (from the first
set of experiments). For example, the design bugs injected in Issue Queue?2
cause 21 of the initial 10K test programs to fail. Error! Not a valid bookmark
self-reference. describes the 10 bugs.

Table 17: Design bugs description.

Microprocessor

Component Bug Description

Update fetch address on branch
misprediction fails

Incorrect push to stack

Dependent uop issued, while producer is
waiting in ready to write-back state

Entry not get flushed on a branch

Conditional Predictor

Return Address Stack

Issue Queue;

Issue Queue;

misprediction

Floating Point Unit

Incorrect rounding operation

Data cache

Valid array logic; invalid data read

Load Queue

Load to store aliasing

Store Queue

Store data before address gets valid

Reorder Buffer
Reorder Buffer

Commit entry more than once
Invalid control bit activation

Figure 22 shows the results from the execution of a subset of random test
programs for the set of 10 hard-to-detect design bugs (all 10 bugs injected
together — just like in a real prototype chip). In particular, it shows the different
“‘buckets” of failing random test programs that are formed when the proposed
methodology is applied (horizontal axis). The vertical axis shows the number of
failing test programs of each bucket. In this set of experiments, the
deconfiguration sequence is statically determined assuming pre-silicon bug
susceptibility data is provided to the deconfiguration controller. The
deconfiguration controller deconfigures the microprocessor modules for each
pipeline stage starting from instruction fetch. Thus, the sequence of
deconfigurations is the following: {Conditional Predictor, RAS, Issue Queuej,
Issue Queue,, FPU, Data Cache, Load Queue, Store Queue, ROB}. When all the
deconfigurable components from one stage are deconfigured it continues to the
next stage. This process is repeated until the test program is executed correctly
or all deconfigurable microprocessor components have been deconfigured.
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Figure 22: Failure categories for the 341 failing test programs.
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The application of the proposed methodology, with the deconfiguration
mechanisms enabled, results in a triaging of the 341 random test programs in 9
different failure categories shown in Figure 22. Some observations from this
second set of experiments:

Failure categories 1, 2, 3, 4, 6, 7, and 8 group the test programs that are
affected exclusively from the design bugs in the following microprocessor
components: Conditional Predictor, RAS, Issue Queues, Issue Queue,,
Data Cache, Load and Store Queues, respectively. As a result, when the
deconfiguration controller turned the corresponding microprocessor
component off, the bug is “masked” and the test program execution is
correct. For example, the design bug in data cache unit, which
manifested through the propagation of an incorrect data value, was
masked when the data cache block was deconfigured from the design.
Furthermore, the design bug in the load queue manifested as an invalid
forwarding of loaded data to a dependent instruction. As a result,
deconfiguring the load queue entries that hold that buggy information
result in a correct execution of the test program.

Failure category 5 groups 53 random test programs, while the expected
number of test programs affected from a design bug in the FPU unit is
50. The reason for that is that these particular test programs (3 from
Issue Queue2) were able to detect more than one design bugs (design
bugs injected both in the Issue Queue and the FPU). As a result, only
when both buggy microprocessor components were deconfigured the re-
execution of the test program results in a correct execution.

Failure category 9 includes the test programs that fail due to bugs 9 and
10 injected in the Reorder Buffer's logic. The deconfiguration
mechanisms were unable to distinguish these design bugs into different
categories, since both of them were inside the deconfiguration
granularity of the ROB structure. Specifically, these bugs reside in
neighbouring entries of the re-order buffer and manifest themselves as
invalid dependency re-dispatching when a mispeculation happens.
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Therefore, the same sequence of deconfiguration results in masking
both bugs. This is still very effective because the debug team will
certainly focus on the ROB component and it is very likely that it will
identify the root cause of both bugs.

In a traditional silicon debug flow, without the proposed triage mechanism, the
number of failing test in this set of experiments would be 341. This would be
exactly the number of debug sessions that the debug team will need to examine
starting the next morning. On the contrary, if the proposed deconfiguration-based
silicon debug methodology is adopted, the number of failing tests remains the
same (341) but the number of debug sessions would be only 9 (less than 3% of
the traditional flow).

Clearly, the proposed flow has a profound impact on the effectiveness of silicon
debug and greatly accelerates root cause analysis by removing the “noise” of
redundant random tests that fail due to the same underlying bug. Figure 23
visualizes this reduction in the number of debug sessions when our methodology
is applied.

350 -
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Figure 23: Number of debug sessions (number of failing test programs that must be
debugged) in the traditional and the proposed flow.

2.4 Related Work

There is no work in the literature that reports employment of: (i) deconfigurable
microprocessor architectures along with (ii) self-checking random test programs
for the optimization of silicon debug.

Self-checking methods: Previous studies [105] [87] have proposed the generation
of reversible test programs, where the program’s final state is known a priori, as a
way to avoid the simulation step of golden signature production. However,
generating reversible operations is not always an easy task and in some cases is
partially or totally infeasible, like in the case of floating point operations. Another
recent approach [48] targets to minimize the error detection latency of electrical
bugs by duplicating instructions.

Software diversity: Previous approaches have adopted the concept of software
diversity, as a zero-overhead alternative of design diversity, to build fault-tolerant
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systems. The key idea is to modify the executed code when a hard fault is
present, without spoiling the original code functionality [71]. Independent
generation of programs has been also proposed as a fault tolerant approach [26].
Construction of programs with duplicated instruction and diverse data operands
has been proposed as a way to detect temporal and permanent faults in the field
[76]. Software implemented fault tolerance aims to provide soft error tolerance by
instruction duplication [18]. Our method, for first time, utilizes the concept of ISA
diversity for efficient silicon debug.

Triage: In [99] a static grouping of random test programs at generation time
through the application of correlation, statistical and pattern recognition analysis
methods is proposed. Differently, our methodology dynamically triages the test
programs in runtime, based on the bug susceptibility of each component. The
proposed framework provides enhanced log information to the debug engineers,
facilitating the post-processing analysis of the failing self-checking test programs.
On the contrary, the proposed methodology systematically addresses the issue of
triaging through the introduction of hardware mechanisms capable to deconfigure
a microprocessor design.

Debug [2] [25] [32] [50] [60] [61] [79]: Many proposals introduce various design-
for-debug hooks into a design to monitor test execution and extract logging
information to facilitate failure analysis. On the contrary, the proposed method
acts proactively, in the silicon debug process, reducing the amount of test
programs that need to be debugged, by detecting dominant failure modes among
the failing random test programs. Furthermore, the massiveness of the silicon
debug phase, both in test program execution throughput and in bug detection
capabilities, encourages the adoption of high-level debug solutions. The proposed
method addresses this challenge, in contrast to the existing research proposals
that operate in a very fine granularity. It provides a unified solution for localizing
the malfunctioning component throughout the microprocessor design. Obviously,
the proposed methodology contributes to the acceleration of the root cause
analysis through an improved triaging stage, and complements other silicon
debug methods used in the industry.

Online bug detection: Previous approaches propose the use of dedicated
hardware to detect and recover from bugs in the field [93] [29] [11] [102] [106].
Semiconductor industry needs bugs detected as soon as possible before massive
production of the microprocessor chip. The proposed silicon debug methodology
aims to satisfy this requirement.

Fault tolerance [6] [23] [22] [71] [84] [90] [97] [101]: Design deconfiguration is a
well-known concept for tolerating hard errors in the field. The proposed
methodology employs for first time the concept of deconfiguration in the silicon
debug setup and in particular the random test program triaging step; as it is
shown throughout this work, this is not a straightforward task.

2.5 Findings summary

Effective silicon debug for modern microprocessor architectures must minimize
the simulation bottleneck and reduce the redundant debug sessions of random
test flows to save time, resources, and budget while not limiting bug detection
efficiency. We have proposed a novel, self-checking, hardware supported
framework to accelerate and improve the quality of silicon debug by exploiting
ISA diversity and the property of microprocessor components to be deconfigured
without compromising the function completeness. Our analysis for ARM, MIPS,
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PowerPC, and x86 instruction sets shows that despite their differences, modern
ISAs can perform an operation with many equivalent ways. We take advantage of
this ISAs property to generate random tests that detect bugs by comparing results
of equivalent instructions. Moreover, several hardware components of high
performance microprocessors can be “turned off’ or deconfigured while the
functional completeness of the design remains unaffected. We combine this
property of microprocessor architectures with carefully developed self-checking
random test programs to deliver a silicon debug methodology with an optimized
triage stage. Redundant failing random test programs during an overnight random
test programs execution campaign are grouped in classes each containing test
programs that most likely fail due to the same underlying bug. This is decided
based on the set of hardware components that need to be deconfigured so that
each of the random tests programs is correctly executed. Experimental results, in
an x86-64 microprocessor model prove the high bug detection efficiency, and
also the large savings in debug time due to avoiding the simulation step of
random test programs and by the effective triaging of failing tests using the
proposed silicon debug methodology.
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3. MANUFACTURING TESTING

The physical limits of semiconductor-based microelectronics have become a
major concern in manufacturing technology. The diminishing gains in processor’s
performance due to the increasing gap between processor and memory speed
(memory wall), the absence of enough parallelism in single instruction streams
(ILP wall) and the exponential escalation in power consumption (power wall)
motivate computer architects and designers to look at different directions for next
processor generations.

Current industry trend is orientated towards the development of chip
multiprocessors (CMP) and chip multithreaded (CMT) processors which although
may operate at lower frequencies are able to deliver higher performance
exploiting thread-level (intra-core) or processor-level (inter-core) execution
parallelism. However, test technology has to explore the transfer from the
uniprocessor era to the multiprocessor era (CMP and CMT architectures) of all
test techniques, that have been recently devised to deal with the emerging
reliability problems of modern microprocessors. The main objective of this
transfer of techniques to multithreaded multiprocessors should be the exploitation
of the execution parallelism of the new processor architectures to avoid excessive
scaling of the overall test time and therefore improve time-to-market but without
degrading the effectiveness of the technique in terms of fault coverage.

Software-Based Self-Testing (SBST) [80] [27] [30] [81] [38] [42] [46] [68] [109] is a
testing method that has gained increasing acceptance with major microprocessor
vendors and today forms an integral part of the manufacturing test flow of single-
threaded processors [85]. The key idea of SBST is to exploit the instruction set
architecture and on-chip programmable resources to execute self-test programs.
The use of SBST methodologies contributes to the reduction of yield loss (avoids
over-testing), while its non-intrusive nature does not require any processor
hardware modification. In addition, at-speed testing ability enables screening of
timing defects that do not manifest themselves at lower frequencies.

The effective application of SBST to multithreaded multicore architectures poses
significant challenges: (i) porting of existing self-test programs from the single-
threaded, single-core case to efficiently test all the individual cores; (ii) providing
sufficient fault coverage for the thread-specific control logic, that constitutes a
significant portion of the control logic in the new multithreaded architectures and
schedules the execution of threads on it; and (iii) exploitation of thread-level and
core-level parallelism to reduce test/validation execution time.

We present a complete multithreaded software-based self-testing (MT-SBST)
methodology that targets both the optimization of test execution time and the
improvement of the fault coverage of the thread-specific control logic. First, we
assess the impact of test routine scheduling in the fault coverage of hard-to-test
control structures (i.e. difficult to be controlled through test program stimuli): the
thread switch logic inside each processor core and the thread-specific control
logic of the shared components out of the processor cores. Subsequently, we
propose a multithread scheduling algorithm that achieves a very efficient trade-off
between test execution time and fault coverage of the thread-specific control
logic, and is only based on easy-to-obtain run-time statistics of the single-
threaded execution of the self-test program.
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3.1 Scope of the MT-SBST

The proposed methodology is applied at the manufacturing testing phase of the
microprocessor dependability cycle for the last quality control before chips are
shipped to customers for integration in a system. Our proposed MT-SBST
methodology performs the following:

e Test program development for all the functional units of a CMT
multiprocessor architecture.

e Test program profiling for the single-threaded single-core execution for
manufacturing testing (execution from on-chip cache memory).

e Assessment of the impact of the multithreaded execution of test program
on the fault coverage of the thread-specific control logic.

e Test program scheduling to take maximum advantage of thread-level
parallelism and speedup execution of its test routines for the core-
internal functional units, and core-level parallelism to speedup the
execution of its test routines for the core-external shared functional units.
At the same time, our scheduling improves the fault coverage for those
structures that are sensitive to the thread scheduling.

We provide full demonstration of the proposed methodology in the most complex
publicly available CMT processor architecture, OpenSPARC T1 [77]. Our
experimental results show that the proposed multithread scheduling algorithm
speeds up the execution time of test program at both core-level (up to 3.6X) and
processor-level (up to 6.0X) compared with the single-threaded execution.
Furthermore, compared with a straightforward multithreaded execution of the test
program the proposed multithreaded schedule reduces test execution time at
core-level and processor-level more than 33% and 20%, respectively. On top of
these significant improvements in test time, and despite its shorter execution
time, the proposed MT-SBST schedule improves the fault coverage of the thread
switch logic of each core by about 10% compared with the straightforward
multithreaded version. Overall, our methodology guarantees high stuck-at fault
coverage levels: more than 91% for the functional units (all integer functional
units of the eight cores and the shared floating point unit) and more than 88% for
the logic of the entire processor (including the functional units, the thread switch
logic and the interconnection networking, which count about 1.5M logic gates).

3.2 SBST of single-threaded processors

The basic concept of software-based self-testing (SBST) [37] for a single-
threaded single-core processor is depicted in Figure 24. Test program is
executed by the processor at normal mode of operation. Test instruction
sequences usually load test patterns from memory (or generate them internally)
and apply the appropriate operations to excite faults in hardware components; for
example, in Figure 24 the test code loads two operands (test vectors of the adder
circuit) and adds them to excite a hardware fault in the adder module. Finally, in
order to propagate the fault effect to observable locations the test code moves the
test responses from the register file to data memory. The first hard task in SBST
is to generate test instruction sequences that can adequately test the processor
modules achieving high fault coverage. Several recent works propose efficient
test program generation methodologies targeting different modules of single-
threaded microprocessor cores, such as integer functional units [27] [30] [81]
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floating-point units [109], pipeline and control logic [42] [38] and speculative
mechanisms [46].
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Figure 24: Software-based self-testing concept for single-threaded microprocessors.

The main advantages of SBST are:

e Non-intrusiveness. SBST operates in normal functional mode and does
not require extra hardware.

e At-speed testing. SBST application and response collection are
performed at the processor’s full speed which enables screening of delay
defects that do not manifest themselves at lower frequencies.

e No over-testing. SBST avoids test overkill and thus detection of defects
that will be never manifested during the normal processor operation; this
leads to significant yield increase.

SBST is a reusable, all-around solution for checking the microprocessor’s
integrity throughout its life cycle; self-test software can be executed during
manufacturing testing, and periodic online testing. The role of SBST in a
manufacturing test flow is complementary since it does not aim to replace the
other traditional testing approaches. On the contrary, SBST improves the overall
test quality combining the benefits of the other approaches: self-test program can
be developed targeting low-level structural fault models and applied in native
functional mode.

Figure 25 presents a typical SBST flow for manufacturing testing which comprises
three steps: (1) test code and data are downloaded into on-chip instruction and
data caches, respectively (for simplicity caches are not shown separately), using
a low-speed, low-cost tester. Test data downloading is performed via a cache
load interface at low-speed; (2) test program is executed by the processor at full
speed and test responses are stored back to on-chip data cache; and (3) tester
responses are uploaded into the tester memory via the low-speed cache interface
for external evaluation. Self-test programs must be developed so that no cache
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misses occur during test execution, a scheme called cache-resident testing [14],
[80]. This allows reducing the total test cost by (i) reducing test execution time
avoiding external (main) memory access cycles, and (ii) eliminating the need for
expensive high-speed functional testers that would handle the memory
transactions.

Microprocessor core
IH©)
LOAD R1, A A: 11000011  X: 11101111
LOAD R2, B B: 00111100 ...
ADD R4,R1,R2 .
STORE R4, X C: 10001100 Y: 11010000
D: 01000100 ...
LOAD R1, C .
LOAD R2, D N
ADD R4,R1,R2 :
STORE R4, Y : @‘
On-chip %
cache
A
Cache logd
@ interface
3 T r 3
Test Test Test
Code Data Responses
Low-cost tester

Figure 25: Manufacturing testing SBST setup.

3.3 MT-SBST preliminaries and experimental setup

For the application of SBST in a multithreaded multicore architecture, we assume
the following experimental setup:

N.Foutris

The test program consists of a set of test routines that target all the
private functional units of each processor core (i.e. functional units in the
execution pipeline of each core such as ALU, multiplier, divider and
shifter) and the shared functional units (i.e. a floating-point unit that all
cores of T1 share).

A single copy of the test program (test code and data) is stored in
memory (either on-chip cache or main memory depending on the setup)
instead of a separate copy for every core; this reduces the memory
storage requirements. All processor cores have to execute the same test
program to detect faults in their private units while the self-test program
for the shared units must be executed once (in one core or split in more
cores).

Each processor core generates a set of separate test responses; this
assumption enables the diagnosis of faulty core (the alternative is to
compact all responses from all processors loosing the diagnosis

94



Architectures for Dependable Modern Microprocessors

capability). This is important for manufacturing testing since it allows the
binning of partially “good” chips (those containing some faulty cores)
[104].

In order to reduce the execution time in an MT-SBST approach, we need to take
advantage of both the available thread-level and core-level parallelism, visualized
in Figure 26. Let assume four test routines for the functional units FU,, FU,, FU3
and FU, of the processor core (these routines must be executed be each core)
and one test routine for a shared-functional unit (this routine must be executed
once). Exploitation of core-level parallelism enables the parallel execution of the
test routines FU;, FU,, FU3 and FU4 by all n processor cores and speeds up the
execution of the shared-FU test routine. If execution parallelism is not exploited,
the overall test application time will scale with the number of processor cores (8 in
T1 multiprocessor). Instead of having a single core to execute the shared-FU
routine (top of Figure 26), the routine is split into n subroutines which can be
executed in parallel (middle of Figure 26). We can schedule in a different way the
test routines in the n cores to achieve the optimum utilization of the common
memory subsystem and the interconnection network [9]. Next, we exploit thread-
level parallelism to speedup the execution of the test routines in each core;
assuming that each core supports four hardware threads in an interleaved
multithreading fashion, all 4 threads are used to execute the test routines as
shown in Figure 26 (bottom). The overlap of the idle intervals of one thread (i.e.
due to a long latency operation or a cache miss) by another active thread is the
key point for the efficient parallelization of test routines.

Single-thread execution

Shared-FU FU, FU; FU,

| Exploiting MP and MT parallelism |

core, . | INEG——
Core; I |
Core, | ] ]

threadl ................................

1 dle thread, e

Figure 26: Exploiting MP and MT parallelism in the execution of the test program.

3.4 Proposed MT-SBST Methodology

When normal applications are developed for a multithreaded architecture the
main focus is the maximization of the application throughput and processor’s
resource utilization. The tuning of the application workload depends on its specific
characteristics. However, self-test programs do not belong to a specific class of
commercial workloads with common characteristics, and thus require separate
performance analysis. We aim to tune self-test programs to the characteristics of
the multithreading technology to achieve the maximum speedup, that — as our
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experiments reveal — a naive, straightforward multithreading scheduling cannot
reach. The necessity for effective self-test scheduling algorithms as the one
proposed in this thesis is therefore revealed.

The main objectives of the proposed methodology are: (a) to assess the test
program execution characteristics for its efficient tuning towards a multithreaded
architecture; (b) to analyse how the multithreaded execution of the test program
affects the fault coverage of the thread-specific control logic (which is not
explicitly targeted by the test routines for the functional units); and (c) to propose
an efficient scheduling algorithm which reduces test program execution time
without degrading its effectiveness in terms of fault coverage for the related logic.
Overall, the main goal of our methodology is to achieve the best trade-off
between self-test time reduction and self-test effectiveness for the thread-specific
control logic. The steps of the methodology are summarized in Figure 27 and
individually analysed in the following subsections.

Test program
development

| :

Fault-Coverage driven Test program
test routine splitting profiling

Test scheduling
algorithm

Figure 27: Proposed MT-SBST Methodology.

3.5 Test Program Development

Our demonstration vehicle is the open-source CMT processor model,
OpenSPARC T1, which integrates eight 64-bit SPARC V9 processor cores, each
one supporting four hardware threads [77]. Figure 28 shows the organization of
the OpenSPARC T1 processor. Each CPU core implements a six-stage, single-
issue execution pipeline and has a 16KB L1 instruction cache and a 8KB L1 data
cache. An on-chip unified 3MB L2 cache divided in four banks is shared among
all CPU cores. A crossbar switch handles communication between the CPU cores
and the shared memory while at the same time provides access to a shared
floating-point unit. OpenSPARC T1 uses fine-grain multithreading technology: it
switches among the available threads at every cycle giving priority to the least
recently executed thread.
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Figure 28: OpenSPARC T1 architecture.

Cache Crossbar (CCX)

The first step of the proposed methodology is the development of test routines
that target all the complex functional units of the SPARC V9 core: ALU, shifter,
integer multiplier, integer divider, stream processing unit (SPU — used for
cryptography operations), and floating-point frontend unit (FFU). The test routines
for these six functional units must be executed by all processor cores. We also
develop separate test routine for the components of the off-core floating-point unit
(FPU) of OpenSPARC T1 which must be executed only once (FP adder, FP
multiplier, FP divider).

For a few functional units, like the shifter and the multiplier we adopted proven
effective optimized test sets from previous SBST approaches [81] [38] for other
single-core models and tune them to the functional units of SPARC V9 core. For
the other modules, we either developed customized test routines (like in the
cases of the ALU and the divider) or used the regression tests of the modules
(like in the cases of FFU and SPU) included into OpenSPARC T1 verification
suite and enhanced them with more test patterns. It is important to note that this
first step of self-test program development does not affect the operation of the
subsequent steps. This means that any self-test program for the individual integer
and floating-point units can be used. One of the important part of this work is that
our experiment work stress the limits of MT-SBST on OpenSPARC T1 using as
efficient as possible self-test programs for the individual units.

Table 18 summarizes the characteristics of the functional units of the SPARC V9
core and the corresponding test routines. Second column presents the gate count
of the functional units and third column demonstrates the fault coverage achieved
by the corresponding test routines in a single-thread execution (results are based
on the stuck-at fault model and have been calculated using Synopsys’ TetraMAX
tool).
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Table 18: Functional units and corresponding test routines of each SPARC v9 core.

, Single-thread execution time
Functional | Gate count | Fault coverage (K cycles)
units (K gates) (stuck-at %)
Manufacturing testing
Shifter 5.9 97.5 14.4
ALU 6.2 92.7 32.5
Divider 114 97.3 54.5
Multiplier 54.2 96.4 8.6
FFU 16.6 72.1 9.9
SPU 18.5 86.9 33.1
Total 112.8 91.2 153.0

The rightmost column show the test routine execution time in a single thread for
manufacturing testing (execution from on-chip shared L2 cache). The execution
time of the test routines depends on: the number of test patterns, the latency of
the corresponding instructions and the development style (which affects the
instruction-level parallelism of the routines — loops, etc.). Our test program
achieves more than 91% fault coverage in total for all the functional units which is
the highest structural fault coverage that has been ever reported by a software-
based testing approach on a real open-source industrial processor such as
OpenSPARC T1. Note that, the low fault coverage of the FFU is due to the partial
activation of the component from the single-thread test programs, while combined
with the scheduling algorithm the fault coverage is increased.

In Table 19 we present the effectiveness of the FPU routine in terms of stuck-at
fault coverage only to the execution pipelines (adder, multiplier, divider) included
in the shared floating-point unit. We deal with the control part of the floating-point
unit later. The developed FPU routine achieves more than 92% stuck-at fault
coverage on average for this complex functional unit. The total execution time of
FPU routine is 2.6M clock cycles when executed from on-chip shared L2 cache.

Table 19: Modules of the shared FP unit and the corresponding test routines.

Single-thread
Modules Gite count | Fault cl?vero';\ge execution time (K cycles)
(Kgates) | (stuck-at %) Manufacturing testing

FP Add. 33.7 91.7 1300.1
FP Multiplier 60.1 92.9 520.4
FP Divider 13.6 91.0 780.2
Total 107.4 92.3 2600.7

The fault coverage of the functional units is not affected when the corresponding
test routines are executed in a multithreaded fashion. However, this is not the
case for the control logic, either the thread-specific control logic of the core or the
shared FPU control logic.
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3.6 Test Program Profiling

The second step of the methodology is the high-level profiling of the single-thread
version of the test program that allows us to quickly assess its scaling
characteristics to a multithreaded environment. All test routines are executed in a
single hardware thread of a SPARC V9 core having exclusive access to the core
while the other three threads are parked (i.e. exclusive single-thread
performance).

Figure 29 shows the exclusive single-thread performance of all test routines for
the manufacturing testing SBST setup (see explanation for the different routines
of each type at the end of this section). Each bar represents the fractions of time
the state machine of the hardware thread, executing the corresponding test
routine, is in one of the five possible states: ready, run, wait, speculative ready
and speculative run. The SPARC V9 core switches among the available threads
at every cycle (i.e. fine-grain multithreading technology). A thread can be
scheduled (is available) when it is in one of the following states: ready (i.e. the
hardware thread is available for selection by the scheduler), speculative ready
(i.e. data dependencies are expected to be resolved and the thread will soon be
available), run (i.e. the hardware thread has been selected), and speculative run
(i.e. the hardware thread will be selected by the scheduler) . On the other hand, a
thread enters the wait state due to one of the following reasons: I-cache fill, store
buffer full, long latency operation, and resource conflict (i.e. concurrent requests
to a shared resource). Therefore, when executing the test routines in a single-
threaded core, the core enters a wait state when the thread is unavailable. To
collect runtime statistics for the thread state we used the functionality of the
thread monitor unit of SPARC V9 core.

Wait Run B Rdy B Spec
100% | B0 B N N . o—
FTo L2 NNEE " [RUUUURURURRRIRRRIY o SR Y U R
BOUD - orrmmt e L
1 L SR L SO P A
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Figure 29: Test program profiling for manufacturing testing.

Test program profiling shows that the total core utilization is very low since the
core is waiting for long time intervals because the thread is unavailable. In the
case of manufacturing testing (Figure 29) the thread is in wait state for the 62% of
the total execution time of the test program. Hence, the test program profiling
stage designates the ability for performance gains when routines scheduled in
multithreaded environment.

We further analysed test routine profiles to identify different execution phases,
such as CPU-bound or memory-bound intervals, within a test routine execution
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and then we split it into more subroutines based on these phases. This splitting
procedure enabled us to schedule more efficiently the test routines into the
hardware threads achieving better exploitation of TLP. In our case study, routines
Div, FFU and SPU, present different runtime statistics and are split into two
subroutines each, Div; (24.2 K) and Div; (30.3 K), FFU; (9.4 K) and FFU; (0.5 K)
and SPU; (23.8 K) and SPU, (9.3 K), respectively (parentheses show the
execution time from L2 cache in clock cycles).

3.7 Fault coverage-driven test routine splitting

At this section, we study how the multithreaded execution of test routines affects
the fault coverage of the on-core (thread switch logic) and off-core (shared FPU)
control logic.

On-core control logic (thread-switch logic). Thread-switch logic fault coverage
increases with the activity of the four thread state machines (and therefore, the
number of state evaluations and thread selections that the thread-switch logic
performs). Thus, if we want to keep the fault coverage of the thread-switch logic
high, we should avoid decreasing the number of state transitions of the thread
state machines by forcing the four threads to enter more times in the wait state.
However, this target contradicts with the test execution time reduction goal since
increasing the number of resource conflicts (i.e. concurrent requests to a shared
resource) will adversely affect the exploitation of CMT technology.

We start considering two routines from our basic core test program that can
cause resource conflicts due to their long latency operations: multiplier and
divider routines. We performed a set of fast, high-level experiments to quantify
the speedup achieved if we split these test routines into two or four time-balanced
subroutines and schedule two or four hardware threads to execute them in
parallel. In Table 20, we compare the time of the single-threaded execution
versus the multithreaded execution for these two routines for execution from L2
cache.

Table 20: Single-threaded execution vs. multithreaded execution (ET: Execution Time).

1-thread 2-threads 4-threads
Testing setup| Routines | ET (A) ET (B) Speedup| ET(C) Speedup
Kcycles | Kcycles  (A/B) K cycles (A/C)
Manufacturing| Multiplier 8.6 5.7 1.5 54 1.6
testing Divider 54.5 37.1 1.5 35.9 15

The experimental results show that the two-threaded execution achieves
significant speedup, 1.5X times, over the single-threaded execution. However, the
speedup saturates at two threads since using more than two threads reduces
slightly the execution time. Therefore, to improve the fault coverage of the thread-
switch logic during the multithreaded execution we split the long-latency routines
into subroutines that causes resource conflicts when executed in multithreaded
mode. However, to achieve the best trade-off between execution time reduction
and fault coverage of the thread-switch logic the number of subroutines must not
exceed the number of threads at which the speedup saturates. The output of this
step is a number of sets each one containing the appropriate number of
subroutines that must be executed in parallel to cause resource conflicts. In our
case study two sets are created: {Div, Divy} and {Mult;, Mult,}.
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Off-core control logic (shared FPU). We exploit core-level parallelism to
execute the test routines for the off-core shared FPU. In order to determine an
efficient multicore, multithreaded execution of FPU test routine we study how the
execution time and the fault coverage scale with the number of cores and
threads. Thus, we split FPU test routine into 4, 8, 16 and 32 subroutines and
schedule them to different number of processor cores: 1, 4 or 8 cores each
running 1 or 4 threads. Table 21 presents total execution time and combined
stuck-at fault coverage of the two FPU control sub-modules: FP input that
multiplexes the FPU requests from multiple cores and FPU output that arbitrates
the results of FP pipelines for the single FPU-crossbar connection. Table 21
presents results for both the execution from L2 cache. Our experiments
demonstrate that the fault coverage is affected by the execution of FPU test
routine by multiple cores and multiple threads. This happens because the FPU
control modules carry thread and core id specific information. The results suggest
that the most efficient FPU routine schedule in terms of speedup and fault
coverage in both setups is 8 cores each running 4 threads: a total of 32 threads
executing in parallel 32 FPU time-balanced subroutines. Thus, in our proposed
test scheduling the FPU test subroutines are executed in parallel by all processor
cores — separately from basic core test routines — occupying all 32 threads of the
CMT architecture.

Table 21: Multicore, Multithreaded execution of FPU test routine (ET: Execution Time, FC:
Fault Coverage of the FPU control logic).

Schedule 1 thread 4 threads
ET (K cycles) FC (%) |ET (Kcycles) FC (%)
Manufacturing Testing
1 core 2600.7 61.9 1400.1 62.7
4 cores 920.1 89.9 490.3 91.0
8 cores 519.2 90.9 437.4 91.6

3.8 Test Scheduling Algorithm

We propose an algorithm that schedules a set of test routines {R1, R», ..., Ry} into
k hardware threads targeting the best trade-off between test execution time and
fault coverage. The proposed algorithm is presented in Table 22.

The first part of the algorithm partitions test routines into two groups: G which
contains routines having waiting time fraction (WT) less than the average waiting
time fraction (WTa,yg) Of all test routines and Gy which contains routines having
WT more than WTa,g. Then, the two groups are sorted in descending order
according to the execution time (ET) of their routines.

The second part of the algorithm picks up test routines from the two groups and
assigns them into threads in an iterative manner. The longest test routines (with
the higher ET) are scheduled first in order to produce a time-balanced scheduling.
When a routine that belongs to a resource conflict group (RCG) (an RCG
contains routines that perform concurrent requests to a shared resource) is
selected then all the other elements of the group are scheduled in parallel. If there
are routines that cannot be scheduled in parallel due to resource limitations they
are not selected in the current loop iteration. For instance, in our case study,
routines SPU; and SPU, cannot be executed in parallel since the co-processor
implementing the SPU operations supports one outstanding SPU operation per
core.
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Table 22: Test Scheduling Algorithm.

Inputs: k: number of threads
Basic core test routines: S ={Ry, R, ..., Ry}
Single-threaded test program profiling results:
ET;: execution time of routine R;
WT;: waiting time fraction of routine R;
WT,g: average waiting time fraction of all test routines
Routines groups causing resource conflicts: RCGy, ..., RCGy,
Restrictions: Routines cannot be executed concurrently due to limited resources (i.e.
SPU4, SPU,)
Output: Scheduled test routines in k threads: {SRy1, SRih2, --- SRk}
/l Partition routines into two groups: G, (low WT fraction) and Gy ( high WT fraction)
fori=1,2,...,Ndo
if WTi<WT,,y insert Rijto G ;
else insert R to Gy ;
end for
Sort G, and Gy in descending order according to ET;
ETi1, ETwho, -.- ETgw = 0 ; // Accumulated ET of routines assigned to threads 1...k
SR, SRz, ... SRy = @ ; // Set of routines scheduled to threads 1...k
CXR=0; /I Set of currently executed routines by all k threads

while (G, Gy hot empty) do
select thread j with shortest ET,;
remove the last routine of SRy, from CXR ;

if (G4 empty) OR
((GL not empty) AND (#routines in CXR with low WT < # of routines in CXR
with high WT)) then

select the longest routine R; from G, that does not have restriction with any
routine of CXR ;
remove R; from G, ;

end if
if (GL empty) OR
((Gy not empty) AND (# of routines in CXR with low WT > # of routines in CXR
with high WT)) then

select the longest routine R; from G that does not have restriction with any
routine of CXR ;

remove R; from Gy ;

end if
insert R; to SRyy;
insert R;to CXR ;

if R; belongs to an RCG,, then
remove R; from RCG,, ;

while (RCG,, not empty) do
select next longest routine R; from RCG,, ;
select thread j with shortest ETyy;;
remove the last routine of SRy, from CXR ;
remove routine R; from its group (G_or Gy) ;
insert R; to SRyy;
insert Rjto CXR ;

end while

end if
end while
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The algorithm satisfies two scheduling criteria: (a) routines causing resource
conflicts (belong to a resource conflict group, RCG) are executed in parallel; and
(b) at any time the set of currently executed routines (CXR) contains equal
number of low-WT and high-WT test routines. The first criterion targets to the
improvement of the fault coverage of the thread-specific control logic and the
second criterion targets to overlap the “long” waiting intervals of the half routines
with the “running” intervals of the other half routines. The algorithm output is k
sets SRin1, SR, ... SRink that contain the routines scheduled to each thread.

3.9 MT-SBST experimental results

We applied the proposed scheduling algorithm to the test routines of functional
units of the OpenSPARC T1 for manufacturing testing setup. For the sake of
comparison, we also set up a naive (straightforward) multithreading approach that
assigns routines with the same characteristics to the same thread, i.e. routines
using the multiplier (SPU and Mult), divider routines (Div), short latency
operations (ALU and Sft) and floating-point operations (FFU and FPU). Both
naive and proposed multithreading approaches are based upon the same
requirement: to avoid resource conflicts that degrade test program performance.
Therefore, naive approach constitutes a fair alternative of the proposed approach.

We first analyse core-level thread scheduling without considering testing of the
shared FPU. The generated test routine schedules for manufacturing testing
setup and the naive scheduling approach are shown in Table 23. Each column
includes the test routines scheduled in each thread of the core. Notice that the
proposed schedules for the two SBST setups are different which is due to the
different test program profiling.

Table 23: Schedules of core test routines.

Routines per Thread Assignment
Thread 0 Thread 1 Thread 2 Thread 3
N SPU, Divy ALU FFU,
. C}L\'e?]:\ljﬁn . SPU, Div, Sft FFU,
MU'tl
MU|t2
Manufacturing Testing
Thread 0 Thread 1 Thread 2 Thread 3
Proposed ALU Div, Div, SPU;
scheduling Mult, SPU, Mult;
FFU, FFU,
Sft

In Table 24 we compare the proposed multithreaded scheduling with the single-
threaded and naive scheduling approaches in terms of execution time and stuck-
at fault coverage of the thread-switch logic (recall that the coverage for the
functional units is more than 91% — see Table 18 — since the coverage does not
depend on the multithreaded execution). The speedup of the multithreaded
approach is calculated against the test execution time of the single-threaded
execution. The speedup achieved by the proposed multithreaded scheduling is up
to 3.3X, very close to the ideal theoretical 4X speedup, which means that it
exploits the TLP very efficiently, using only easy-to-obtain run-time statistics from
the single-threaded execution and avoiding time consuming simulations.
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Compared with the naive scheduling (that achieves a speedup only up to 2.2X),
our methodology reduces the test time by 33%.

Table 24: Comparison of core level scheduling approaches (FC: Fault Coverage of thread
switch logic).

Single-threaded| Naive scheduling |Proposed scheduling

Execution time

(K cycles) 153.0 69.2 46.1
Speedup — 2.2 3.3
FC (%) 32.6 67.6 75.5

Furthermore, the proposed scheduling does not degrade the fault coverage of
thread-specific control logic of the core but on the contrary (due to the elaborate
routines scheduling) it improves it up to about 10% compared with the naive
scheduling, thus achieving an excellent trade-off between speedup and fault
detection capability.

From this point onward, we include the testing of the control part of the shared
FPU (recall that the coverage for the FPU adder, multiplier and divider is more
than 92% — see Table 19) in our scheduling. In naive scheduling the FPU routine
is split into 8 subroutines (FPUi/8) which are executed by thread 3 of each core
shown in bold in Table 25. In our approach the FPU test routine is split into 32
time-balanced subroutines (FPU;/32) which are executed by all four threads of
each core before the basic core test routines: all 32 threads of the architecture
are occupied to execute in parallel the FPU subroutines. Note that Table 25
presents only the schedules of processor core O for the naive (straightforward)
approach and our proposed approach for manufacturing testing. The schedules
for all processor cores can be produced directly from Table 23 scheduling the
FPU subroutines before the core test routines.

Table 25: Schedules of core test routines plus shared FPU routine at processor level.

Routines per Thread Assignment
Thread 0 Thread 1 Thread 2 Thread 3

SPU; Div, ALU FFU;

Naive scheduling SPU, Div, Sft FFU-
MU“:]_ I:F)U1/8
MU'tz

Manufacturing Testing
Thread 0 Thread 1 Thread 2 Thread 3

Proposed FPUys2 FPUzs, FPUg3, FPU4/32
Scheduling ALU Div, Div, SPU,
Mult, SPU, Mult,
FFUl FFU2
Sft

Table 26 summarizes test execution time of single-threaded, naive scheduling
and proposed scheduling approaches and the speedup achieved by the
multithreaded approaches over the single-threaded one. Compared with the
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naive scheduling, the proposed scheduling reduces the test execution time of the
entire processor by up to 18%.

Table 26: Comparison of scheduling approaches including FPU routine.

Single threaded | Naive scheduling |Proposed Scheduling

Execution time
(K cycles)

Speedup — 4.6 5.6

2753.7 588.4 483.5

Finally, Table 27 presents the fault coverage for the targeted logic (about 1.5M
gates of logic) of the OpenSPARC T1, which includes all the integer functional
units and the on-core control logic (thread switch logic and integer pipeline control
logic) of all eight CPU cores, the shared FPU (including the execution units and
the thread-specific control logic) and also the interconnection network (this is not
explicitly targeted by test routines). The total fault coverage for all functional units
(both integer and floating-point) is 91.3%, while the total fault coverage for the
entire processor is 88.6%.

Table 27: Fault coverage (IFUs: Integer functional units, FPU: Floating-point unit, CCL:
Core control logic, INN: Interconnection network, FUs: Functional units of processor).

Fault coverage (stuck-at %)
Gate count , "

Components (K gates) Single Naive Proposed
threaded scheduling scheduling

Core (x8) IFUs | 8 x112.8 91.2 91.2 91.2

CCL| 8x284 62.2 71.8 82.8

Off-core FPU 115.8 86.7 88.8 92.3

INN 259.5 14.9 79.9 82.7

Total (FUs) 1018.2 90.7 90.9 91.3

Total (Processor)| 1504.9 73.4 86.1 88.6

3.10 Related work

There is no work in the literature that studies (a) the impact of SBST test
optimization strategy on a multicore, multithread architecture; and (b) measures
the fault coverage of thread-specific control logic.

Multithreading: Bayraktaroglu et al. [14] proposed the conversion of existing
legacy tests, either hand-written or randomly-generated to test the multithreaded
cores of the CMT architecture of UltraSPARC T1. They described how a
software-based cache-resident test methodology can be utilized during the
manufacturing test flow of a commercial multicore chip, UltraSPARC T1, and
applied by a low-cost external tester. In [14], the CPU cores of the CMT
architecture execute the test program sequentially while the other cores are
disabled; this scheme eliminates the need for replicating the test program for
each processor core but it does not exploit either the core-level parallelism or the
thread-level parallelism of the architecture, thus, it does not satisfy the main
objective of a multithreaded SBST methodology. Apostolakis et al. [9] considered
the application of SBST to bus-based CMP architectures consisting of simple
single-threaded cores. They proposed a scheduling methodology for the test
routines to exploit core-level execution parallelism and minimize the time
overheads coming from the memory subsystem in order to reduce the total test
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execution time. However, [9] focuses only on the execution parallelism among
different cores in order to improve test program performance for the processor.

Multiprocessor: A first approach on studying the application of SBST in CMT
architecture for manufacturing testing, was proposed in [10] where thread-level
parallelism is exploited to reduce self-test execution time.

3.11 Findings summary

We present the application of SBST in multithreaded, multicore architectures as a
natural extension to single-core, single thread SBST. The proposed MT-SBST
methodology leverages the existing thread-level parallelism (TLP) for test
optimization. We analyse the impact of multithreaded test execution on fault
coverage and propose a methodology to speed up the test execution time by
exploiting execution parallelism without degrading the fault coverage of the
control logic (but on the contrary improving it). Comprehensive experiments on
OpenSPARC T1 demonstrate that our methodology speeds up the test time of a
4-threaded core by 3.3. Compared with a straightforward multithreaded
scheduling the proposed methodology achieves significant time reduction, 33% at
the core-level and 18% at the processor-level. Overall, our methodology
guarantees high fault coverage, more than 91% fault coverage for the functional
units and more than 88% for the entire OpenSPARC T1 processor logic (more
than 1.5M gates of logic).
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4. IN-FIELD VERIFICATION

High-performance microprocessor architectures consolidate all available design
techniques towards a single aim: delivery of the highest performance given the
power constraints of an individual market segment. Towards this aim, a
continuously increasing number of transistors are integrated in microprocessor
chips along with sophisticated circuit design and architectural techniques to
improve performance. Chip manufacturing technologies, however, have already
entered an era where permanent, intermittent, and transient hardware faults have
unacceptably high rates due to manufacturing defects, process variation,
environment impact, and device wear-out and aging [74]. Under these
circumstances, the microprocessor chip manufacturing cost is seriously affected
by reduced yield levels and the inevitable overheads for fault tolerance.

Silicon technology process scaling has been shown to increase the rate of hard
faults in microprocessor SRAM arrays [59] [18] [21]. One of the most important
trend for reducing processor power consumption is low voltage operation which
further increases the rate of hard faults in SRAM arrays [28] [1] [108]. Several
hard fault tolerance techniques for SRAM caches have been proposed [5] [28]
[66] [89] [100] as well as mechanisms to protect pipeline flip-flops and
combinational logic [23] [84] [94] [71] [90] [95] [41] [75]. However, many non-
cache structures such as those in control and data flow speculative hardware are
also implemented using large SRAM arrays (e.g. branch target buffer size is 2.5K
entries in AMD’s Jaguar core [92], which equals to 9% of the non-cache core
area, accounting for 44% of the non-cache SRAM area).

Although these speculation mechanisms do not affect program correctness, faults
that lead to extra mispeculations can significantly degrade performance [46] [44]
[49] [63] [7]. The exact behaviour depends on the location of the fault (in an array
entry or in the control part of the component) and the component-access pattern
by an application or benchmark. Transient faults, such as those caused by high-
energy particle strikes, minimally affect performance because they incur few extra
mispredictions and thus will not be investigated in this study. However, hard
(permanent) faults can significantly reduce performance especially when faulty
array entries are accessed frequently.

Performance loss from faults reduces performance without corresponding
reductions in power, decreasing overall efficiency. Performance variability across
identical cores is undesirable in many settings including data centre and HPC
deployments. For instance, estimation of the Total-Cost-of-Ownership (TCO) of a
data centre can be done using estimation frameworks as the one reported in [45];
these frameworks show that, under certain configurations, performance variability
increases both system cost and power consumption and worsens the system’s
environmental impact. Moreover, large parallel workloads running on HPC
environments often execute at the speed of the slowest node [34] meaning that
performance variability among nodes can substantially reduce the overall
throughput of the system. Performance variability is also undesirable in the
mobile and desktop markets [51] since it reduces the ability to provide
performance guarantees in real-time systems.

We measure the effect of permanent faults in the arrays and the control logic of
performance components: branch predictors (BPs), branch target buffers (BTBSs),
the return address stack (RAS), and data and instruction prefetchers (DP and IP).
Soft errors are exempt from this study, since their transient impact has
insignificant effect on microprocessor’s performance. Then, we propose a set of
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low-cost hardware-based mechanisms for the detection, diagnosis and
performance recovery in the BP and BTB structures.

4.1 Scope of proposed techniques

The reliability evaluation and proposed techniques are applied at in-field
verification phase of the microprocessor dependability cycle. In particular, we
perform the following tasks:

e Classify the behaviour of microprocessor speculative mechanisms in the
presence of faults in the four categories (output error, performance
errors, benign errors and crash).

e Demonstrate that faults such as those from low-voltage operation and
process scaling can lead to substantial performance loss and variability
in these structures. We assess the impact of hard faults in the
conditional Branch Predictor (BP), the branch target buffer (BTB), and
the return address stack (RAS), using expected rates of hard faults for
future technologies and low-voltage operation.

e We propose a set of low-cost hardware-based mechanisms for the
detection, diagnosis and performance recovery in the aforementioned
structures. Our objectives are to recover the fault-free execution time by
mitigating the impact of faults on IPC, and to minimize variation among
cores with different fault locations in control flow predictors. Our
techniques leverage the observation that the inherent self-verifying
nature of all these components offers an opportunity for low-cost
diagnosis of faults. Therefore, we overload the self-verification
mechanism to trigger hard fault detection and diagnosis in each
predictor. Once a hard fault is identified, we employ limited spatial
redundancy to minimize the number of additional mispredictions and
recover performance.

Our analysis delivers the following key insights. First, performance components
with single permanent faults do not lead to functional errors and that most faults
(44% to 96%) cause only performance fluctuation. Second, hard faults in a stride
data prefetcher can affect microprocessor performance significantly (up to 26%)
and increase inter-core performance variability (more than 4.5%). Likewise, in the
branch prediction unit the performance loss (up to 13%) and variability (more than
16%) can be significant. Finally, the low-cost hardware-based solutions for the
detection, diagnosis and performance recovery of multiple hard faults in all front-
end speculation components (BPs, BTBs, RAS, BHR) achieves to mitigate almost
the entire IPC loss due to faults.

4.2 Background analysis

4.2.1 Performance components

The quest for higher performance at lower power continues as we keep stacking
more transistors on a die. All major compute elements (CPUs, GPUs, etc.)
employ an array of structures whose main (and, in some cases, only) purpose is
to provide higher performance (caches, BPs, prefetchers, load/store speculation,
execution units, out-of-order schedulers, hardware-based multi-threading, etc.).
These mechanisms are used to hide the ever-increasing memory latency
(caches, prefetchers, load/store speculation) and boost parallelism exploited
either at the instruction level (OoO schedulers, execution units, BPs) or at the
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thread level (multi-threading). The effect of permanent errors on some of these
structures has been studied in the past [49] [17]. Most of the reliability studies
have focused on structures based on the area they occupy (caches), their
immediate performance impact (execution units), and their ability to influence
functional correctness (caches, schedulers).

We examine the impact of permanent faults on the front-end structures of high-
performance microprocessors. These include branch outcome predictors, BTB,
and RAS. Modern microprocessors employ all these techniques in an effort to
provide a continuous stream of instructions to their execution units. The accuracy
of these mechanisms is a key metric in achieving high instruction-level parallelism
(ILP). Permanent faults in their arrays or control logic can cause the mis-
prediction rate to fluctuate, leading to performance changes. High mis-prediction
rates can cause additional memory traffic (especially for conditional and indirect
branch prediction), which in turn can amplify the side effects on the core IPC and
power. Independent of the actual nature of the workload (compute- or memory-
dominated), the steady supply of instructions to the back end of the core will
remain critical in maintaining high performance at a low power cost.

We also steer focus towards structures that affect performance only. A prefetcher
is one such case. If not accurate enough, it can degrade performance (and
increase power) by polluting the cache and by wasting shared resources (miss
information/status handling registers (MSHRs), tag/DC and command/data bus
bandwidth, victim buffers, etc.). If the prefetcher is accurate enough, it reduces
the average memory latency and lowers the need for larger data caches.
However, permanent faults can cause variations in the prefetched address
stream, which in turn can lead to large IPC fluctuations if the prefetcher is
accurate and the data working set of the application does not fit in the data cache.
Permanent errors can change prefetcher coverage (by dropping pending prefetch
requests and training opportunities), prefetch request timeliness (by issuing
requests earlier or later than their error free equivalent), and prefetch accuracy
(by perturbing prefetch address-generation logic).

4.2.2 SRAM arrays failure probabilities

Technology modelling in roadmaps predicts extremely small single-bit failure
probabilities for combinational logic even beyond the 12nm node [74]. However,
several orders of magnitude higher numbers of hard faults in SRAM arrays are
expected in the following two contexts:

e Chips manufactured in current and future technologies (e.g., 22nm) that
operate at reduced voltage levels for power reduction purposes [28] [1]
[108].

e Forthcoming chips manufactured in more defective technologies (16nm,
12nm) [101].

In both contexts, the failure probability (Pfail) of a single SRAM cell is expected to
fall between 10° and 10 [28] [74] [108], a substantial increase over the SRAM
cell Pfail in 32nm, as shown in Table 28.

Table 28: SRAM cell Pfail for four technology nodes [74].

Node SRAM cell Pfail Node SRAM cell Pfail
32nm 7.30E-09 16nm 5.50E-05
22nm 1.50E-06 12nm 2.60E-04
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To put this in perspective, Figure 30 shows the expected number of faults in
100Kbit and 300Kbit SRAM arrays (within range of BP and BTB arrays used in
commercial processors; see Introduction) for the technology nodes of Table 28,
expressed as a cumulative probability. As we can see in Figure 30, the average
number of faults in a 100Kbit array in 32nm is only 0.001, while the same array in
16nm is expected to have 5.5 faults on average.
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Figure 30: Cumulative probability of 1...k hard faults for 100Kbit (top) and 300Kbit (bottom)
SRAM arrays.

4.2.3 Fault classes

We classify the outcomes of each fault injection simulation based on the impact of
the fault on the simulated system. Follows the analysis of fault effects classes.
These represent typical classes (and corresponding terminology) used in the
reliability literature.

e Output error: The fault causes data corruption at benchmark output,
register values, or memory state (although this category is expected to
be empty, we include it in our study and check the processor state at
simulation end to verify that functional correctness is preserved).

e Performance error (slowdown or speedup): The fault changes only the
execution time of the benchmark.

e Benign error: The fault does not cause an output or performance error.
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e Crash: The fault produces an exception or system crash.

4.3 Simulator and Microprocessor Model

Our statistical fault injection campaign runs on top of the PTLsim x86 architectural
simulator [110], which is used widely for performance measurements. We have
enhanced the x86-64 microprocessor model of PTLsim so it resembles as much
as possible a modern design that incorporates all the major performance
components of our study. Table 29 summarizes all parameters of the enhanced
x86-64 microprocessor model we used in our experiments.

Table 29: Enhanced x8-64 model configuration.

Parameter Setting

Fetch//Issue/Commit 4/4/4 instructions per cycle

Return address stack 16 entries

Branch target buffer 4-way set associative, 1K sets

(Cond./Uncond. direct branches)

Branch target buffer (Indirect 4-way set associative, 512 sets

branches)

Combined predictor Bimodal, Two-Level predictors
16KB (65,536 entries, 2 bits per entry,
16 bits history)
Meta-predictor table: 65,536 entries

Reorder buffer 128 entries

Functional units 4 clusters (ALUs: 2 INT, 2 FPU)

L1 instruction cache 32KB (64B cache line, 128 sets, 4 ways, 2
cycles latency, 8 MSHRS)

L1 data cache 16KB (64B cache line, 64 sets, 4 ways, 2
cycles latency, 32 MSHRs, max.
MSHR entries for prefetch requests: 20)

L2 cache 256KB inclusive (64B cache line, 16 ways,
12 cycles latency, 40 MSHRS)

L3 cache 4MB inclusive (64B cache line, 32 ways, 40
cycles latency, 40 MSHRS)

Main memory Infinite size (200 cycles latency)

Prefetch input queue (P1Q) 8 entries

Prefetch table 64 entries, 4-way set assoc., PC indexed

Confidence size 3 bits

Confidence threshold 3

Stride size 5 bits

Prefetch distance 1 (single step)

Prefetch request queue (PQR) 8 entries

First, we enhanced the branch prediction unit (Figure 31) with a new BTB model
for conditional/direct branches (cBTB) with a misprediction penalty of 3 cycles.
The cBTB is separate from the one PTLsim uses for indirect branches, which we
label iBTB. Conditional and direct branches form the majority of instructions
modifying control flow, so it is important to add the cBTB so the pipeline can
maintain a steady stream of instruction supply to its execution units. In addition,
simulating permanent errors to cBTB is more important than the iBTB since the
cBTB predicts the targets of those branches.
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Figure 31: Block diagram of the branch prediction unit.

Second, we added a next-line instruction prefetcher (IP) to the instruction cache
that shares the miss handling status registers (MHSR) with demand instruction
cache miss requests from the processor (Figure 32). Instruction prefetching is an
effective technique in hiding latency of the instruction cache misses that are non-
overlapping in time because instruction cache is typically a blocking cache. The
instruction prefetcher works as follows: On miss, a prefetch request is added on
the prefetch queue with the next sequential cache line. Then, the request is
issued to the L1 instruction cache; in case of miss an entry on the miss buffer is
allocated and the request is propagated to the lower level of the cache hierarchy.
Finally, request that already exists on the miss buffer are dropped.

Prefetch Queue Miss Buffer
demand-fetch
L1
Instruction
Cache

Figure 32: Block diagram of next-line instruction prefetcher.
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Third, we added an L1 data cache stride data prefetcher (DP) that also shares the
MSHRs with demand data cache miss requests (Figure 33). An address-training
queue and a prefetch-request queue were also modelled to faithfully mimic the
logic used to train the DP as well as the generation of prefetch requests before
they are issued to the data cache (for hit/miss identification). The prefetch table
consists of the following fields: (i) Tag: RIP of the x86 memory operation, (ii) Load
Address: previous train address, (iii) Stride: most recently recorded stride, (iv)
Confidence: m bit counter to indicate the occurrences of a particular stride, (v)
Valid: indicates the existence of valid data; and (vi) LRU: replacement policy bits.
The data prefetcher operates as follows: The load/store addresses produced by
the address generation unit are buffered into the input queue to train the
prefetcher. Repetitive memory operations with a linear stride generate prefetch
requests with the prefetch distance shown on Table 29. The prefetch requests are
then buffered in the request queue. Finally, null and off-range strides are
dropped.

Input Queue

dynamic
load/store
—

i Prefetch Table

tag (RIP) | load address |stride|conf. |valid| Iru

Request Queue

> L1 D$
—_— >

Figure 33: Block diagram of the L1 data cache stride prefetcher.

4.4 Statistical Fault Injection Framework

We have developed a statistical fault injection framework, on top of PTLsim
architectural simulator, to evaluate the impact of permanent faults on the
performance of modern microprocessors (Figure 34). It consists of three main
elements: a fault mask database, golden and faulty models of the
microprocessor, and a post-processing analysis tool. The fault mask database is
populated with the set of fault masks injected in both the arrays and the control
logic of the microprocessor components. Each fault mask has the following fields:

e Module_ID: The targeted microarchitectural array.

e Entry ID: The line inside a structure where a permanent fault is injected
(for the set-associative components, a pair of entry/way is generated to
define an array entry exclusively).

e Position_ID: The bit location within an entry to inject a fault.

e Fault_type: Stuck-at-0, stuck-at-1.
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The fault mask database for the arrays is populated based on the statistical
sampling technique of [67] (The method has been originally proposed for soft
error injection; it computes the number of injection experiments in an array of
given size under confidence level' and error margin® requirements. There is no
mandatory temporal parameter in the sampling of [67] and it can be adopted for
both transient and permanent faults by taking or not time into consideration,
respectively). More details regarding the selected confidence level and the error
margin will be presented in the following sub-sections. Further, the Entry ID,
Position_ID, and Fault_type attributes are randomly selected for each fault mask
based on a normal distribution. The control faults are modeled by modifying the
semantics of the simulator’s source code that models the control logic of each
microarchitectural component. We injected a total of 155 permanent faults in the
control logic of the DP and the BPU. The selection of the 155 control-logic faults
was done using only one criterion: maximum correspondence of the injected fault
in the architectural simulator model and an actual single stuck-at hardware fault at
the RT level assuming a generic logic design implementation of each sub-
component.

SPEC CPU2006 .| GOLDEN PTLsim Post-processing Tool

Benchmark Suite " enhanced model /

T | Fault Classification)
Module D . [— — o EAULTY PTLsi ‘/ Performance Impact\

Entry_ID ” sim Analysis
Position_ID Fault_Mask » enhanced model \ /
— Database

Fault_type )

Figure 34: Statistical fault injection framework.

Each SPEC CPU2006 benchmark runs once on the golden (fault-free) model and
once for each fault in the database on the faulty model (on each run, a single fault
is injected). Figure 35 shows the timeline of a simulation run. At the beginning of
the fault injection simulation, the framework reads the fault mask from the
database and launches simulation. We warm up the microprocessor for an
interval of 20 million committed x86 instructions (no checkpoint captured). At the
end of the 20 million instructions, the fault is injected and executed for 80 million
more committed instructions (i.e., each simulation lasts 100 million committed x86
instructions). At the end of each run, a checkpoint of the simulator state is
extracted for further off-line analysis.

We present our experimental results in three parts:

e The first part classifies the behaviour of data and instruction prefetcher
sub-components (arrays and control) in the presence of faults in the four
categories (output error, performance error (slowdown or speedup),
benign error, and crash) and then we measure the performance impact
(IPC) due to them.

! Probability that the observed sample contains the measured attribute’s real mean in the full
E)opulation.

Maximum expected difference between the population's mean value and a sample’s mean value
of the measured attribute.
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e The second part classifies the behaviour of the branch prediction unit
sub-components (arrays and control) in the presence of faults in the four
categories (output error, performance error (slowdown or speedup),
benign error, and crash) and quantify the performance impact (IPC) due

to them.

e Third part presents a low-cost microarchitectural mechanism that detects
and tolerates the performance impact of hardware faults in the branch
prediction unit.

Fault Injection Run

Launch Hard Fault Injected
Benchmark (either sa0 or sal)

!

l

Warm-up Interval

(20M committed

x86 instructions)

Simulation Interval
(80M committed
x86 instructions)

Figure 35: Fault injection simulation timeline.

4.5 Resiliency of data prefetcher

45.1 Classification of faults

End of Simulation
(100M committed
x86 instructions)

In this sub-section, we present the fault classification of the prefetcher sub-
components. For confidence (95%) and error margin (5%), 2,604 faults masks
are sampled and injected into the arrays (Table 30).

Table 30: Distribution of the injected faults on the prefetcher.

Component Field #ijected
aults
Data prefetcher | Load address 571
array Tag 571
Stride 216
Confidence 149
LRU 128
Valid 58
PRQ — Load Address 289
P1Q — Load Address 289
Data prefetcher | Prefetcher table index-generation logic 15
control Prefetcher table tag-search logic 4
Prefetcher table replacement logic 4
Stride calculation logic 5
Confidence calculation logic 5
Output logic to issue a prefetch request 2
PRQ - CAM multi-hits 3
PRQ - Head/Tail pointer 3
PIQ - Head/Tail pointer 3
:Onrztfr;gtrl;? Fetch address 289
Total 2,560 array faults + 44 control faults 2,604
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The following tables break down the fault classifications for each field of the
prefetcher. We separately present results for the arrays and the control parts. No
output error has been observed in our experiments and thus we have omitted
columns for output errors (all are 0%); this is an expected result that matches
intuition for the components we studied.

Table 31 shows that faults in the arrays of the data prefetcher either cause only
performance errors or are benign. Faults in its arrays that are excited can lead to
cache pollution, which causes performance fluctuations. For example, when a
fault resides in the load address field of the data prefetcher and the
corresponding entry is activated (trained, locked on a stride, and actively issuing
prefetches), this will lead to modification of the number of issued prefetch
requests and/or corruption of the load address of a prefetch request. Thus, in
both cases, the cache will be polluted and performance will slow.

Table 31: Data prefetcher array fault classification (Average per component for all
benchmarks and all injected faults).

Field Slowdown Speedup Benign
error (%) error (%) error (%)
Load Address 23.4 27.3 49.2
Tag 20.4 18.2 61.3
Stride 23.9 26.5 49.6
Confidence 16.1 29.5 54.4
LRU 27.0 16.1 56.9
Valid 22.2 8.7 69.1
PRQ — Load Address 44.7 3.8 51.5
PIQ — Load Address 66.3 24.0 9.7
Average 30.5 19.3 50.2

The high concentration of benign faults in our experiments is because faults occur
in entries that are not activated. To verify this, we studied the behaviour of a few
benign faults from the execution of several benchmarks (bzip2, games, zeusmp);
our finding is that the number of prefetch requests remains stable (i.e., equal to
the golden run) because all these faults are not excited throughout the simulation
runs.

The different fields of the data prefetcher arrays behave as Table 31 shows:
benign errors range roughly between 10% and 70% across fields, while the
performance errors category takes from about 30% to about 90% of the fault
population. On average, 49.8% of the faults in the arrays of the data prefetcher
lead to performance errors (30.5% slowdowns and 19.3% speedups) and 50.2%
are benign. Finally, there are no crashes or exceptions generated by faults in the
DP because prefetch requests to invalid/illegal addresses are dropped in our
system; thus we do not include a crash column in the Table 31.

Table 32 shows that faults in the control part of the data prefetcher lead to many
more performance faults (greater than 76%) than faults in the arrays (Table 31).
Slowdown errors occur much more frequently than speedups, and are more
massive compared to the array. A fault in the output logic that issues prefetcher
requests actually disables the data prefetcher.
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Table 32: Data prefetcher control fault classification.

Slowdown | Speedup Benign

Field error (%) | error (%) | error (%)

Prefetcher table index-generation logic 32.9 14.9 52.2
Prefetcher table tag-search logic 50.0 36.2 13.8
Prefetcher table replacement logic 48.3 34.5 17.2
Stride calculation logic 31.0 44.8 24.1
Confidence calculation logic 51.7 29.0 19.3
_Output logic that decides whether to 100.0 0.0 0.0
issue Prefetch or not

PRQ - CAM multi-hits 33.3 25.3 41.4
PRQ - Head/tail pointer 43.7 27.6 28.7
PIQ - Head/tail pointer 42.5 40.2 17.2
Average 48.2 28.1 23.7

Table 33 shows that more than 80% of the faults in the instruction prefetcher
array (eight buffers holding addresses to be prefetched) are not activated. This is
in line with the corresponding large percentage of benign faults in the arrays of
the data prefetcher (Table 31). A next-line instruction prefetcher will not utilize
more than a few entries because it generates a prefetch on an Icache miss.

Table 33: Instruction prefetcher array fault classification.

. Slowdown Speedup Benign
Field
Error Error Error
Instruction prefetcher array 17.5% 0.8% 81.7%

4.5.2 Benchmark profiling: prefetch-friendly and —neutral

We profile the full set of SPEC CPU2006 benchmarks to measure the IPC impact
of a fault-free L1 cache-stride data prefetcher. Table 34 presents the IPC
speedup for each benchmark due to the stride data prefetcher. On average, the
data prefetcher boosts IPC by 6.85%. However, performance improvement varies
and depends on the stream of memory access patterns generated by each
benchmark. For that reason, we classify benchmarks into two major categories:
prefetch-friendly, in which the IPC change is greater than the average speedup
across all SPEC CPU2006 benchmarks, and prefetch-neutral, in which the
change is less than the average speedup. Eleven benchmarks are classified as
prefetch-friendly and 18 are classified as prefetch-neutral. The impact of faults on
performance significantly differs between the two groups of benchmarks.
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Table 34: Per benchmark IPC speedup provided by the L1 data prefetcher (*milc IPC is

slowed).
Prefetch-friendly IPC (%) Prefetch-neutral IPC (%)
benchmarks speedup benchmarks speedup
bzip2 19.99 perlbench 2.58
bwaves 10.14 gcc 1.89
gamess 21.51 mcf 0.16
zeusmp 9.10 milc -4.11*
leslie3d 7.55 gromacs 2.86
dealll 9.61 cactusADM 0.49
soplex 9.50 namd 0.34
GemsFDTD 19.66 gobmk 0.60
libquantum 17.20 povray 0.42
tonto 15.91 calculix 4.73
wrf 34.59 hmmer 0.62
average 15.887 sjeng 0.07
h2564ref 0.96
lbm 4.66
omnetpp 0.07
astar 3.01
sphinx3 0.67
xalancbmk 3.80
average 1.780
Overall average (%) 6.85

4.5.3 Performance impact of faults

In this section, we measure the performance impact of hard faults injected only
into the data prefetcher. Figure 36 shows the average and maximum IPC
slowdown (due to faults) when one, three, and five faults are injected in the
prefetch table along with the standard deviation; the upper diagram shows
prefetch-friendly benchmarks and the lower diagram shows prefetch-neutral
benchmarks. Figure 36 presents the average performance loss across all
benchmarks (i.e., the prefetch-friendly benchmarks show a combined 3.049% IPC
loss if we average the maximum IPC loss over all single fault runs per
benchmark, 5.759% IPC loss over all triple faults, and 9.271% IPC loss over all
quintuple faults). Thus, an L1 cache-stride data prefetcher can severely degrade
microprocessor performance, up to 9.271% on average for the prefetch-friendly
and up to 0.733% on average for the prefetch-neutral benchmarks, when the
prefetcher table’s SRAM cells suffer multiple hard faults.
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Figure 36: IPC loss for prefetch-friendly (upper graph) and —neutral (lower).

Table 35 shows the average (upper) and maximum (lower) normalized IPC
slowdown for each SPEC CPU2006 benchmark when one, three, and five faults
are injected. The benchmarks are grouped into prefetch-friendly (upper half) and -
neutral (rt half), to identify any correlation between workloads and performance
loss. The colours on each column depict the additional IPC loss relative to the
fault-free model from the injection of one, three, and five faults. For example, on
bzip2, the maximum IPC loss is 4.5% for a single injected fault, 4.8% for triple
faults, and 17.1% for quintuple faults (i.e., the aggregation of single, triple, and
quintuple IPC losses). As expected, the prefetch-friendly benchmarks show a
greater IPC impact with the same number of faults compared to the prefetch-
neutral. In particular, a fault-free prefetcher improves execution time of
GemsFDTD by 20% and sphinx3 by 0.6% (Table 34). GemsFDTD suffers a
maximum 17% IPC slowdown, while sphinx3 loses only 0.06% when quintuple
faults are injected.

By further analysing the internal behaviour of the prefetcher, we found that the
extent of the performance impact depends on the distribution of the training input
addresses across the prefetch table entries. For example, Table 37 presents the
activity of each prefetcher table entry for two benchmarks, bzip2 and gcc, and
shows very different sensitivities to data prefetching (17% and 0.06%,
respectively). gcc shows a much more uniform usage of the entries of the table,
while bzip2 trains only seven entries (95% of training occurs on only three entries
and the remaining four are trained only marginally). Thus, in gcc, the majority of
the training addresses remain unaffected by the injected faults; even if they do
access a faulty entry, the IPC impact is relatively small because of the lower
average dynamic usage frequency. In bzip2, if the fault occurs in one of the
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heavily used entries, the majority of training is affected, and so the IPC loss due
to faults is much greater.

Table 35: Average, maximum, and standard deviation of IPC loss across all SPEC CPU2006
benchmarks when one, three, and five faults are injected into the prefetcher table. The 11
upper-most rows show the prefetch-friendly benchmarks, the next 18 show the prefetch-

neutral benchmarks and the last row show the averages for the two categories.

IPC (%) slowdown

Benchmark 1-fault 3-faults 5-faults
Avg Max |Stdev| Avg Max | Stdev | Avg Max | Stdev
bzip2 2.182 | 4536 | 2.518 | 3.490 |4.835| 1.790 | 3.905 | 17.101 | 1.409
Bwaves 0.261 | 0.087 | 0.405| 0.278 | 0.934 | 0.491 | 0.294 | 0.974 | 0.499
Gamess 0.009 | 0.506 | 0.005| 0.668 | 7.728 | 3.447 | 1.035 | 18.533 | 4.246
%\ Zeusmp 0.003 | 1.350 | 0.060| 0.019 | 1.424 | 0.060 | 0.083 | 1.512 | 0.060
S |leslie3d 0.097 | 1.234 | 0.272| 0.332 | 1.644 | 0.465 | 0.690 | 2.750 | 0.623
£ dealll 0.033 | 0.168 | 0.011 | 0.035 | 3.291 | 0.020 | 0.041 | 4.446 | 0.028
S Soplex 0.442 | 0.572 | 0.001 | 0.688 | 0.981 | 0.242 | 0.696 | 2.543 | 0.350
@ GemsFDTD 0.471 [11.425|1.948| 1.740 |12.093| 3.673 | 2.920 | 17.301 | 4.492
g:’ libquantum 1.124 | 2.207 |0.934 | 1.455 |7.992 | 0.889 | 1.827 | 13.793 | 1.467
tonto 0.615 | 7.176 |2.012| 0.865 |15.515| 2.312 | 1.160 | 15.524 | 2.613
wirf 0.122 | 4.282 | 0.322| 0.630 |6.922 | 1.175 | 1.339 | 7.508 | 1.768
Average 0.487 |11.425|0.771 | 0.927 |15.515| 1.324 | 1.271 | 18.533 | 1.595
perlbench 0.098 | 1.110 | 0.171| 0.224 |1.442 | 0.227 | 0.259 | 1.465 | 0.245
gcc 0.009 | 0.033 | 0.006| 0.016 | 0.047 | 0.013 | 0.021 | 0.065 | 0.018
mcf 0.007 | 0.031 | 0.004 | 0.009 | 0.070 | 0.005 | 0.009 | 0.079 | 0.006
milc 0.181 | 0.739 | 0.000| 0.211 | 1.704 | 0.000 | 0.310 | 2.243 | 0.001
gromacs 0.118 | 1.016 |0.252 | 0.433 | 1.092 | 0.306 | 0.549 | 1.618 | 0.322
cactusADM 0.161 | 0.204 | 0.124 | 0.241 | 0.396 | 0.127 | 0.268 | 0.723 | 0.150
__ lhamd 0.008 | 0.019 | 0.007 | 0.009 | 0.084 | 0.006 | 0.009 | 0.148 | 0.007
g gobmk 0.010 | 0.018 | 0.009| 0.011 | 0.021 | 0.008 | 0.012 | 0.028 | 0.008
D povray 0.007 | 0.132 | 0.006| 0.011 | 0.146 | 0.008 | 0.013 | 0.488 | 0.008
E calculix 0.062 | 0.161 | 0.081 | 0.068 | 0.306 | 0.083 | 0.077 | 0.318 | 0.090
% hmmer 0.036 | 0.081 | 0.010| 0.039 | 0.111 | 0.022 | 0.048 | 0.199 | 0.034
‘© sjeng 0.007 | 0.018 | 0.003 | 0.008 | 0.024 | 0.006 | 0.009 | 0.028 | 0.006
O |h2564ref 0.007 | 0.028 | 0.007 | 0.008 | 0.028 | 0.007 | 0.009 | 0.156 | 0.007
Ibm 0.218 | 0.978 | 0.364 | 0.278 | 1.074 | 0.399 | 0.366 | 2.564 | 0.418
omnetpp 0.025 | 0.088 | 0.027 | 0.031 | 0.286 | 0.021 | 0.036 | 0.681 | 0.019
astar 0.013 | 0.219 | 0.028 | 0.026 | 0.261 | 0.042 | 0.047 | 0.273 | 0.069
sphinx3 0.005 | 0.008 | 0.001 | 0.006 | 0.029 | 0.006 | 0.011 | 0.056 | 0.013
xalanchmk 0.026 | 0.054 | 0.008| 0.040 | 0.578 | 0.080 | 0.058 | 2.070 | 0.115
Average 0.055 | 1.110 |0.065| 0.092 | 1.704 | 0.075 | 0.112 | 2.564 | 0.085
Overall average | 0.219 |11.176|0.331| 0.409 |15.515| 0.549 | 0.555 | 18.533 | 0.658

To clarify the severity of the performance loss due to the faulty data prefetcher,
Table 36 shows the actual IPC of the prefetch-friendly (upper half) and prefetch-
neutral (lower half) SPEC CPU2006 benchmarks for the following CPU core
configurations: (a) L1 cache stride data prefetcher disabled, (b) fault-free L1
cache stride data prefetcher enabled, and (c) faulty data prefetcher with 1, 3, and
5 faults injected into the prefetch table array (maximum IPC loss for each fault
class). In particular, 8 out of 29 benchmarks (31%) lost the performance
improvement gained from integrating the data prefetcher in the baseline CPU
design. For example, on bzip2 the IPC without the data prefetcher was 1.074.
When quintuple faults were injected into the prefetch table array, IPC was
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reduced to 1.064 (similar behaviour was seen in: gamess, GemsFDTD,
libquantum, tonto, cactusADM, povray, sjeng and omnetpp).
Table 36: IPC values for prefetch-friendly and —neutral benchmarks, without data

prefetcher, with the data prefetcher enabled and with 1, 3 and 5 faults injected into the
prefetch table array.

IPC

Benchmark | /o data widata [, 3 5-
prefetcher | prefetcher AU raults | faults

bzip2 1.074 1.284 1.226 | 1.221 | 1.064
bwaves 0.648 0.714 0.713 | 0.707 | 0.707
> | gamess 1.743 2.118 2.107 | 1.954 | 1.725
2 | zeusmp 0.971 1.059 1.045 | 1.044 | 1.043
2 leslie3d 0.784 0.844 0.834 | 0.830 | 0.821
= | dealll 0.988 1.083 1.081 | 1.047 | 1.035
£ | soplex 0.547 0.599 0.596 = 0.593 @ 0.584
‘@ | GemsFDTD 0.528 0.634 0.561 | 0.558 | 0.525
Q | libquantum 0.395 0.463 0.453 | 0.426 | 0.395
tonto 1.601 1.855 1.722 | 1.567 | 1.567
wrf 0.793 1.068 1.022 | 0.994 | 0.988
perlbench 1.663 1.705 1.686 | 1.680 | 1.680
gcc 0.693 0.707 0.707 | 0.707 | 0.707
mcf 0.208 0.209 0.209 | 0.209 | 0.209
milc 0.757 0.726 0.721 | 0.714 | 0.710
gromacs 0.944 0.971 0.961 | 0.960 | 0.955
_ | cactusADM 1.457 1.464 1.461 | 1.458 | 1.453
g namd 1.550 1.555 1.555 | 1.554 | 1.553
3 | gobmk 1.234 1.242 1.242 | 1.242 | 1.242
< | povray 1.130 1.135 1.134 | 1.133 | 1.129
i) calculix 1.127 1.181 1.179 | 1.177 | 1.177
L ' hmmer 1.169 1.176 1.175 | 1.175 | 1.174
g sjeng 1.180 1.181 1.181 | 1.181 | 1.180
h2564ref 1.549 1.563 1.563 | 1.563 | 1.561
lbm 0.686 0.718 0.711 | 0.710 | 0.700
omnetpp 0.505 0.505 0.505 | 0.504 | 0.502
astar 0.914 0.941 0.939 | 0.939 | 0.938
sphinx3 1.365 1.374 1.374 | 1.374 | 1.373
xalancbmk 1.102 1.144 1.143 | 1.137 | 1.120

By further analysing the internal behaviour of the prefetcher, we found that the
extent of the performance impact that faults have, depends on the distribution of
the training input addresses across the prefetch table entries (apart from the
prefetch-friendliness of the workload).
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Table 37: Training activity (X) of the prefetch table entries. Number of prefetch table entries
that handle less than 50%, less than 75% and 100% of the memory traffic training the

prefetcher.

B h K Prefetch Table Entries Training Activity
enenmare "X <50% | X <75% X =100%
bzip2 1 2 7
bwaves 4 7 12

. gamess 17 17 17
S | Zeusmp 9 25 62
S | leslie3d 9 17 47
= | dealll 1 2 24
S | soplex 8 18 63
©  GemsFDTD 4 7 32
@ | libquantum 1 2 5
Q- tonto 3 6 40

wrf 12 22 59
Average 6 11 33
perlbench 3 4 63
gcc 7 20 64
mcf 3 5 47
milc 1 2 23
gromacs 12 22 58
cactusADM 4 6 11

= | hamd 2 8 57
*3 gobmk 3 9 64
O | povray 6 14 64
< | calculix 4 8 63
% hmmer 6 10 59
% | sjeng 3 6 64
& | h2564ref 8 20 64
Ibm 1 2 32
omnetpp 1 2 31
astar 4 6 47
sphinx3 1 2 57
xalancbmk 2 3 62
Average 4 8 51

Table 37 presents the activity of each entry of the prefetcher table for the
prefetch-friendly (upped half) and prefetch-neutral benchmarks (lower half). For
example, in GemsFDTD, 4 entries are trained by 50%, 7 entries by 75%, and 32
entries by 100% of the load/store address traffic (GemsFDTD speedup is 20.07%,
while slowdown is up to 17.30% when quintuple faults are injected). The
observations from Table 37 are the following:

1. When a fault occurs in heavily used entries, the majority of training will
be affected, and so the maximum IPC loss will be much greater. For
example, in libquantum, a single entry is trained by 50%, 2 entries by
75%, and 5 entries by 100% of the load/store address traffic (libquantum
speedup is 17.20%, while slowdown is up to 13.80% when quintuple
faults are injected).
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2. Benchmarks with uniform usage of the prefetch table entries have lower
probability of massive IPC loss. For example, the training address
stream generated by gcc is distributed across the entries of the prefetch
table (7 entries are trained by 50% of the traffic while all 64 entries are
trained by 100% of the memory traffic. Therefore, the probability of
polluting the majority of the training addresses by a given number of
injected faults is low leading to a very low max IPC loss (-0.065% with 5
faults; see Table 4)

3. Table 38 shows the number of issued prefetch requests per 1,000
committed instructions and the L1 cache miss rate (misses per 1,000
committed instructions, or MPKI) for the fault-free and faulty cases for
each group of injected faults. As we can observe in Table 38, the faulty
prefetcher is throttled because the faults reduce the number of training
events. As a result, the number of issued prefetch requests drops for all
benchmarks (on average, the number of issued prefetch requests drops
from 22 to 20 per 1,000 committed instructions); therefore, performance
gains due to prefetching are lower (the average L1 cache miss rate
roughly increases from 26 to 27 MPKI in the quintuple injected fault
scenario). The data in Table 6 also illustrate the greater performance
sensitivity of the prefetch-friendly benchmarks to faults. Faults in the
prefetch table change the prefetch addresses sent to memory, which in
turn increases the L1 cache miss rate and hurts IPC.

We also looked at a variety of microarchitectural events that can be used to
identify when faults in the data prefetcher lead to IPC loss. We found that the
number of off-range strides is such an event and is triggered when the difference
between the trained address and a new memory address is outside the legal
stride limits. As a result, the incoming memory address is dropped and fails to
train the stride data prefetcher.
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Table 38: Average L1 cache miss rate and average prefetch issue rate with one, three, and
five faults injected.

fault-free 1-fault 3-faults 5-faults
Benchmark | prefetch | Miss |TerelCh | wiss |Prereteh | yiss (Prefeteh s
Issue Rate| Rate Issue Rate Issue Rate Issue Rate
Rate Rate Rate

bzip2 3.81 16.15 3.80 16.42 3.65 16.44 3.56 16.45
bwaves 22.88 [121.27| 22.20 |121.65| 21.50 |121.84 | 17.65 | 121.98

.. gamess 9.84 6.02 9.84 6.03 9.68 6.30 9.51 6.57
5 izeusmp 45,54 15.12 | 44.15 15.33 42.50 15.41 40.49 15.51
S leslie3d 18.04 26.84 | 18.00 26.85 17.65 26.88 17.24 26.90
= dealll 6.43 4.57 6.41 4.57 6.38 458 6.37 459
5 soplex 8.44 16.61 8.21 16.62 8.00 16.73 7.91 16.88
:q"_) GemsFDTD 40.65 43,01 | 38.91 42.34 37.76 42.63 37.21 42.95
@ llibquantum 25.22 14.28 | 24.84 14.31 24.10 14.36 23.37 14.40
2 tonto 39.22 16.64 | 38.90 16.80 38.35 17.09 37.74 17.33
wrf 32.96 7.64 32.70 7.70 32.12 7.86 31.44 8.05
Average 23.00 26.20 | 22.54 26.24 21.97 26.37 21.14 26.51
perlbench 14.70 2.82 14.58 2.89 14.31 2.89 14.17 2.92
gcc 16.22 11.54 | 15.99 11.54 15.98 11.55 15.76 11.56
mcf 8.05 219.37| 7.88 219.37 7.80 219.39 7.39 219.39
milc 35.15 38.96 | 34.39 39.37 33.64 40.04 32.40 40.74
gromacs 4.33 31.49 4.30 31.67 4.21 31.68 4.12 31.70
cactusADM 11.07 0.001 | 11.02 0.001 10.90 0.001 10.01 0.001
< hamd 0.07 0.31 0.07 0.31 0.07 0.31 0.06 0.31
§ gobmk 7.18 6.92 7.02 6.92 6.88 6.93 6.79 6.93
© jpovray 3.91 37.82 3.83 37.83 3.76 37.85 3.74 37.86
< [calculix 45.74 9.45 45.18 9.45 43.84 9.45 43.27 9.46
% hmmer 19.08 6.29 18.84 6.36 18.54 6.43 17.97 6.59
%5 Isjeng 100.20 4.03 | 100.02 4.05 99.86 4.06 99.19 4.06
& h2564ref 13.40 5.41 13.14 5.41 12.74 5.41 12.72 5.41
Ibm 17.69 42.00 | 17.44 42.04 17.03 41.90 16.60 41.98
omnetpp 0.63 52.01 0.63 52.05 0.62 52.06 0.61 52.07
astar 10.85 0.38 10.85 0.38 10.83 0.38 10.81 0.38
sphinx3 3.01 0.83 2.93 0.83 2.93 0.83 2.90 0.83
xalancbmk 57.92 23.82 | 55.30 23.98 55.30 24.06 54.31 24.18
Average 20.51 27.41 | 20.27 27.47 19.96 27.51 19.61 27.58
Overall average, 21.76 26.95 | 21.41 27.00 20.96 27.08 20.37 27.17

Table 39,Table 40 present the number of off-range stride events per 1K
committed instructions for the fault-free and the faulty microprocessor models (i.e.
1, 3 and 5 faults injected into the prefetch table array). In particular, multiple
permanent faults increase the amount of off-range stride events up to 25% for the
prefetch-friendly benchmarks (off-range stride rate increased from 118.7 to 148.3
per 1K commits), up to 8% for the prefetch-neutral benchmarks (ranging from
231.3 to 249.3 per 1K commits) and across all SPEC CPU2006 benchmarks up
to 14% (from 175.0 to 198.8 per 1K commits). The number of off-range strides
increases for two reasons:

e Faults injected in tag field can result in unexpected table hits. Therefore,
memory instructions with completely different access patterns are
compared and produce out-of bound strides.

e Faults in the previous load address sub-field increase the amount of off-
range stride occurrences.
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Table 39: Number of off-range stride events for the prefetch-friendly benchmarks with a
fault-free data prefetcher and with 1, 3, 5 faults injected in the prefetch table.

Off-range stride (per 1K commits)
Prefetch-friendly fault-free | 1-fault | 3-faults | 5-faults
benchmarks

bzip2 80.668 84.456 | 90.826 98.275
bwaves 199.938 | 215.250 | 217.930 | 232.224
gamess 0.619 8.729 14.790 21.116
zeusmp 58.051 62.352 | 69.640 78.678
leslie3d 162.893 | 164.042 | 173.872 | 183.859
dealll 161.653 | 167.454 | 185.109 | 197.482
soplex 185.109 | 197.482 | 253.957 | 256.547
GemsFDTD 231.682 | 238.504 | 249.156 | 257.502
libquantum 199.884 | 210.384 | 226.992 | 240.348
tonto 7.225 12.792 | 22.158 34.330
wrf 19.070 22.450 | 26.061 31.600
Average 118.799 | 125.808 | 139.135 | 148.360

Table 40: Number of off-range stride events for the prefetch-friendly benchmarks with a
fault-free data prefetcher and with 1, 3, 5 faults injected in the prefetch table.

Off-range stride (per 1K commits)
Prefetch-neutral |t free | 1-fault | 3-faults = 5-faults
benchmarks

perlbench 175.905 | 179.268 | 184.975 | 190.678
gcc 451.466 | 454.177 | 463.396 | 474.071
mcf 29.761 33.629 47.334 60.829
milc 126.264 | 131.267 | 139.166 | 149.406
gromacs 305.408 | 305.732 | 311.365 | 317.117
cactusADM 154.198 | 155.932 | 161.514 | 170.552
namd 345.105 | 346.445 | 348.692 | 352.429
gobmk 322.921 | 325.778 | 331.724 | 336.996
povray 344.224 | 346.796 | 350.445 | 357.719
calculix 56.477 57.814 62.998 68.642
hmmer 219.894 | 226.234 | 239.336 | 250.625
sjeng 113.718 | 128.047 | 141.591 | 151.138
h2564ref 181.039 | 181.074 | 188.750 | 195.844
Ibm 413.886 | 414.130 | 417.924 | 421.734
omnetpp 314.216 | 315.534 | 321.305 | 327.514
astar 106.356 | 120.792 | 125.509 | 133.075
sphinx3 309.220 | 310.852 | 315.971 | 321.027
xalancbmk 194.846 | 201.784 | 207.318 | 208.105
Average 231.383 | 235.293 | 242.184 | 249.305

The severe impact of faults on the performance of SPEC CPU2006 benchmarks
indicates the need to integrate fault detection schemes for stride prefetchers.
Figure 37 presents the average percentage of increase on the off-range stride
occurrences (y-axis) to the amount of injected faults (x-axis). It is evident that the
number of off-range stride events linearly correlates to the number of faults in the
prefetcher and therefore to IPC loss. Monitoring the behaviour of off-range
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occurrences throughout workload execution, can steer the implementation of
permanent error detection mechanisms.
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Figure 37: Correlation of off-range (%) increment with 1, 3 and 5 faults injected.

Apart from the prefetch table fault injections and analysis, we performed a similar
injection campaign in the input and request queues of the data prefetcher (PIQ
and PRQ). Due to the small size of PIQ and PRQ (8 entries each), we injected
only single faults in them. This was sufficient to demonstrate the severe impact on
performance that hard faults on these queues can have on IPC. Figure 38 shows
the maximum and average IPC slowdowns and the standard deviation for single
faults injected into the PIQ and PRQ per benchmark.
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Figure 38: Average and maximum IPC slowdowns and standard deviations for the fault-free
and faulty (a) PIQ and (b) PRQ when single faults are injected.

Across all 29 benchmarks, the average IPC loss (1.5% and 2.5% for PIQ and
PRQ, respectively) and maximum IPC loss (24.3% and 26.3% for PIQ and PRQ,
respectively) are significantly higher than that of the prefetch table because a
large number of training addresses (buffered in PIQ) and prefetch requests
(queued in PRQ) are likely to be polluted by a single hard fault. Table 41 shows
the IPC change for the prefetch-friendly (upped half) and prefetch-neutral
benchmarks (lower half). It is evident that having a faulty PRQ or PIQ severely
slows-down performance (13 benchmarks out of the 29 lost the speedup gained
by the data prefetcher due to a faulty PRQ and 11 due to a faulty PIQ).
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Table 41: Average IPC for prefetch-friendly and —neutral benchmarks, without the data
prefetcher, with a fault-free data prefetcher and with single faults injected into the prefetch
input and request queue.

Average IPC

Benchmark w/o data w/ data | 1-fault | 1-fault
prefetcher | prefetcher | PIQ PRQ

bzip2 1.074 1.289 1.041 | 1.000
bwaves 0.648 0.714 0.707 | 0.706
> gamess 1.743 2.118 1.819 | 1.866
2 | zeusmp 0.971 1.059 0.964 | 0.965
2 | leslie3d 0.784 0.844 0.802 | 0.821
= | dealll 0.988 1.083 1.069 | 1.048
£ | soplex 0.547 0.599 | 0.571 | 0.547
‘@ | GemsFDTD 0.528 0.632 0.477 | 0.507
Q- libguantum 0.395 0.463 0.378 | 0.341
tonto 1.601 1.855 1.569 | 1.567
wrf 0.793 1.068 0.868 | 0.824
perlbench 1.663 1.705 1.679 | 1.666
gcc 0.693 0.707 0.702 | 0.702
mcf 0.208 0.209 0.208 | 0.208
milc 0.757 0.726 0.701 | 0.657
gromacs 0.944 0.971 0.947 | 0.943
__ | cactusADM 1.457 1.464 1.454 | 1.453
S namd 1.550 1.555 | 1.554 | 1.551
3 | gobmk 1.234 1.242 1.240 | 1.239
; povray 1.130 1.135 1.133 | 1.133
o | calculix 1.127 1.181 1.179 | 1.174
L hmmer 1.169 1.176 1.174 | 1.163
g sjeng 1.180 1.181 1.179 | 1.178
h2564ref 1.549 1.563 1.538 | 1.556
lbm 0.686 0.718 0.714 | 0.698
omnetpp 0.505 0.505 0.504 | 0.504
astar 0.914 0.941 0.930 | 0.928
sphinx3 1.365 1.374 1.372 | 1.372
xalancbmk 1.102 1.144 1.098 | 1.113

The fault location determines the extent of the performance impact. Figure 39
shows the average utilization of each entry of the PRQ and PIQ (% of times a
given entry of the queue is utilized). In particular, the PIQ entries are utilized
uniformly across all benchmarks with the exception of the top 2 entries. On the
contrary, the top three entries in PRQ are utilized 95% of the time across all
benchmarks. Therefore, faults that reside in the rear entries of the queue have
minimal impact on performance. A different entry allocation scheme (e.g. advance
a write pointer every time we insert a new prefetch request in the PRQ) can
distribute the payload uniformly for each of the queues and reduce the IPC loss.
Detecting faults in the PIQ could be done by monitoring off-range strides (they
should increase) while detecting faults in the PRQ can be accomplished by
monitoring addresses that cross the 4k page boundary.
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Figure 39: Utilization of the PIQ and PRQ entries across all SPEC CPU2006 benchmarks.

4.5.4 Performance Variability

In this section, we examine the performance variability across identical CPU
cores in the presence of multiple faults in their data prefetchers. Our findings
(resulting from the performance impact analysis and the detailed results of the
previous subsection) are the following:

e There is a large variation of IPC loss even under the presence of
different single faults (up to 7% for single faults in the prefetch table,
24% for the PIQ, and 26% for the PRQ) in the data prefetcher. This
finding holds when all cores are affected by the same number of faults.

e The difference in IPC slowdown for different numbers of faults (1 to 5)
across the cores ranges between 0.005% and 17% compared to the
fault-free IPC, when considering only faults in the prefetch table. The
same range is 0.01 to 24% for PIQ faults and 0.02% to 26% for PRQ
faults.

e The difference between the best- and worst-case performance for single
and multiple faults is not due to outlier behaviour. The standard deviation
of the IPC loss on the prefetch-friendly benchmarks due to faults in the
prefetcher table is 0.7%, 1.3%, and 1.6% for single, triple, and quintuple
faults, respectively.

As Table 35 shows, certain benchmarks have even larger stdev values: for
example the stdev of bzip2 benchmark with single fault injected is 2.5%, while the
gamess benchmark stdev is 3.4% and 4.2% for triple and quintuple faults,
respectively.

The standard deviation of IPC loss for the prefetch-neutral benchmarks is 0.06%,
0.07%, and 0.08% (Table 35). The standard deviation of the IPC drop for all
single faults injected into PIQ and PRQ is 2.0% and 2.4%, respectively. The key
message here is that hard faults in data prefetchers significantly increase inter-
core performance variability.
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4.6 Resiliency of branch prediction unit

4.6.1 Classification of faults

In this sub-section, we present the fault classification in the branch prediction unit
component (we pick a representative component from each structure of
predictors integrated into the BPU). For confidence (95%) and error margin (5%),
2,604 faults masks are sampled and injected into the arrays (Table 42).

Table 42: Distribution of the injected faults on the branch prediction unit.

Component Field #I][uected
aults
Branch predictor | Bi-modal predictor 660
array cBTB — Branch address 662
cBTB —Tag 660
RAS 403
Branch predictor | Bi-modal/Two-level/Meta-predictor 64
control index-generation logic
Bi-modal/Two-level direction counter 2
adder
Global history register shift operation to 2
append new values
Meta-predictor selection logic 2
Meta-predictor update logic 2
RAS head/tail pointer value 10
RAS head/tail pointer update logic 5
RAS annulment bit 2
RAS overflow bit 2
RAS underflow bit 2
cBTB index-generation logic 10
cBTB tag-search logic 2
cBTB replacement logic 2
Global BPU logic 4
Total 2,385 array faults + 111 control faults 2,495

The following tables break down the fault classifications for the most
representative sub-components of the branch prediction unit (Bimodal Predictor,
cBTB, RAS). We separately present results for the arrays and the control parts.
No output error has been observed in our experiments and thus we have omitted
columns for output errors (all are 0%); this is an expected result that matches
intuition for the components we studied. Table 43 shows that more than 55% of
the faults in the BPU arrays are performance faults; about 43% are benign, while
the RAS exhibits the only case in which crashes are reported (6.1%) due to the
generation of illegal addresses. A similar behaviour was expected for the faults in
the cBTB array (tag and address) for the same reason (invalid address
generation). In our experiments, we have not observed such cases in the cBTB,
most likely because the BTB array is significantly larger than the RAS array. It is
therefore probable that the injected faults leading to invalid addresses in the BTB
array are not excited by the benchmarks.
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Table 43: Branch predictor unit array fault classification.

e Spudows | Sheedih " crast
Bi-modal Predictor 40.3 34.4 25.3 0.0
cBTB — Branch Address 9.0 43.3 47.7 0.0
cBTB — Tag 19.8 31.0 49.2 0.0
RAS 36.0 8.5 49.4 6.1
Average 26.3 29.3 42.9 1.5

Table 44 shows that faults in the control part of the BPU, which lead to more
performance faults (greater than 60%) than faults in the arrays (Table 43).
Slowdown errors occur much more frequently than speedups, and are more
massive compared to the array. Furthermore, RAS-related control logic can lead
to simulator crashes because they generate invalid addresses, which is also the
case in the RAS array (Table 43).

Table 44 Branch Predictor Unit Control Fault Classification.

Field Slowdown | Speedup | Benign | Crash
Error (%) | Error (%) | Error (%) | (%)

Bi-modal/Two-level/Meta-
predictor index generation 29.3 16.0 54.7 0.0
logic
Bi-modal/Two-level direction 100.0 0.0 0.0 0.0
counter adder
Global history register shift
operation to append new 98.3 1.7 0.0 0.0
values
Meta-predictor selection logic 84.5 10.3 5.2 0.0
Meta-predictor update logic 27.6 20.7 51.7 0.0
RAS head/tail pointer value 76.6 7.6 13.8 2.1
RAS head/tail pointer
increment/ decrement 2.1 2.1 29.7 66.2 %
logic
RAS annulment bit 7.4 88.9 3.7 0.0
RAS overflow bit 22.4 6.9 70.7 0.0
RAS underflow bit 6.9 89.7 3.4 0.0
cBTB index-generation logic 71.6 0.9 27.6 0.0
cBTB tag-search logic 0.0 0.0 0.0 100.0
cBTB replacement logic 1.7 0.0 98.3 0.0
Global BPU logic 46.9 53.1 0.0 0.0
Average 41.1 21.3 25.6 12.0

4.6.2 Performance Impact of faults

In this section we measure the performance loss and variability due to hard faults.
According to the analysis of Section 4.2.2, we inject multiple faults of different
group sizes (1 and 5 to 25 in steps of 5 faults) in the five large arrays (Bimodal,
Two-level, Meta predictors, cBTB and iBTB) while for the two smaller structures
(RAS and BHR) we inject single faults.
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Figure 41 shows the AVG and max IPC slowdown for the five arrays. Each graph
shows the average across all 11 benchmarks with up to 25 faults injected. Using
[67] we compute fault populations for 99% confidence and 3% error margin. The
calculations lead to a total of 1176 different single faults which are used for the
injections (110 faults for each of the Bimodal, Two-level, Meta; 490 for the cBTB;
290 for the iBTB ; 50 for the RAS; and 16 for the BHR). In multiple fault injections
we apply sets of randomly selected faults to each component with the exception
of RAS and BHR where we inject single faults because of their small size. Each
group is constructed by randomly selecting (uniform distribution) from the set of
1176 single faults. For each multiple fault group size (5, ..., 25) we run 1200
different injection experiments for a total of 6000 multiple fault injections. All faults
are injected in different array entries because our mechanisms can protect from
any number of faults per entry.

Table 45: Mispredictions per 1K instructions in fault-free BP and BTBs (* = very few

misses).

Benchmark Branch predictor cBTB iBTB
perlbench 1.39 0.11 0.02
bzip2 6.49 0.00* 0.00*
gcc 12.98 0.14 0.00*
mcf 30.39 0.16 0.00*
gobmk 20.00 0.07 0.00*
dealll 1.71 0.00* 0.00*
soplex 14.02 0.00* 0.00*
povray 5.86 0.06 0.00*
lbm 0.05 0.00* 0.00*
omnetpp 5.85 0.03 0.00*
xalancbmk 3.53 0.10 0.00*
Average 9.30 0.06 0.00*

To better interpret the multiple fault injection graphs of Figure 41, Table 45 shows
the number of mispredictions per 1K instructions for BP, iBTB and cBTB while
Table 46 shows the branch dynamic frequencies.

Table 46: Dynamic branch instructions per 1K instructions that use the Bimodal predictor,
Two-level predictor, cBTB and iBTB (*=very low activity).

benchmark Bimodal Two-level cBTB iBTB
perlbench 179.79 28.31 245.5 12.81
bzip2 136.35 34.46 181.9 0.00*
gcc 223.39 78.82 364.7 7.65
mcf 367.29 193.46 625.4 0.00*
gobmk 210.38 95.21 350.8 0.00*
dealll 36.40 35.52 96.42 0.32
soplex 271.86 43.52 326.7 0.00*
povray 85.49 59.82 195.9 8.50
lbm 8.44 2.89 63.95 0.00*
omnetpp 154.15 63.68 264.8 7.08
xalancbmk 193.75 43.88 269.7 20.97
Average 169.75 61.78 271.4 5.21

Among the three components of the branch predictor (Bimodal, Two-level, Meta)
multiple faults in the Bimodal and Meta lead to severe IPC loss (first and third
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diagrams of Figure 41). For the Bimodal, the IPC impact is high because it drives
the prediction decision 78% of the time. The Two-level predictor is less frequently
used and thus faults in it have smaller impact on IPC (second diagram). Faults in
the Meta predictor, consistently have a large IPC impact because it is always
used. As Table 45 shows, the frequency of fault-free mispredictions in the two
BTBs is very small so the impact of faults is negligible too.

Figure 42 shows the extra mispredictions due to faults over the fault-free case in
the predictors (an n % point means that if the fault-free case has a k %
misprediction ratio, the faulty has k+n %). Multiple faults in the Bimodal and the
Meta predictor lead to significantly higher misprediction ratios and IPC loss as
shown in Figure 41. Multiple faults in the two-level predictor lead to very limited
IPC loss because it is used infrequently by the Meta predictor.
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Figure 40: Extra misprediction ratio (%) (on top of fault-free case) caused by multiple faults
in BTBs.

The BTBs are minimally affected by faults, as the last graphs of Figure 41 show,
due to the low number of extra mispredictions (Figure 40). The iBTB’s lack of IPC
sensitivity is due to low frequency of indirect branches (Table 46) and fault
masking in the high order bits of the target address which does not change often.
Although the cBTB is much more frequently used (Table 46), IPC is less sensitive
to cBTB mispredictions because (a) only a small number of cBTB entries are
utilized (Table 47), (b) as in iBTB, a lot of faults are masked due to infrequently
changing high address bits and (c) the cBTB misprediction penalty is much lower
than that of the BP because the targets of conditional and unconditional-direct
branches are verified in the front end of the processor.

Despite the small impact of faults in the Two-level predictor and the two BTBs, we
include them in our evaluation because in workloads with a larger code footprint,
the impact of multiple faults will be higher. Table 48 shows the max and average
IPC slowdown for single faults in the RAS and BHR. The results clearly justify the
need for protection. A single faulty cell in the RAS seriously degrades its
prediction accuracy; IPC slowdown can be more than 16% when the call stack
depth is low because of high reuse of the same faulty entry. Similarly, a single
faulty bit in the BHR degrades performance significantly by affecting the accuracy
of branch predictors.
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Figure 41: Average and maximum % IPC loss (over the fault-free case) with 1...25 faults per
component®.

® The 6.4% IPC slowdown for single fault in the Bimodal predictor has been measured for gcc
benchmark which heavily accesses the single faulty entry for the SimPoint sample with the largest
weight. Similarly high IPC loss has been observed even for single faults in gobmk and omnetpp.
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faults in BP.
Table 47: cBTB entry utilization per benchmark.
Benchmark cBTB % utilization
perlbench 44.82
bzip2 0.53
gcc 2.24
mcf 0.12
gobmk 6.68
dealll 1.17
soplex 9.81
povray 3.36
Ibm 0.00
omnetpp 1.39
xalancbmk 17.92
Average 8.00

Table 48: Max and average IPC slowdown (%) for single faults in the RAS and the BHR.

Component Avg IPC slowdown (%) | Max IPC slowdown (%)
RAS 1.03 16.12
BHR 2.26 8.27

4.6.3 Performance variability

Our simulations show large performance variability across cores in the presence
of faults. Our findings are the following:

N.Foutris

The max IPC slowdown even for single faults (Table 48, Figure 41) can
be up to 6.45% for the Bimodal, 8.21% for the Meta, and 16.12% for the
RAS, there is a large variation of IPC loss. This is observed when all
cores are affected by the same number of faults.

The difference in IPC slowdown for different number of faults (1...25
faults; Figure 41) ranges for the Bimodal between 1.3% and 6.5% over
the fault-free IPC on the average (6.5% to 11.3% for worst case) and for
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the Meta predictor between 5.5% and 7.7% over fault-free IPC on
average (8.2% to 13.0% for the worst case). This is observed when the
cores are affected by different number of faults.

e The difference between the best and worst case performance for single
and multiple faults is not due to outlier behavior. The standard deviation
(stdev) of the IPC change for single faults in Bimodal, Meta and RAS is
shown in Table 49. Similarly, Table 50 summarizes the stdev of IPC drop
for all multiple fault group sizes (5 to 25) in the Bimodal predictor.

Together, the data of Table 49 and Table 50 demonstrate the large variability of
the IPC impact for all fault group sizes. In 6 out of the 11 benchmarks the stdev of
IPC loss over the fault-free case ranges between 3.5% and 9.6%, and the
average stdev across all benchmarks is more than 3% for all fault group sizes.

Table 49: Stdev of IPC change over the fault free case for single fault runs in Bimodal, Meta

and RAS.
Stdev of IPC change (%) for single fault runs

benchmark Meta Bimodal RAS
perlbench 1.648 0.181 1.079
bzip2 8.261 0.643 0.475
gcc 6.510 3.211 1.236
mcf 0.464 0.045 1.014
gobmk 3.457 3.483 0.581
dealll 0.612 0.055 0.516
soplex 0.308 0.662 0.062
povray 4.969 0.464 1.268
lbm 0.050 0.513 0.578
omnetpp 4.184 4.179 2.785
xalancbmk 3.223 3.073 1.885
Average 3.062 1.500 1.043

Table 50: Stdev of IPC drop over the fault free case for multiple faults in the Meta predictor.

Stdev IPC drop (%) [#faults in Meta]
benchmark [5] [10] [15] [20] [25]
perlbench 1.843 1.901 2.891 2.755 2.863
bzip2 8.851 8.987 9.644 9.344 9.399
gcc 6.756 6.612 6.891 6.954 6.901
mcf 0.672 0.681 0.788 0.712 0.764
gobmk 3.912 3.935 4.576 4.398 4.411
dealll 0.759 0.814 0.988 0.911 0.932
soplex 0.390 0.400 0.691 0.600 0.609
povray 5.112 5.231 5.958 5.921 5.932
Ibm 0.050 0.051 0.077 0.074 0.076
omnetpp 4.352 4.472 4.989 4.981 4.984
xalancbmk 3.499 3.618 4.273 4.247 4.251
Average 3.290 3.336 3.796 3.717 3.738

4.7 Mechanisms to detect and tolerate hard faults

We propose low-cost hardware-based mechanisms that can detect and diagnose
any number of hard faults in front end speculation components and recover the
performance loss. The basic detection mechanism is based on enhancing the
inherent self-verifying property of the predictors with a write-read-compare (WRC)
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flow, while the performance recovery techniques exploit spatial redundancy to
isolate, replace, or remap the faulty entries.

4.7.1 Fault detection and diagnosis

All front end predictors generate on-the-fly a response during the self-verification
stage. We exploit this property to trigger fault detection and diagnosis. Even
though our study focuses on control flow predictors (assuming that no parity or
ECC protection exists) the proposed techniques can easily be ported to other
self-verified speculation structures such as load address, value, memory
dependence predictors, etc.

The top part of Figure 43 shows a traditional self-verifying flow of a speculation
component while the bottom part shows the same flow enhanced with the WRC
mechanism. During the normal self-verifying flow, the array is updated upon a
misprediction (in some cases the predictor is always updated, e.g. in BP). Our
enhanced self-verifying flow is activated only on a misprediction and operates as
follows:

1. Write: This is the normal update step to the predictor.

2. Read: The newly written value is read from the prediction array in the
next cycle.

3. Compare: The newly read data from the prediction array is compared
against the ones used to update it (held in a register). In case of
mismatch, a permanent (or intermittent) fault is detected (it can’t be
transient/soft since the entry was just updated). On a match, we assume
a fault-free entry.

Traditional Self-Verifying Flow
Update
{ I
Speculation
Resolution
Unit
I 1
Prediction

Self-Verifying Write-Read-Compare Flow
__(1) Write Update
|

Speculation
Component

Rt o
’ |
% Speculation SRpeeScoL:lat":Loﬁ
Register Component u :

! Unit

[ : ). | | :

3) Compare |----- —

(3) P (2) Read Prediction

Figure 43: Self-verifying flow enhanced with WRC flow.

The WRC flow requires a comparator to detect the existence of a fault (if the
SRAM array supports MBIST, the comparator of MBIST logic can be reused) and
extra control logic. Furthermore, array entries are extended with a faulty bit that is
set when the entry is diagnosed as faulty. The “faulty” bit is later used by the
recovery mechanisms.

The WRC flow will stall fetch during the Read step cycle, only if the front end
needs to read the same SRAM bank for a new prediction in that cycle (we model
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these stalls assuming an 8KB bank for the BPs and BTBs). We experimentally
show that WRC flow overhead is very small.

In Table 51, we show the IPC overhead in fault-free runs when fault detection via
the WRC flow is enabled for all predictors. The IPC loss is due to the WRC
overhead. Compared to the IPC loss we observe in the runs with multiple faults,
the WRC overhead is very small. The WRC overhead can be further minimized if
it is enabled only when the CPU core operates in low voltage (i.e. more
susceptible to errors). Follows a detailed analysis of the protection mechanisms
for each component.

Table 51: IPC (%) loss per benchmark due to fetch stalls in fault-free processor when
predictor WRC is enabled.

Benchmark IPC loss
perlbench 0.164
bzip2 0.209
Gce 0.819
Mcf 0.327
gobmk 1.227
dealll 0.118
soplex 0.459
povray 0.331
Lbm 0.000
omnetpp 0.097
xalancbmk 0.074
Average 0.348

BTB detection/diagnosis: For every cBTB or iBTB read access (target address
prediction) the pipeline verifies the predicted target. If the prediction is correct
then the BTB entry, used to make the prediction, is fault-free. If the target is
mispredicted, then the misprediction happens either due to aliasing or due to a
fault. In either case, we trigger the WRC flow and detect if a permanent or
intermittent fault has occurred, thus protecting BTB write accesses. Figure 44
illustrates the concept.
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Figure 44: BTB with WRC flow support.

BP detection/diagnosis: A correct conditional branch execution verifies that the
2-bit counter used in the prediction is fault-free. A misprediction could be due to a
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fault, aliasing, Meta predictor wrong decision or due to random branch behaviour.
Even though, unlike BTBs, BP arrays are always updated, we still trigger a WRC
flow only when the predictor mispredicts. The WRC flow for the BP predictors is
shown in Figure 45.

Branch Predictor
Faulty bit | Branch direction
(1) Write s-at-X

Reg ] X ey

O|O|=|C

>

peay (2)

mismatch

(3) Compare |+

Figure 45: Branch predictor with WRC flow support.

RAS detection/diagnosis: Typically, a RAS is written on every push and read on
every pop operation. It is also written when we resolve a misprediction and
restore the contents of one of its entries with the correct branch target. Protecting
the RAS on read operations can be done when the return instruction is executed
using the default verification mechanism. If no misprediction is found then we
safely assume that the RAS entry used to make the prediction is fault-free. If a
misprediction occurs then we trigger a WRC flow when restoring the RAS entry
contents. We also trigger a WRC flow when we push into the RAS after fetching a
call instruction. On either occasion, we store the target address to both the RAS
and a register. Then, we read the same RAS entry (using a secondary write
pointer) and compare the value with the register. If no mismatch is found then
there is no fault. If a mismatch is found then a permanent/intermittent fault has
been detected (Figure 46). Small structures such as the RAS are typically
implemented with flip-flops instead of SRAM but our protection techniques apply
to both cases.

Return Address Stack
Faulty bit | Branch address
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Figure 46: RAS with WRC flow support.
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BHR detection/diagnosis: The fault detection mechanism for a N-bit Branch
History Register is based on adding a log2(N)-bit up/down, saturating counter,
which operates as follows: the counter is incremented every time a ‘1’ is shifted
into the BHR and decremented every time a ‘1’ is shifted out. So at any point in
time, the counter tracks the number of 1’s in the BHR. If the counter underflows,
then at least one stuck-at-1 fault has been detected. A stuck-at-1 fault at slot X of
an N-bit BHR will propagate to the remaining slots X+1, ..., N since the BHR is a
shifting structure. That will eventually cause the counter to underflow because we
will decrement (shift out 1) more often than we would increment (shift in 1). In the
event of constantly shifting 1’s (for example when a BHR encounters a stream of
taken conditional branch instances inside a loop) then it is possible that no fault
will be detected for a period of time. This is not an issue though because the fault
is essentially masked. On the contrary, the counter overflows, when the BHR
experiences at least one stuck-at-0 fault. A stuck-at-0 fault at slot X will propagate
to the remaining slots X+1, ..., N and will eventually cause the counter to overflow
because it will increment (occasionally shift in 1s) but never decrement (shift out
only 0s). Upon a BP misprediction, the BHR contents could be restored to a
previous value in order to improve prediction accuracy. In this case, the counter is
set to be equal to the number of 1s in the restored BHR value. Figure 47
illustrates the hardware support for detecting hard faults in the BHR. Once a fault
is detected, diagnosis of the fault happens without stalling instruction fetch as
follows (the predictor keeps using the BHR contents):

e Stuck-at 1 (0): We load BHR with Os (1s), set the counter to N (0) and
gradually decrement. This mode ends when the counter underflows
(overflows) or when we see the first ‘1’ (‘0’) at the BHR output before the
counter underflows (overflows). If we detect a ‘1’ (‘0’) then we have
verified that the stuck-at-1 (stuck-at-0) fault is hard and the faulty location
is at the (N-M)-th slot of the BHR where M is the value of the counter at
detection time and N is the BHR’s length (M<N). If we don’t detect a ‘1’
(‘0’) at the BHR output by the time the counter underflows (overflows)
then no fault is detected and normal operation proceeds by resetting the
BHR and the counter.

Branch History Register
s-at-X

.
>>1 —X 1221,

+1 -1
Up/down count.

"
r

—
Overflow Underflow
(s-at-0) (s-at-1)

Figure 47: BHR fault detection mechanism.

4.7.2 Performance recovery alternatives

The low-cost fault detection/diagnosis mechanisms discussed in the previous
subsection are based on the inherent self-verifying operation of the speculation
components and are the major reason towards minimizing performance impact.
Once we detect the faulty entries we can minimize the performance impact by
avoiding accessing them. Different schemes can be employed towards this goal.
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We describe here some indicative mechanisms to recover performance in the BP,
RAS and BHR. Similar techniques can be applied to the BTBs but we do not
include them for space reasons.

Potential recovery techniques for the BP arrays include:

1. Single-bit counter: A faulty 2-bit direction counter (Figure 48) can be
converted to a 1-bit counter when a single stuck-at fault is detected
(instead of disabling it altogether). We propose adding a small
associative table (which we call fault map) that holds the array index of
faulty entries, and a 2-bit mask marking the location of the fault. We then
use the mask to make a prediction using the fault-free bit or update the
counter’s fault-free bit. The size of the fault map is dictated by the
maximum, estimated number of faults that can occur in a SRAM array
under a given technology node and operating voltage.
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£ 2
2
E A 4
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Figure 48: Single-bit counter protection scheme.

2. Static prediction outcome: detect faulty counters with a fault map and
predict a branch that accesses a faulty counter as always not-taken or
always taken (Figure 49). We experimented with a default prediction of
not-taken. The results show that performance does not improve and in
some cases IPC was further decreased. This happens because the
faulty design can provide higher prediction accuracy, since there is a
high probability that a fault is masked.
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Figure 49: Static prediction outcome protection scheme.
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3. Spare cells: we re-map faulty entries to fault-free ones (Figure 50). The
spare cells can fully recover the performance loss induced from hard
faults, as long as the amount of concurrent active hard faults doesn’t
exceed the amount of the available spares. However, the logic to provide
online repair for spare cells lies on the read and write critical paths of the
SRAM array and can increase access time [43].

Branch Predictor

Faulty bit | Branch direction | Protection
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0 ' <';:) replace rediction
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mismatch
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Figure 50: Space cells protection scheme.

A potential recovery mechanism for the RAS would be to disable the faulty
entries: the top-of-stack pointer logic arithmetic can be modified to bypass all
entries with the faulty bit being set.

Finally, a potential recovery mechanism for the BHR would be to use bypass
multiplexers: Once a fault is located, through the up/down saturating counter, the
contents of the faulty BHR slot are masked in the index generation logic. Further,
a bypass mechanism avoids fault propagation to the rest of the BHR. The BHR
slot bypass logic is implemented through the addition of a 2:1 mux between any 2
successive BHR flops. Multiplexer inputs come from the preceding flop of the
BHR and the preceding multiplexer to implement the bypass path (Figure 51).
The diagnosis mechanism feeds the multiplexers control signals. The faulty BHR
slot is bypassed based on the control signals driving the multiplexers that change
only when detecting a fault during BHR update.

Branch History Register
s-at-X mux 2x1

diagnosis signal

Figure 51: BHR performance recovery mechanism.

4.7.3 Timing implications of the protection mechanisms

There is no timing impact for the WRC flow since we the Read and Compare step
are done in a separate cycle from that of the Write step. Our performance
recovery solutions for the cBTB/iBTB do not lie on the critical prediction path (they
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are triggered on the update flow of the structure) and thus have no effect on the
cycle time.

BHR protection can have an impact in the case of multiple, successive, faulty flip-
flops but the probability of that happening is extremely small due to the size of the
BHR. Alternatively, we can assume that the position and number of multiplexers
is such that no cycle violations occur when all bypass paths are activated (e.g.
protect every other flip flop in the BHR). The protection mechanism for the RAS
can be on the critical path but there is plenty of slack when updating the
Read/Write pointers to transition to the next, fault-free RAS entry.

BP fault protection lies on the critical path of making a branch outcome prediction
and could put pressure on the clock cycle. In order to alleviate this pressure,
control flow can be redirected, one cycle after making a prediction with a faulty
counter, once we identify the fault and its position and only if the alternative
prediction differs. The redirection leads to a 1 cycle fetch stall.

4.7.4 EXxisting repair techniques

SRAM arrays can be protected against faults circuit level techniques such as
wordline boosting [78] which reduces the effect of process variations and failures;
however, such techniques add complexity and area to SRAM array design and
only address write failures, which are a subset of all hard faults.

ECC is an architectural-level technigue for transient and permanent error
detection and correction, typically employed in SRAM arrays which affect
functionality. ECC adds area and design overhead proportional to the SRAM
array size and number of faults that we want to detect and correct (in the
experimental section we compare our solutions to ECC).

Hardware redundancy techniques such as spare SRAM rows/columns have a
significant area overhead and can increase access latency [43]. Such techniques
won't scale (in terms of circuit complexity and size) in more defective
technologies where large numbers of spare rows and columns are required.

Existing SRAM protection/repair techniques are costly and are best used to
protect architectural arrays since the cost is justified. For control flow predictors,
which do not affect correctness (and thus the cost of expensive techniques is not
justified), we propose adopting low cost detection and protection techniques
which can recover the performance loss due to the extra mispeculations that hard
faults cause.

4.7.5 Comparing with ECC/parity-based protection

SRAM arrays can be protected by parity or ECC. Parity-based protection provides
fault detection but no fault diagnosis (e.g., soft vs. hard determination) or
performance recovery, masking or mitigation of the fault effect.

ECC provides fault detection and correction but no diagnosis which means that
ECC bits can be used to protect against soft errors whose performance impact is
negligible. Furthermore, an ECC correction flow lies on the critical path for array
reads and will impose a 1-cycle fetch stall overhead just like our proposed
solutions for the BP arrays. The ECC generation flow for array writes has the
same time overhead per write operation as our WRC flow since it requires a
Read-Modify-Write (RMW) flow. The total number of times the ECC RMW flow
will be triggered for the BP predictor (and thus the potential for fetch bandwidth
loss) will be higher than in our WRC flow solution because ECC is updated for
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every write operation, not just in case of a misprediction (as with WRC). Table 52
shows the IPC overhead in fault-free runs of each benchmark when using ECC in
the BP arrays.

Table 52: IPC (%) loss per benchmark due to fetch stalls in fault-free processor when
predictor ECC is enabled.

benchmark IPC loss
perlbench 12.806
bzip2 4.357
gcc 10.762
mcf 2.302
gobmk 9.047
dealll 3.483
soplex 3.411
povray 5.462
Ibm 0.346
omnetpp 3.671
xalancbmk 12.290
Average 6.176

Compared to the WRC IPC loss (Table 51), the ECC IPC loss is almost 6% larger
on average (and can be more than 12% in some cases). ECC overhead on writes
for the RAS, cBTB and iBTB is similar to the proposed mechanisms. Table 53
compares the area overhead of parity, ECC [69] and our 1-bit counter BP
protection solution, assuming 32 bits (16x2-bit counters) per BP entry.

Table 53: BP area overhead of error detection and correction techniques [69].

Protection Technique Area Overhead
Parity 3.12%
SEC-DED 21.9%
DEC-TED 40.6%
WRC+1-bit (proposed) 0.68%

The extra silicon estate required by our proposed BP error protection solution is a
fault map (Figure 45) to identify the faulty entries. We reuse the comparator and
register for the WRC flow from the BP Memory BIST logic. We assume a 25-entry
fault map to deal with the max number of faults across all 4 technology nodes
(Figure 30). Each fault map entry consists of a 16-bit index and 2-bit fault mask
for a total of 450 bits of storage (0.68% area overhead) which clearly provides the
best trade-off among all solutions.

4.7.6 Performance recovery results

In this section, we provide results for the components that suffer the largest IPC
slowdown: Bimodal predictor, Meta predictor, RAS, BHR. We have also
implemented and evaluated the protection mechanisms for the Two-level
predictor and the two BTBs and results are in line with the ones presented here.

Figure 52 shows the average IPC loss, over all benchmarks, when a varying
number of faults are injected in the Bimodal and the Meta predictors. The
“‘unprotected” lines show the IPC loss for the unprotected, faulty core, and the
“protected” lines show the IPC loss when the 1-bit counter protection mechanism
is used.
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Figure 52: Unprotected vs. protected (1-bit counter) IPC slowdown (%) for Bimodal and
Meta predictors.

We recover 94.1% of the IPC loss in the Meta predictor (IPC loss of 0.453% with
protection compared to 7.687% IPC loss without protection) and 93.6% of the IPC
loss in the Bimodal predictor (IPC loss of 0.414% with protection compared to
6.452% without protection). Our mechanisms also virtually eliminate performance
variability due to faults. The unrecovered IPC loss is due to the WRC flow
overhead and the use of 1-bit vs. 2-bit counters. The protected cores achieve
performance that is almost the same as the fault-free core despite the large
number of permanent faults.

Figure 53 shows the performance recovery for single faults in the RAS and BHR;
we compare the unprotected and protected structures. More than 94% of IPC loss
due to a single fault in the RAS and more than 92% in the BHR are recovered.
The remaining IPC loss over the fault-free case (0.057% for RAS, 0.169% for
BHR) is due to the reduced sizes of the faulty, protected structures.
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Figure 53: Unprotected vs. protected RAS and BHR average IPC slowdown (%) due to
single faults.

4.7.7 Variability recovery and TCO improvement

In this section we discuss the impact on performance variability due to hard faults
in front end predictors by measuring the Total Cost of Ownership (TCO). Let us
assume a data centre installation with 1000 cores in 16nm. Using the SRAM
failure probabilities of Table 1 and an SRAM array of 150K bits (approximately the
size of each of the three predictor arrays in our experiments), Figure 54 shows
the number of cores that are expected to contain k hard faults in the SRAM array
(k is on the x-axis). The number of faults k ranges from 0 to 25 faults.
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Figure 54: Number of 16nm cores in a 1000-core data centre containing k hard faults in a
150Kbit predictor.

Figure 54 clearly demonstrates that in this 1000-core configuration the numbers
of faults in the predictor array varies significantly. For example, 210 of the 1000
cores are expected to contain more than 10 faults, while 11 of the 1000 cores are
expected to contain more than 15 faults. Assuming 150Kbits in the Meta predictor
array, 210 of the 1000 cores (those with more than 10 hard faults) will suffer (if
left unprotected) an average IPC loss of more than 5.893% (max IPC loss
10.231%); as the third diagram of Figure 4 shows. Similarly, 11 of the 1000 cores
(those with more than 15 hard faults) will suffer an average IPC loss of more than

N.Foutris
147



Architectures for Dependable Modern Microprocessors

5.952% (max IPC loss 11.452%). IPC loss translates to an effective lower clock
frequency. For example, a 3.0 GHz core suffering a 6% IPC loss due to faults in a
predictor array operates at the same performance level as a 2.82 GHz core due
to a 180 MHz frequency degradation.

If the aforementioned IPC loss for the 210 cores, with >10 faults, or the 11 cores,

with >15 faults, renders these cores unusable (given an expected minimum
performance requirement) then the system must provide spare cores to recover
the throughput loss; this increases the overall TCO.

Table 54 shows the TCO increase due to the degraded performance (on average
5.9% and 6.0% IPC loss based on Figure 13; or PVF — performance vulnerability
factor — according to [44] [45]) in cores with more than 10 and 15 hard faults on
the Meta predictor array. When our protection mechanisms are employed to
recover the performance loss (on average the un-recovered IPC slowdown is only
0.4% both for >10 and >15 faults), the TCO of the system remains almost
unaffected. We apply the TCO calculations on the original ISPASS paper [45]
data centre configuration: the HPE (high performance) server configuration
provided in the tool of [111] with 1000 cores, and for three different utilization
levels: (a) low (20%), (b) medium (50%) and (c) high utilization (90%).

Table 54: TCO with fault-free, unprotected faulty Meta predictor, and faulty protected cores.

(TCO=$%$/Month)
e 0.2 0.5 0.9

Average Server Utilization (low) (medium) (high)
Initial TCO 7.848M 8.018M 8.246M
TCO with PVF*=5.9% 8.373M 8.555M 8.798M

(+6.7%) (+6.7%) (+6.7%)
TCO with PVF=6.0% 8.384M 8.566M 8.808M

(+6.8%) (+6.8%) (+6.8%)
TCO with our protection 7.880M 8.051M 8.297M
mechanisms (PVF=0.4%) (+0.4%) (+0.4%) (+0.6%)

The TCO increase due to performance loss from a faulty Meta predictor ranges
from 6.7% to 6.8% for three different utilization levels of the server farm. When
our protection techniques are employed, TCO is marginally affected by only 0.4%
to 0.6%.

4.8 Related work

There is no prior work in the literature that: (1) classifies and measures the
performance overhead and variability of hard fault in speculative structures; and
(2) proposes low-cost fault detection and performance recovery for the front-end
predictors.

Speculative arrays: Hardy et al. [44] propose an analytical model called
performance vulnerability factor to predict IPC loss due to faults in non-
architectural arrays. The method’s accuracy depends on having a fixed
misprediction penalty in each structure, which is not always true in modern

* The PVF (Performance Vulnerability Factor) parameter of the TCO tool corresponds to the
performance (IPC) loss.
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microarchitectures. Karimi et al. [63] evaluated the impact of faults in branch
predictors but the study has limited scope and does not make broad conclusions.
Finally, Hsieh et al. [49] discussed the importance of detecting hard faults that
only lead to performance degradation to improve microprocessor yield.

A few works address the detection (but no protection) of hard faults in speculative
structures. These include Almukhaizim et al. [7], Hatzimihail et al. [46], and
Bhattachatya et al. [17] (branch predictor). None of these works evaluates the
IPC recovery and cost of the techniques.

Architectural SRAM arrays: Several works examine the impact of and propose
remediation techniques for hard faults in caches [5] [8] [66] [89] [100]. Caches
affect functionality and their error protection solutions are entirely complementary
to our work; we expect cores to need protection in all SRAM arrays, including
caches.

Pipeline/Core logic: Using the inherent microarchitectural and/or architectural
redundancy to detect and/or repair hard faults has been studied extensively [23]
[84] [94] [71] [90] [95] [41] [75]. The focus is to gracefully salvage single or
multicore processor chips which contain hard faults in the processor pipeline.

4.9 Findings summary

We presented a detailed classification and quantification of the impact of
permanent faults in the performance components of modern microprocessors.
The analysis relies on a comprehensive statistical fault injection framework built
on top of a cycle-accurate x86-64 based architectural simulator and the latest
SPEC CPU2006 CPU benchmarks. Our analysis verifies that performance
components with permanent faults do not lead to functional errors and that most
faults (44% to 96%) cause only performance fluctuation. Across the different
components, performance slowdown ranges from 2% to 20% (faults in control
components have more severe performance impacts).

Furthermore, the existence of hard faults in a stride data prefetcher can affect
microprocessor performance significantly and increase inter-core performance
variability. Our detailed experimental analysis demonstrates that IPC loss due to
hard faults in the prefetch table can be up to 17%, and up to 24% and 26% for the
prefetch input queue and prefetch request queue, respectively. Also, performance
variability across cores is increased: the standard deviation of IPC loss between
benchmarks can be more than 4.5%. Similar behaviour was measured in
microprocessor front end predictors. The experimental resuts show that: (a) IPC
loss due to faults can be more than 16% over the fault-free IPC; and (b)
performance variability across faulty cores with the same number of faults each
can lead to more than 8% of IPC difference over the fault-free case. The IPC loss
stdev for different number of faults per benchmark, ranges between 3.5% and
9.6% for most of the benchmarks, while the stdev of IPC loss across benchmarks
is almost 4%.

To tolerate the large performance drop and variability we have proposed a
coherent suite of low-cost hardware-based solutions for the detection, diagnosis
and performance recovery of multiple hard faults in all front-end speculation
components (BPs, BTBs, RAS, BHR). Our evaluation shows that almost the
entire IPC loss due to faults is recovered by our solutions. The unrecovered IPC
in all cases is within 0.5% of the fault-free IPC while the difference in IPC
between cores with significantly different numbers of faults is virtually eliminated:
always less than 0.07% of the fault-free IPC. Finally, we estimated the TCO
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overhead due to hard faults in one front end predictor, assuming a server farm of
1000 cores and an available TCO estimation model. Our findings show an almost

7% TCO overhead that gets virtually eliminated if our protection mechanisms are
used.
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5. CONCLUSION AND FUTURE WORK

Today, the pervasiveness of microprocessors, the most complex and immensely
powerful product of electronics, in our society goes far beyond the wildest
imagination. The same path that is leading technologies toward these remarkable
achievements is also making them increasingly unreliable posing a threat to our
society. Silicon technology process scaling trends, modern architecture
complexity and the compelling requirement to diminish the Time-to-Market
threaten to create a “validation wall”. As a result, semiconductor industry and
academic researchers must explore radical solution and develop innovative
techniques to address the dependability challenges of the current and the
forthcoming microprocessors. This thesis introduced novel methodologies to
address the validation challenges posed throughout different stages of the life-
cycle of a microprocessor.

Microprocessor validation is grouped into three categories, based on where they
intervene in a microprocessor’s lifecycle: (a) silicon debug: the first hardware
prototypes are exhaustively validated, (b) manufacturing testing: the final quality
control during massive production, and (c) in-field verification: runtime error
detection techniques to guarantee correct operation. This thesis introduces
various technigues to tackle the challenges of microprocessor validation targeting
to: (a) make the microprocessor’s verification process more efficient; and (b) be
easily applicable to the existing industrial flow. The contributions of this thesis are
as follows:

e Silicon debug: The share of silicon debug in the overall microprocessor
chips development cycle is rapidly expanding due to the ever growing
design complexity and the limited throughput of pre-silicon verification
methods. Massive application of short random test programs on the
prototype microprocessor chips is one of the most effective parts of
silicon debug. Despite its bug detection capability, it is constrained by
extreme computing needs for random test programs simulation to extract
the bug-free memory image. Another major bottleneck and source of
“noise” in this phase is that large numbers of random test programs fail
due to the same or similar design bugs. This redundant behaviour adds
long delays in the debug flow since each failing random test program
must be separately examined, although it does not usually bring new
debug information. We proposed the employment of self-checking
random test programs along with a deconfigurable microprocessor
architecture to avoid the time-consuming simulation step, triage the
redundant debug sessions and thus accelerate silicon debug. To do so,
we exploited the inherent diversity found in all popular Instruction Set
Architectures (ISAs) and the ability to deconfigure hardware modules
without affecting the functional completeness of a design. Detailed
evaluation of the method on an x86 microprocessor model demonstrated
its effectiveness in accelerating silicon debug.

e Manufacturing testing: We presented an efficient multithreaded (MT)
SBST methodology that optimizes self-test time taking maximum
advantage of thread-level parallelism while at the same time enhances
the self-test program error detection capability on the thread-specific
control logic of the processor. The methodology contributed to the
effective application of SBST in manufacturing testing. Our experiments
on OpenSPARC T1 revealed that the proposed methodology improved
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significant test execution time at both the core level (3.6 times) and the
processor level (6.0 times) against single-threaded execution, while at
the same time it improves fault coverage. Compared with a
straightforward multithreading approach, it reduces the self-test time at
both the core level and the processor level by 33% and 20%,
respectively. Overall, our methodology guarantees high stuck-at fault
coverage (88% for the entire processor, more than 1.5M logic gates),
which is the highest coverage ever reported in the literature by a
software-based functional test methodology in such a complex industrial
microprocessor.

e In-field verification: Aggressive technology scaling along with low
voltage operation exacerbates the likelihood and rate of hard faults not
only in large SRAM arrays (such as cache memories), but also in non-
SRAM microprocessor structures. Some of the largest non-cache SRAM
structures support speculation such as the branch predictor tables, the
branch target buffers, and the data prefetcher. Faults in these structures
will not affect correctness, but can cause severe performance
degradation and variability among otherwise identical cores. We
accurately classified and quantified the performance impact of hard
faults in non-SRAM structures over a set of CPU benchmarks. To do so,
we applied a statistically safe fault injection campaign for single and
multiple faults a modified version of the cycle-accurate x86 architectural
simulator PTLsim running the SPEC CPU2006 suite. Our evaluation
revealed significant differences in the effect of faults and their
performance impacts across the components as well as within each
component. In particular, we demonstrated that a very large fraction
(44% to 96%) of hard faults in these components leads to performance
fluctuation, Furthermore, faults in the data prefetcher degrade IPC by up
to 26%, compared to fault-free operation, while faults on the branch
prediction unit reduce IPC by more than 16%, respectively. Moreover,
we found that faults in these components can substantially increase the
performance variability across identical cores. Finally, we proposed low-
cost microarchitectural techniques to diagnose predictor faults and
recover the performance loss. Our techniques exploited the self-
verification property of predictors to achieve performance recovery at
lower cost than comparable techniques. We found that our solutions can
recover almost all performance loss and virtually eliminate performance
variability among cores.

The research outcomes of this thesis open the door to several future directions.
Future systems architectures must be designed to facilitate hardware validation.
In particular, future solutions should have adhere to the following guideline
principles: (a) low-power, (b) negligible area overhead, (c) scale with design
complexity; and (d) highly automated. In the silicon debug domain, future
research should focus on the automation and standardization of the design bug
detection and root-cause analysis process. Furthermore, this thesis demonstrated
the effectiveness of software-based techniques in accelerating manufacturing
testing and guaranteeing a high level of fault coverage. This may be an indication
that future microprocessors should devote valuable silicon estate in hardware
hooks that enable the at-speed, low-cost testing. The growing demand for high-
performance computer systems push computer architects to integrate numerous
performance mechanisms in the microprocessor designs. However, functional
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correctness is prioritized over performance correctness. This work revealed that
faults in performance components can lead to noticeable performance loss and
variability in otherwise identical cores. Therefore, future designs must integrate
mechanisms to continuously monitor the system performance health and applying
contingency actions. Finally, a vital future research direction is to bridge the gap
between silicon debug, manufacturing testing and in-field verification techniques
through the development of cross-cutting solution that will operate throughout the
entire life-cycle of a microprocessor.

The vital challenge of future technologies is to build dependable systems. This
thesis proposed various novel techniques to make the validation process,
throughout microprocessor life-cycle, more effective in terms of bug/error
detection efficiency, resource- and time-budget. We hope, that the contributions
presented in this thesis will advance the research in manufacturing dependable
microprocessor architectures and will find applicability in future commercial
microprocessor products.
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ACRONYMS

ATPG Automatic Test Pattern Generation

BIST Built-in Self-Test

BTB Branch Target Buffer

BP Branch Predictor

cBTB Conditional/Unconditional direct Branch Target Buffer
CMP Chip-Multiprocessors

CMT Chip-Multithreading

DFT Design for Testability

DLP Data-Level Parallelism

DP Data Prefetcher

DPPM Defective Parts Per Million

ERIT Equivalent Random Instruction Test

HDL Hardware Description Language

HVM High-Volume Manufacturing

iBTB Unconditional indirect Branch Target Buffer
ICT Information and Communication Technology
IC Integrated Circuit

ILP Instruction-Level Parallelism

ISA Instruction Set Architecture

IP Instruction Prefetcher

MHSR Miss Handling Status Registers
MT-SBST Multithreading Software-Based Self-Test
(ON Operating System

RAS Return Address Stack

RIT Random Instruction Test

RTL Register-Transfer Level

SBST Software-based Self-Testing

SEU Single Event Upset

TLP Thread-Level Parallelism

TT™ Time-to-Market
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