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ABSTRACT

On the eve of 5G-enabled Connected and Automated Mobility, challenging
Vehicle-to-Everything services have emerged towards safer and automated driving. The
requirements that stem from those services pose very strict challenges to the network
primarily with regard to the end-to-end delay and service reliability. At the same time, the
in-network Artificial Intelligence that is emerging, reveals a plethora of novel capabilities of
the network to act in a proactive manner towards satisfying the aforementioned
challenging requirements. This thesis presents PreQoS, a predictive Quality of Service
mechanism that focuses on Vehicle-to-Everything services. PreQoS is able to timely
predict specific Quality of Service metrics, such as uplink and downlink data rate and
end-to-end delay, in order to offer the required time window to the network to allocate more
efficiently its resources. On top of that, the proactive management of those resources
enables the respective Vehicle-to-Everything services and applications to perform any
potential Quality of Service-related required adaptations in advance. The evaluation of the
proposed mechanism based on a realistic, simulated, Connected and Automated Mobility
environment proves the viability and validity of such an approach.

SUBJECT AREA: Machine Learning

KEYWORDS: Timeseries, 5G, V2X, Forecasting, Predicition, Geo-spatial Data, CAM,

Quality of Service prediction, Artificial Intelligence, Machine Learning



NEPIAHWYH

Me 1O ekivnua TnNG €TTOXNG TNG OUVOEDEPEVNG KAl QUTOMATOTTOINUEVNG KIVATIKOTNTOG ME
duvardétnta 5G, €xouv TIPOKUWEI KaIVOTOPEG uTtnpeoieg Vehicle-to-Everything 1Tpog
ao@aAéoTepn Kal autopartotroinuévn odrnynon. Ol atTaITHOEIS TTOU ATTOPPEOUV ATTO AUTEG
TIG UTTNPEOieg BETOuV TTOAU auoTnPEG TTPOKANOCEIG OTO BIKTUO Kupiwg 60OV agopd Tnv
kabuoTtépnon atmmd AKpo o€ AKPO Kal TNV QgIOTIOTIA Twv UTNPECIWV. Tautdyxpova, n
TEXVNT vonuoouvn &vidg OIKTUOU TTou avadueTal, ATTOKAAUTITEI pia TTANBwWpa VEWV
OuvVaTOTATWY TOU OIKTUOU VA EVEPYEI PE TTPOANTITIKO TPOTIO TTPOG TNV IKAVOTIOINON TWV
TTpoava@ePBEvTwY peydAwyv ammairiocwy. Autr n diatpir) TTapoucidlel 1o PreQoS, évav
TTPOYVWOTIKG  pnxavioud  lloidtntag  YTINPeoiwv  TIoU  €0TIAEl  OTIC  UTTNPECIES
Oxnuatog-mpog-OAa  (V2X). To PreQoS civar oe 06éon va TmpoPAEwel  Eykaipa
OUYKEKPIPEVEG PETPROEISC TToIdTNTAG YTTNPECIWY, OTTWG O PUBPOG dedopuévwy uplink and
downlink kair n koBuoTtépnon amd AKPO OE AKPO, TIPOKEIMEVOU VA TIPOOQPEPEI TO
QATTAITOUPEVO XPOVIKO OIAoTNUa OTO OIKTUO VIO TNV TTIO ATTOTEAECHATIKN] KATAVOMN TwV
TOpwWV Tou. EmmAéov, n TIPOANTITIKA OIaxXEipIon QUTWV TwV TIOPWV ETTITPETTEI OTIG
QVTIOTOIXEG UTTNPEDiEG Kal e@appoyEg Tou Oxruatog 1mpog OAa va ekTeAOUV €K Twv
TTIPOTEPWYV TUXOV EVOEXOUEVEG TTPOCAPHOYES TTOU OXeTiCovTal e TNV MoidtnTa YTTnpeoiwy.
H a&ioAdéynon Tou TTPOTEIVOPEVOU PNXAVIOUOU WE BAon €va PeaAlIoTIKO, TTPOCONOIWMNEVO,
OUVOEDEPEVO KOl AUTOPATOTTOINUEVO TTEPIBAAAOV KIVNTIKOTNTAG ATTODEIKVUEI TN BILWOINOTNTA
KAl TNV EYKUPOTNTA HIAG TETOIAG TTPOCEYYIONG.

OEMATIKH NEPIOXH: Mdabnon Mnxavng

AEZEIZ KAEIAIA: Xpovooeipég, 5G, V2X, MpoBAeyn, Mpdyvwan, MNew-xpovikad Acdopéva,
CAM, Tpoéyvwon Moiétntag ¢ Ymnpeoiag, Texvnt Nonuoouvn,
MdaBnon Mnxaviig
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PREFACE

The current thesis has been conducted for the master's program degree offered by the
department of Informatics and Telecommunication from the National and Kapodistrian
University of Athens. The main study of this thesis concerns the development of a
timeseries prediction algorithm which is based on 5G QoS KPlIs, as well as geo-spatial
data, using machine learning techniques. In the context of the present work, the proposed
system has been implemented using Python, Tensorflow, Scikit-Learn, Pandas, Seaborn,
Jupyter Notebook and more for the related algorithms and methods, as well as for the
visualization of the experimental results. The choice of this topic is due to my interest in
the field of Machine Learning and its numerous applications.
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1. INTRODUCTION

Beyond 5G network intelligence is already considered as one of the cornerstones for the
next generation of wireless and mobile systems. Architecture enhancements for 5G
System (5GS) to support network data analytics services in recent releases [1], already
pave the way for the implementation of diverse Machine Learning (ML) and Artificial
Intelligence (Al)-based resource management, security-related and
application-/service-oriented enhancements. The Network Data Analytics Function
(NWDAF) introduced by 3GPP and ETSI [2], is able to interact with different network
entities for different purposes, such as data collection based on subscription to events,
retrieval of information from data repositories, on demand provision of analytics to
consumers, etc. In parallel, the extreme service requirements introduced by 5G are further
defined and standardized in 3GPP Release 16 [3]. In this specification, 5G Quality of
Service (QoS) Identifiers (5Qls) are mapped to specific QoS characteristics, in relation to
the respective resource type, such as Guaranteed BitRate/Non-Guaranteed Bit Rate,
priority level, packet error rate thresholds, etc. One of the most challenging and at the
same time broadly investigated use cases for 5G networks and beyond, i.e., Connected
and Automated Mobility (CAM), along with its respective communication services, namely
Vehicle-to-Everything(V2X) and Cellular V2X (C-V2X), is already progressing via several
architectural and service-oriented enhancements from the standardization organizations,
such as 3GPP and ETSI, both from the 5G Core (5GC), as well as the Radio Access
Network (RAN) and Edge aspects [4] [5] [6] [7] [8]

Telematics
Infotainment GPS & Data VaX

Figure 1 V2X Architecture Overview

3GPP has defined the main use cases (UCs) for V2X scenarios, namely Vehicles
Platooning, Advanced Driving, Extended Sensors, Remote Driving and Vehicle QoS
Support. The 5G Automotive Association (5GAA) has also defined a number of more
fine-grained CAM use cases [9], namely Tele-operated driving (ToD), Anticipated
Cooperative Collision Avoidance,High-density platooning, Hazardous location warning,
lane merge, Software update and Infotainment. In [10], the use cases, requirements, and
design considerations for vehicle-to-everything communications are presented. Also, the

N. Maroulis 13
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authors in [11] describe the current challenges, focusing on the 5G cross-border V2X
operations for CAM, providing also an overview of the proposed technologies and
solutions. CAM applications rely on the network reliability and QoS in order to address
requirements expressed in terms of ubiquitous coverage, minimum uplink/downlink and
sidelink data rates, acceptable packet loss ratio, maximum allowed packet delay,etc.

- R

Qe Internet — ]
Cellular ;\—)¥_—/_//—/ Control signals

connection

=

Video stream

Figure 2 Tele-operated Driving Deployment

Towards this direction, 5GAA has very recently introduced the concept of predictive QoS
[12] that refers to the mechanisms enabling mobile networks to provide notifications about
predicted QoS changes to interested consumers in advance. Mobile/Multiple Access Edge
Computing (MEC), -which is considered one of the essential technologies for 5G-, is also a
key enabler for CAM and V2X. In [13], the automotive use cases that are relevant for MEC
are showcased, providing insights into the technologies specified and investigated by the
ETSI MEC ISG. ETSI, in the context of MEC has very recently also introduced the notion
of predictive QoS support in the context of the MEC framework [8]. In this context, the
prediction of potential handovers leading to the estimated QoS performance is described
as the key solution. This will enable the UEs/vehicles to proactively identify the MEC
hostsand base stations, which will be able to support the relevant V2X application
requirements without any service interruption. Also, in [14] ETSI specification, the API
resource, alongwith the detailed data model for the QoS prediction of a vehicular UE are
provided. Based on the above, it becomes thus obvious that network intelligence, based
on state of the art Al and ML algorithms, towards the enhancement of V2X services can
prove of utmost importance. The stringent requirements of the majority of the CAM use
cases ask for proactive resource allocation approaches in order to ensure that the V2X
communications are adequately supported and satisfy the specific reliability, end-to-end
delay and data rate requirements. Predicting QoS KPIs in advance will offer major gains
to the operation of such V2X applications, in the sense that, predicting in advance a
potential deterioration on the utilized communication channel and/or offered
communication or computing resources will enable the respective application to adapt
itself in order to seamlessly continue operating and -most importantly- exclude any chance
of jeopardizing the safety of the involved humans. On top of that, the promising network
edge capabilities may prove valuable for bringing network intelligence closer to the

N. Maroulis 14
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network nodes and in a distributed manner, enabling thus even more efficient and low
latency proactive network management operations to apply. Inspired by the
above-mentioned challenges, in this thesis, | focus on QoS prediction for V2X services and
the modeling of the overall V2X network and environment, towards an efficient and viable
predictive QoS solution. This thesis’ primary contributions are summarized as follows:

e A predictive QoS algorithm is presented, namely PreQoS, which processes
contextual information towards proactive service adaptation for service continuity in
stringent V2X services. This contextual information comprises data, such as vehicle
mobility  information, radio and network parameters, as well as
service/application-specific information. Its ultimate target is to predict specific
QoS-related values, such as uplink/downlink end-to-end delay,data rate, etc.

e The overall problem is thoroughly analyzed in terms of spatial, temporal and system
modeling. A novel approach is presented, namely Map-as-a-Grid (MaaG), which
offers higher performance of the QoS prediction in terms of computing and memory
requirements. Via the MaaG paradigm, this thesis highlights the scalability
perspective of the proposed mechanism. On top of this, a comprehensive analysis
of the computational complexity and network overhead is introduced for the
proposed framework.

e The capability of the proposed mechanism to integrate and operate via exploiting
diverse machine learning algorithms is demonstrated, such as Deep Neural
Networks, Random Forests, Distributed Gradient Boosting schemes,etc., on top of
the spatio-temporal modeling of the MaaG approach.

e A detailed evaluation procedure is presented, which demonstrates the gains of the
MaaG approach. The evaluation also correlates the accuracy error and coefficient
determination metrics for each ML model, in relation to the spatial modeling options
and volume of training data. The evaluation section provides insights in terms of the
performance of different ML models, which are exploited by the PreQoS framework.

/QOS —

Management
| Parameters Functions
Application Transportation Application Transpor tation
Frame Rate B andwadith, Tumng Reservabion-
Start-up Delay, Delay, Titter, Mecharism. based Mech.
Image QoS Error Eate o -
Negotiation Service Class-
Mechanizm bazed Mech.

Figure 3 QoS Parameters and Functions

The rest of the thesis is organized as follows: Section 2 presents an overview of the
existing work in the literature on proactive QoS approaches. Section 3 presents a
comprehensive description on the system model, design and algorithmic details of the
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proposed QoS scheme, while Section 4 presents the evaluation scenarios and
assessment of results. Finally, Section 5 concludes this thesis.

N. Maroulis 16
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2. RELATED WORK

The notion of QoS prediction has been studied in the literature in different contexts and
focusing on different segments of the end-to-end communication. Numerous works have
been proposed that attempt to predict the QoS from diverse perspectives, as well as
several QoS-aware schemes, especially for V2X communications [15] [16] [17], but also in
the domain of mobile networks, from a broader perspective [18] [19] [20] [21]. In [15], the
authors focus on a MEC-enabled architecture for evaluating two V2X applications, namely,
Advanced Driving (safety-related application) and Emergency Brake Light. Based on
collected measurements, they focus on a classification problem, targeting to predict
threshold-driven QoS classes. A Neural Network (NN)-based approach is proposed,
combined with a Maximum Dependency (MD) algorithm for feature selection. The authors
focus on predicting the expected end-to-end delay and the results are compared to other
ML solutions,namely a Recurrent Neural Network (as shown in Figure 4) with Long
Short-Term Memory neurons, a Random Forest, and a Support Vector Machine. According
to the authors, no significant prediction accuracy gains are observed in the alternative
solutions, able to justify the noticeable increased cost of training, compared to the much
simpler NN.

(j- o =) [ ]v\ m ) Jv
@ @ @

Figure 4 RNN - LSTM High Level Architecture

In [16], the authors employ supervised learning, as well as the auto-regressive integrated
moving average (ARIMA) models. The specific work considers a typical urban scenario for
C-V2X communication, namely Manhattan Grid [22]. The authors collect numerous
radio-related measurements such as the reference-signal-received-quality/power
(RSRQ/RSRP), the signal-to-noise ratio (SINR), the channel quality indicator (CQl), the
user past averages throughput, delay, etc. and use them as inputs towards calculating the
prediction accuracy and f1-score metrics. Although in most scenarios the ARIMA model
performs relatively satisfactory, for a high number of UEs, the accuracy of the model drops
considerably. In [17], a latency-prediction framework is described, tailored for
delay-sensitive V2X applications. The proposed scheme integrates ML, i.e., an LSTM
network, along with a k-medoids clustering algorithm to predict data that follow a trackable
trend over time, with statistical approaches, i.e.,a combination of Epanechnikov Kernel and
moving average functions for predicting data that behave like random noise. The
evaluation shows that the specific approach reduces the prediction error to half of a
standard deviation of the raw data. In [18], a predictive energy-efficient scheduling scheme
is proposed, that optimizes the user equipment (UE)'s bits/joulemetric subject to QoS
constraints in downlink orthogonal frequency-division multiple access (OFDMA) systems.
Ham-madet al. were able to achieve that by minimizing the number of wake-up
transmission time intervals (TTls), where the UE receiver circuit is ON, in a long time

N. Maroulis 17
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horizon. The proposed predictive scheduler is supported by a ray-tracing (RT) engine that
increases the scheduler’s knowledge on users’ characteristics long-term information.
Authors in [19] studied the problem of application rate allocation over different radio
interfaces, and addressed the issue of different delay requirements of applications using
the discounted-rate framework. They propose two online predictive algorithms in order to
handle the intermittence of secondary interface(s). The proposed algorithms’ performance
is presented consistently near-optimal using small prediction windows. Another work [20]
performs prediction-based resource allocation focusing on application data rate; the
specific work proposes the Threshold Percentage Dependent Interference Graph (TPDIG)
using a Deep Learning-based resource allocation algorithm for city buses mounted with
moving small cells (mSCs). A comparative analysis of resource allocation approaches is
presented, using TPDIG, Time Interval Dependent Interference Graph (TIDIG), and Global
Positioning System Dependent Interference Graph (GPSDIG), in terms of Resource Block
(RB) usage and average achievable data rate of mloT-mSC network. Performance
evaluation evidence is presented in order to confirm the gains achieved by the proposed
contribution. In [21], a Cognitive Neural Network Delay Predictor (CNNDP) for high speed
mobility in 5G C-RAN cellular networks is proposed, for compensating the transmission
and acquisition delay ofthe Channel State Information (CSI) working simultaneously, along
with the conventional prediction technique for predicting the time variations of the
communication channel. The results demonstrate a significant enhancement in the data
rate of the network with the proposed approach.

Apart from the application of QoS prediction on mobile networks, extended research has
taken place as well on other network service and application perspectives, highlighting the
use of neural networks [23] [24] [25] [26]. In [23], a probability distribution detection-based
hybrid ensemble approach (DHEM) is proposed, in order to achieve high prediction
accuracy for QoS-Aware web service recommendations. Specifically, Li et al. propose an
enhanced collaborative filtering (CF), as shown in Figure 5, based approach as the basis
of the prediction model. The authors propose a distribution detection algorithm in order to
calculate the probability confidence weights (PCWs), based on the results of a set of other
basic prediction models.

User-based collaborative filtering algorithm

) &
) 3 )
B—Q

Figure 5 Collaborative Filtering Overview

Zhou et al.in [24] propose two neural models for the task of spatio-temporal context-aware
QoS prediction, by considering invocation time and multiple spatial features both on the
service-side and the user-side. The presented evaluation indicates that the models
achieve a performance improvement by 10.9-21.0% in terms of Mean Absolute Error

N. Maroulis 18



Al-Driven, Predictive QoS for V2X Communications in 5G and beyond

(MAE) and Normalised MAE (NMAE) in comparison with the baseline methods. The work
in [25] presents a deep neural model, intended to achieve multiple QoS predictions based
on context. It provides a framework to realize multi-attribute QoS prediction, and it
manages to achieve high prediction accuracy in terms of MAE; the specific work also
includes strategies that achieve substantial results in making use of contextual information.
In [26], Yin et al. propose a method of combining an auto-encoder with collaborative
filtering (CF), model-based CF and neighborhood-based CF approaches. The proposed
auto-encoder deals with sparse inputs by pre-computing an estimate of the missing QoS
values and obtains the effective hidden features by capturing the complex structure of the
QoS records. In addition, authors propose a novel computation method, based on
Euclidean distance, that aims to address the overestimation problem, to further improve
prediction accuracy. Finally, they propose two models to produce the final QoS prediction
results from user side and service side respectively, based on a real-world dataset that
verifies the effectiveness of their method. Due to the high impact of cloud computing in the
field of scientific and business technology domains, QoS Prediction has drawn the
attention of researchers in this domain as well [27] [28] [29] [30] [31] [32]. In [27] Li et al.
collect real cloud computing environment data, obtain the correlation between the
hardware/software resource data and QoS attributes of the Cloud service and propose a
novel QoS prediction approach based on Bayesian Network Model (BNM).

In [28], Chen et al. propose a self-adaptive resource allocation framework composed of
feedback loops, each of which goes through a designed iterative QoS prediction model
and a Particle Swarm Optimization (PSO)-based run time decision algorithm. The work in
[29] proposes a model for predicting end-to-end QoS values of cloud-based software
solutions composed of services from multiple cloud layers. It relies on the internal features
of services and end users such as location, network configuration and user profiles, in
order to calculate service similarity. In [30], the authors attempt to predict the QoS by
utilizing the historical QoS records of similar users on the Internet. A novel approach that
combines a clustering-based algorithm and trust-aware collaborative filtering (CF) is
proposed, aiming to predict the accuracy and recommendation quality. In [31], the authors
propose a Matrix Factorization (MF)-based approach for making context-aware
QoS-prediction of specific cloud services. Luo et al.in [32] present a novel data-driven QoS
prediction scheme using KLMS for the purpose of achieving a higher accuracy. Via the
trained Kernel Mean Least Square (KLMS) they can predict the unknown QoS entries with
their corresponding relevant QoS values. As network management and QoS support are
becoming more and more challenging with the increase in network traffic, size, and service
requirements, a lot of research has taken place in order to develop ML-based models to
meet these challenges [33] [34] . In [33], Vasilev et al.utilize ML in order to demonstrate
how QoS metrics can be exploited to accurately estimate and predict key QoE factors.
They propose a Bayesian Network model to predict the rebuffering ratio and then they
derive their own novel Neural Network search method to prove that the Bayesian Network
correctly captures the discovered stalling data patterns. They show that hidden variable
models based and context information boost performance for all QoE related measures.
Lastly, in [34], Lekhala et al. propose a software-defined and ML-based intelligent QoS
framework called PIQoS, which pushes link failure recovery at the data plane in order to
improve the delay and throughput. The proposed work offers two supervised ML models
for efficient network state diagnosis and respective management policies selection.

As it can be inferred from the above state of the art analysis, a plethora of existing
proposals on QoS prediction is already present, that focuses on diverse network aspects.
The proposed thesis primarily relates to [15] - [17], and secondarily to [18] -[21], which
although tackle similar research questions, do not focus on V2X and/or CAM scenarios,
which is the key use case (UC) of this thesis. The work in [15] firstly tackles the problem as
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a classification problem; in my case, | attempt to avoid handling the Key Performance
Indicator (KPI) metrics as discretized variables (QoS classes), but rather as a regression
problem, in order to retain a more fire-grained approach. In [16], the authors employ a
simple moving average regression approach (ARIMA), which fails to cope with complex
scenarios, high number of UEs, etc. The proposed scheme in [17] is the closer work in
terms of design decisions, combining LSTM with clustering approaches; nevertheless,
complexity analysis, which is tackled in the current thesis, is completely missing, while the
evaluation scenario makes at no point any links to any realistic V2X application or use
case, contrary to the proposed work, which provides a detailed simulation environment for
the ToD use case. Furthermore, the work in [18] is limited by the selection of the
Ray-Tracing (RT)-based prediction technique, which relies solely on the physical layer, and
more specifically on the wireless communication channel propagation characteristics.The
work in [19] focuses on the rate allocation problem as a convex optimization problem. It
does not employ or validate any ML algorithms and focuses on the optimization of rate
allocation from the scheduler’s perspective. The specific work focuses on the management
and offloading of flows with different delay and rate requirements among different radio
interfaces of a user device. Also, the predictability of wireless connectivity is realized for a
small look-ahead window, while the algorithm presented in this thesis is capable of
extending the prediction window ahead, as the volume of the training data increases over
time. The work in [20] does not attempt to directly predict QoS-related metrics, which may
exhibit considerably unexpected behavior, but locations of vehicles (road segments), which
are afterwards correlated to determine the experienced interference. Moreover, only
physical layer aspects are taken into account. Last but not least, the work in [21] does not
perform direct QoS metric predictions; instead it focuses on the acquisition delay in the
Channel State Indicator (CSI) metric, which is indirectly linked to the variation of the
communication channel conditions. In this thesis, | extend the current state of the art, by
proposing a novel predictive QoS scheme, tailored for 5G CAM use cases. To my
knowledge, predictive QoS in CAM and V2X scenarios is still in a very primitive stage, with
very limited prior work that attempts to exploit Al and ML approaches towards predicting
the QoS for vehicles in 5G and beyond scenarios. As a result, this is the first predictive
QoS scheme for V2X communications, that takes into account the latest 5G
standardization guidelines and implements an end-to-end solution towards the proactive
notification of connected vehicles, in a realistic CAM scenario. Most importantly, this is the
first thesis that provides in detail a computational complexity and network overhead
analysis, assessing the viability of the proposed framework. Additionally, this is the first
QoS prediction scheme that relies on a dynamic and flexible map grid/cell clustering
technique, - which takes into account the correlation of QoS behavior among cell clusters
-, towards minimizing the computing resources’ utilization. The last feature is realized via a
novel Map-as-a-Grid model, which is presented in the following section, along with the rest
of the framework details and algorithmic aspects. Also, no inputs from other network
segments that affect the end-to-end QoS are taken into account. Last but not least, this
work attempts to explore the prediction performance and application-specific capabilities of
a considerable number of ML algorithms and approaches, with and without deploying the
proposed map-as-a-grid approach.

N. Maroulis 20
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3. THE PREDICTIVE QOS MECHANISM

This thesis follows the concepts and terminology introduced by [35]. As already discussed
in the introduction of this work, the ultimate goal of predictive QoS for CAM is to exploit
in-network intelligence for the proactive calculation of the relevant QoS aspects for the
specific V2X services that are each time active. The prediction is realized in a proactive
manner and ultimately aims towards the generation and transmission of the QoS-related
notifications messages to the involved vehicles, for taking the needed application-layer
actions (service parameters adaptation, switching between automated-manual operation,
etc.). The last part, related to the vehicle-side application adaptation aspects, is out of
context of this particular thesis.

3.1 Input Parameters

The proposed predictive QoS scheme, namely PreQoS, is based on a Fusion Machine
Learning approach, which is able to process contextual information from diverse data
sources and different layers of the network (Table |), in order to predict with high accuracy,
the QoS for different V2X services with diverse requirements. The QoS that is provided to
the vehicles depends on different factors, namely the availability of radio and network
resources, the environment characteristics (e.g., physical obstacles such as buildings,
blind spots, etc.), as well as the mobility characteristics of the vehicles (e.g., a high velocity
vehicle will potentially require consecutive handovers from the network, which will impact
the QoS). One of the main advantages of the proposed framework is that the QoS metric
that is studied is tailored each time, in accordance with the specific V2X application
requirements, namely uplink or downlink data rate, end-to-end delay, reliability, packet
loss, jitter, etc. On the one hand, in order to adequately assess the provided QoS for the
respective V2X service and be able to accurately predict it for future time windows, the
mechanism needs to correlate information from the different network segments, which
comprise the end-to-end communication path. As also described in the respective 3GPP’s
study on application layer support for V2X services [36], this end-to-end communication
path depends on the type of the V2X application/service, i.e., Vehicle-to-Vehicle (V2V),
Vehicle-to-Infrastructure (V2I),Vehicle-to-Network (V2N) or Vehicle-to-Pedestrian (V2P).

On the other hand, besides the air/link propagation aspects, additional delay-introducing
components contribute to the E2E network performance, such as device buffers,
computing VNFs/PNFs, backhaul link capacities, as well as core network components
processing resources and load. The input context parameters, which can be utilized to
train the ML model the proposed scheme are grouped in five main categories, as
illustrated in the following table (Table I):
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Table 1 The five categories of input context parameters of PreQoS

Category Description Input Metrics
Mobility Informa- | Vehicle/UE mobility- | Regquired: latitude,
tion related data. The optional | longitude and
mobility  information is | timestamp for
only required in the case of | each location.
Trajectory prediction of the | Optional: velocity
UE. and acceleration
vectors, heading,
predicted path,
trajectory
constraints (e.g.
road limits), etc.
Radio parameters Radio-related, passive mea- | RSSI, RSRP,
surements provided via the | RSRQ, CQI,

UE-based measurement re-
porting to the gNB/eNB.
These metrics are comple-
mentary, in order to en-
hance the prediction.

SINR, client (GPS,
velocity, heading),
geolocation map

RAN/facilities Latency-introducing RSU-related
laver network components | network load,
related to queues, RSU-queues load,
computing resources’ | Number of UEs
capacity, etc. associated to
BS, availability
of MEC/cloud
computing
resources
E2E network per- | Network measurements re- | transmission/queuing
SJormance lated to the E2E service, | delays, backhaul
including transport and core | link capacities,
network measurement in- | VNF processing
formation. delays, etc.
Application- Tailored, application- | Service priorities,
specific oriented information | group/cluster-based
information that influences the | communication
performance of a V2X | type, cluster head
service (e.g., V2X group- | nodes, etc.

based communications,
such as platooning).

It is highlighted that the above table illustrates all potential information item types that can
be processed during the offline training process, if available. The flexibility of the proposed
scheme enables the processing of the data and the extraction of the respective prediction,
depending each time on the specific network deployment, interfaces, and available
real-time data sources, which often comprise only a subset of the afore-presented
information items.
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3.2 System Model

This thesis considers a prediction communication system, in which a number of u € U
users (i.e., vehicles) are consuming a number of different V2X services s€ S. Users are
notified by the network via a QoS prediction message in relation to a predefined set of
QoS-related KPIs k € K such as uplink/downlink data rate, packet error rate, or
end-to-end delay. Hence, each time the system must perform a prediction for u * k KPlIs,
which are then processed by the respective V2X applications for possible required
adaptations.The prediction inference process can be defined to be performed in two
possible ways:

A. in a pre-defined (according to the V2X service specific requirements) periodic
manner,

B. upon change of the predicted QoS values/value classes (i.e., as the user moves
along a path with heterogeneous radio propagation characteristics, or the network
conditions change-for example a high number of new vehicles enter the specified
area).

| assume that the actual computation tasks are performed by the 5G Core Network’s
Prediction Function (PF), which is assumed to be a module, part of the wider Network
Data Analytics Function (NWDAF) [2]. The PF can be deployed either at a mobile edge
computing (MEC) server or a cloud center, as part of the rest of the Core Network
functions and entities. Intuitively, in the case of a MEC-enabled system, the delays and
packet losses in backhauls and core networks are considered equal to zero, according to
the input parameters modelling presented in the previous subsection.
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3.2.1 Geographical space as a grid

The considered geo-graphical space (map) is modelled based on grid-tile approach,
namely Map-as-a-Grid (MaaG), comprising rectangular cells towards applying the
prediction in a discrete manner (Figures 7a and 7b). It should be highlighted that from now
on, the term Grid Cell is not to be confused with the base station notion of cells, in the
context of cellular networks; Grid Cells will refer to the geographical grid-based model of
the proposed algorithm. Based on a recursive QoS metric assessment (i.e.,.SINR, ul/dl
average delay or data rate, etc.), mapped to the discrete map Grid Cells, the second step
is the clustering of Grid Cells, in a way that the clusters demonstrate similar behavior in
terms of QoS metrics for all the vehicles/lUEs’QoS measurements in the specific clustered
cell and for the same time horizon. It should be highlighted that as long as the correlation
is realized only based upon the QoS values, the members of one Grid Cluster do not need
to be adjacent cells (see for example Figure 7b c2 and c3). The detailed algorithmic steps
are presented in subsection 3.4.

3.2.2 Computational complexity and signaling overhead analysis

The major advantage of the described approach is the minimization of the computational
overhead, as the prediction is applied in a discrete manner, i.e., per cluster, rather than for
the continuous coordinate system’s space or single users. In other words, the geolocation
information (i.e., the [latitude,longitude] tuple) of each measurement is transformed via the
MaaG mapping to one specific Grid Cell or Grid Cells Cluster, identified by a unique ID.
This results in a reduction of the required computing tasks from u*k predicted values, to
c’k, where c€C, the defined clusters of the system and ¢ < u. More specifically, | model
the end-to-end computational delay for the system, in order for the UEs to send a
prediction request towards the Prediction Function, the request to be processed, the
prediction to be extracted by the respective ML model and -finally- the prediction output to
be transmitted back to the respective UE.
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3.2.3 System Model Implementation

(a)
MaaG Grid
Clustering Cell
1 ¢ S S R W
| Cluster iame il :
i I |
Sihaas] [ jesss-unen
LT R ST S O e
(b)

Figure 7 (a) MaaG - Step 1: Initial grid modeling, (b) MaaG - Step 2: Grid after the QoS-based
correlation clustering

The overall prediction delay Dpred for one KPI (e.g., for the uplink throughput QoS metric),
for the non-Maag enabled system is defined as the sum of the transmission delay of the
prediction request for all the vehicles of the system, the computing delay at the Prediction
Function server for all requests, as well as the transmission delay of the prediction
response back to the UEs, and is defined as follows:

u u u
Dpreq = Z¢:1 ul-req + 21:1 Aeomp + Z@':1 Al-resp

where u is the overall number of vehicles of the system, while dui-req, dcomp and
da-resp are the respective prediction request transmission, prediction computing and
prediction response transmission delays, respectively. Taking into account that the data
size of the predictive QoS request and response messages is fixed [12] and directly
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related to the specific online/offline prediction operation -which | assume common for this
comparison analysis-, the respective transmission delay is defined as follows:

dul-req — Smsg-request/ Ri, J

where Smsg-request is size of the prediction request message and:
Ri; = By * loga((1 + Py *x h) /o> + 1)

is the data rate (in bits per second) between UEi and its associated base station j, B
is the bandwidth of the link, P is the transmission power of the mobile device, 02 is the
noise power of mobile devices and [ is the inter-cell interference. In the same way, the
response message transmission delay ddi-resp is given. | assume that the propagation and
queuing delays are equal to zero, without affecting the comparison analysis. Similarly, |
estimate the overall prediction delay Dpred When deploying the MaaG algorithm, presented
earlier:

. h c U
Dpred = Zz‘:l dul-req + Zi:l dcomp + Zi:l ddl-respa

where h is the number of vehicles, which transmit a prediction request, with ¢ < h <u
and c is the number of the formulated MaaG clusters. In the MaaG model, if a vehicle,
inside one of the Grid Clusters c realizes a prediction request, the computed prediction
output applies for all vehicles, which are moving in the same Grid Cluster. Also, the
prediction computation is realised only for ¢ times -one per cluster-, rather than for u times,
in the non-MaaG approach. Thus, from these four previous equations we get that:

Dpred ’ < Dpred

for c21, or in other words, if at least one clustering operation has taken place and there are
more than 1 Grid Clusters. The above analysis for the prediction end-to-end delay is
directly related -besides the computational complexity- also to the network overhead
minimization, as the prediction requests, along with the transmitted prediction request
message sizes are considerably lower.

3.2.4 Time-based Modeling

The time dimension is modeled using periodicity features based on the rationale
that -besides the network resources’ availability or the radio propagation characteristics-
the QoS is also radically influenced by the actual networks’ traffic load, which is directly
linked to the road traffic volume and density characteristics, i.e., the number of vehicles
requesting resources within a specific cell. Those parameters in turn are assumed to follow
specific weekly vehicle mobility patterns (i.e., weekdays, weekends,etc.). This approach
relies on the intuition that the service traffic-related data follow a seasonal pattern on a
weekly interval and therefore during training (Figure 9) it is able to capture that seasonality.
The model can be adapted in order to perceive other types of seasonality characteristics
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as well, such as annual or monthly. Specific vehicle volume/mobility characteristics are
identified also on single day-basis, meaning that the traffic follows specific patterns on a
daily basis (rush hours during morning, lower traffic during night, etc.). To this end, the time
dimension of the prediction horizon is discretized into T slots of a pre-defined duration,
namely QoSwindow, for which the QoS metrics of a specific Grid Cell exhibit a low to
near-zero variance. The QoSwindow is considered as the prediction horizon for each single
prediction. An example value with fair granularity for the QoSwindow for a single cell/cluster
may be defined at one minute (60 seconds) with a weekly seasonality; this translates to 60
min x 24 hours x 7 days = 10,080 slots for a weekly-based prediction model. The
second step is to normalize the time dimension, depending on the periodicity of the model
to be generated (e.g., time is normalized from 0 to 1 for one week duration using min/max
normalization or standardization). It should be highlighted that the described prediction
horizon refers to the temporal length of a specific prediction model for a specific Grid Cell
and is different from the prediction granularity, which is at the level of ms. Based on the
aforementioned analysis, regarding the seasonality of the data, the interval could be daily,
weekly, monthly, annual, etc. In order to choose the appropriate interval, during data
pre-processing i) the interval that suggests a cyclic pattern should be chosen and ii) the
training data must be sufficient for each timestamp.

Prediction for validity
duration d o ‘h R

Y

Calculate traversed cluster
cellscy, c,and c, i C,
I

___________________________

' ___________
v | 1 g
Request prediction with =]
validity duration d for d = ‘ ‘
d,+d,+d,

_____ > Example route

Figure 8 Prediction validity duration via calculation of traversed cells

According to the validity duration requested by each specific V2X application, the
predicted data rate/latency/packet error rate values are extracted based on a one-to-one
mapping, depending on the cluster cells that are traversed during this time duration. The
traversed cells are computed based on the vehicle’s position and mobility characteristics
(i.e., velocity and heading). Figure 8 illustrates an example of the afore-described concept.
Let me denote prediction validity duration d, for which the vehicle path comprises three
adjacent cells C1, C2, and Ca. Intuitively, the overall prediction validity is equal to the sum
of the duration that each cell is traversed:

d = Z?:l dia
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for n=3.

3.3 PreQosS algorithmic framework

The workflow of the training part of the PreQoS algorithm is described in Figure 9. The
main algorithmic steps comprise the data preprocessing, the training of the data, the
application of the regression model, the cell clustering/partitioning, as well as the
extraction of the respective ML model. As illustrated in Figure 9, the first steps of the
training part of the algorithm comprise:

1. The aggregation of the different input data types, as presented in Table |

2. The pre-processing of the input data, where a geospatial and a data seasonality
analysis is performed, towards determining the Grid Size (num. of Grid Cells) and
the time interval respectively.

Data
Aggregation

bbart Dt o Geospatial Analysis
e ¢ Time Interval Seasonality
[raw] .
Analysis

I Map Grid I

Initialization &
Update

Data Pre-Processing

<&

EFeatur§ Discretization and Grid Cell
N | Normalization of Assignment E

Datetime Values (Algorithm 1)

Training of each Grid

Prediction. Model Cell's ML Regression
Creation Model

Prediction
Model |
Optimization!

Figure 9 Data preprocessing, Model Training and MaaG Optimization (Clustering/Partitioning)

As a part of the PreQoS workflow, Algorithm 1 (Figure 10) describes the steps for
determining the Grid Cell ID of a vehicle, given its latitude and longitude. The Grid Cell ID
-which is used as a unique identifier for the specific cell- follows a two dimensional
array-modeled indexing [row,column] in ascending order [top to bottom, left to right].For
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each single Grid Cell, a Regression model is created and saved to memory for the
inferencing part. At this point, the samples contained within a single Grid Cell are used as
input for the ML model of this specific Cell, as shown in Figure 11.

Algorithm 1 Latitude and Longitude to Grid Cell Id as part
of the PreQoS Inferencing part

1: num_cells < num. rows/columns of the Grid
2: procedure GET_CELL_ID(lat, lon)
_ maz_lat—min_lat

3 tmp _ num_cells
_ | lat—min_lat
4 T = tmp
) _ mazx_lon—min_lon
3 tmp - num_cells
_ | lon—min_lon
6 y= i tmp
7 cell_row < (num_cells — 1) — x
8 cell_column <y

9: return ', > The Grid Cell Id of the sample
10: end procedure

11: for sample s in Dataset do

12: s.cell_1d =GET_GRID_CELL_1ID (s.lat,s.lon)

13: end for

Figure 10 Grid Cell Assignment Algorithm (Spatial Transformation)

Given that the spatial aspect of the data has already been captured, by the MaaG scheme,
the timestamp of each sample is used as the independent variable input for each
Regression Model, with each QoS metric being the dependent variable. This part of the
algorithm is used both during the pre-processing -prior to the training of the model-, as well
as the inferencing process, for responding to the vehicles’/clients’ predictive QoS requests.
The Regression method was considered, as only interpolation is needed for the prediction,
with no need for extrapolation over the examined time horizon.
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Figure 11 Regression Model for each Grid Cell

As it is described in higher detail in the Evaluation Section, a set of different
well-established regression ML models have been considered and compared. A
confidence interval in the prediction is considered, in order to capture the uncertainty in my
predictions (e.g. upper bound of an end-to-end delay prediction, lower bound of a data rate
prediction, etc.). For the definition of the prediction confidence interval, the Quantile Loss
Function (QLF) is employed (shown in the equation below), where Quantile-based
regression aims to estimate the conditional “quantile” (a) of a response variable given
certain values of predictor variables. For example, if the requested Confidence Interval is
90%, then the a (alpha) of the QLF in the ML model will be set equal to 0.1, in order to
estimate the 10-and 90-quantiles.

g if & =0,
(a—1)&§ if & <0

, Where ¢&i is each sample’s real y value. The last step of the algorithm is the
optimization of the prediction model via the methods of the Grid Cell Clustering and
Partitioning. The clustering and the partitioning are two inverse and complementary
methods applied at each iteration of the offline training phase of the model, depending on
the cells’/clusters’ QoS correlation calculation, via the Pearson Correlation Coefficient
(PCC). In most cases, a subset of the clusters may be clustered, or others may be
partitioned into smaller clusters/cells, depending on the temporal variance of the QoS
measurements. Cell Clustering is applied in order to group (cluster) Grid Cells with
correlated QoS behaviour, into Grid Clusters. Pearson correlation is used (Equation shown
below), in order to measure the linear correlation between two time series, where if the
absolute value of the PCC p is greater than a predefined threshold (e.g., 0.85, 0.90, 0.95
etc.), the cells now reference a single ML model, thus forming a cluster. The data from all
the Grid cells that comprise the Cluster, are merged in order to form the dataset which is
used for the re-training of the ML Model of the newly created Cluster, hence the n ML

b (&i|a)=
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models (where n is the number of the Clustered Grid cells) are discarded, ending up with a
single ML model for the Cluster. Finally, the choice of the correlation threshold value, is
determined during analysis, requiring that the average accuracy error doesn’t increase
significantly, given the trade-off with the memory and CPU consumption.

?:1($ai_xbi)'(yai—ybz‘)

P = \/2?21 (aim;—xb@)g'\/2?21(34“_%7;)2

, Where | calculate the PCC between two different Grid Cell Regression models a and b.
Moreover, the sample size value n is an equidistant sequence in the x axis, derived from
the predefined time interval, with each yi being the QoS metric prediction for the specific xi.
The Grid Cell Partitioning is also illustrated in the context of the Prediction Model
Optimization step in Figure 9. In the same rationale with the Grid Cell Clustering, if a Grid
Cluster at some point in time does not fully capture the spatial aspect of the data, the QoS

feature variance within the Cell will increase. Therefore, the coefficient of determination R2

for each ML model is calculated, and if R® is lower than the defined PCC value, the
Cluster/Cell is re-partitioned into its previous state (i.e., to the comprising Grid Cells of the
specific Cluster). Towards, retaining the Cell-Cluster mapping and applying partitioning and
clustering in an effective manner, the algorithm models the MaaG entity as a stateful data
structure, i.e., the list of Clusters, along with the previous states (list of comprising cells):
each time clustering is applied the state is increased (for a particular cluster) by one. If at
some point in time, partitioning is applied, the state is reduced by one, meaning that we
return to the previous state by one. Both in the Clustering, as well as in the Partitioning
cases, a revised ML model is deployed, which is retrained based on the updated
cluster-/cell-specific data, that results after the respective (clustering/partitioning) action.
With regard to the model’s performance, intuitively, a larger number of Grid Cells results in
higher granularity and higher prediction accuracy; at the same time, this results in a larger
number of Grid Cell models, which must be accommodated in memory, leading to
performance deterioration. In the next section, this assumption is thoroughly investigated
and respective results are discussed.
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4. EVALUATION

4.1 Simulation Architecture and Setup

In order to evaluate the performance of the proposed mechanism, | implemented a
real-world simulated mobility scenario using Simulation of Urban Mobility (SUMO) [37],
which is an open source road simulation software. The extracted mobility patterns were
imported into NS-3 discrete-event Network Simulator [38] for performing a complete,
end-to-end communication scenario for a specified time duration, exploiting the 5G
mmWave module introduced in [39]. The simulated geographical area that was selected
for the performed evaluations is located in Munich, Germany near the Huawei Munich
Research Center. In Figure 12a, | present the real location in Munich as it has been
retrieved via Google Maps, along with the specific deployment location of the two Base
Stations (BSs), while in Figure 12b the SUMO-based transformation into the virtual
scenario is illustrated. Overall, Table 2 presents a summary for all the parameters used in
the mobility simulation.
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Figure 12 (a) Geographical Location as it has been retrieved from Google Maps and (b) Converted in
SUMO mobility simulation tool

Tele-operated Driving (ToD) is the V2X use case that has been modeled in the specified
simulation scenario. The goal of the ToD use case is applied both to human-operated
vehicles, as well as to connected and autonomous vehicles: in the first case, in order to
enable a remote driver to remotely control a vehicle in the case that the driver of the
vehicle cannot drive in an efficient and safe manner e.g., due to a health issue; in the
automated mobility scenario, in the case that an autonomous vehicle may detect a
situation that’s uncertainty is high and cannot make the appropriate decision for a safe and
efficient maneuver [40]. At the uplink interface the vehicle provides to the remote driver
video streams of high quality and status information of the HV. The remote driver -based
on the received information- builds her situation awareness and -taking into account the
destination point- selects the maneuver instructions. The vehicle receives the maneuver
instructions via the downlink and adjusts its trajectory, speed and acceleration.
Acknowledgement feedback is then provided to the remote driver in parallel with the
execution of the maneuver. The uplink and downlink data rate of each remote-driven
vehicle (UE) is 50Mbps and 500kbps, respectively. More information about the QoS
requirements of the ToD use cases is available in [40]. The importance of the QoS
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prediction for the specific, ToD use case, is highlighted by the fact that in case the required
QoS - in terms of uplink throughput for the video stream transmission, as well as the
downlink delay for the remote commands’ transmission from the Remote Driver to the
vehicle- cannot be met, the ToD application is required to perform application-specific
adaptation, to safely and seamlessly continue operating, -even for degraded QoS-. Such
an example would be that the quality of the vehicle-transmitted video stream is smoothly
reduced in advance, in case the predicted uplink throughput is lower. The simulation
scenario assumes 50 different moving ToD UEs, with variable speeds in the range [0,
20km/h] with 0.8m/s of acceleration and 0.8m/s of deceleration. The duration of each
executed simulation is 200 seconds and the sampling frequency of QoS data is 1 Hz. The
UEs experience diverse channel conditions according to their line-of-sight/non-line-of-sight
(LOS/NLOS) positions and respective distance from the BSs, while each moment being
associated to a single BS. Horizontal, X2-based handover is enabled in the scenario,
based on the RSRQ measurement reporting of the UEs.

Table 2 Parameters used in the mobility simulation environment

Number of UEs  Velocity Range (km/h)  Acceleration (m/s)  Deceleration (m/s)  Scenario Duration (s)

50 [0,20] 0.8 0.8 200
0.0,0.0 P 25.0,0.0 s 50.0,0.0
- W
i v
v
"\ l‘if <
0.0.25.0 " Bozso— 50.0.25.0
B
v
v/
z s
0.0.50.0 25.0.50.0 50.0.50.0

Figure 13 NS-3 Simulation GUI Example

Overall, Table 3 presents a summary of the simulation configuration parameters. The
metric that was selected for the evaluation of the proposed algorithm is the downlink
end-to-end delay, which is a crucial QoS KPI for the successful realization of the ToD use
case [40]. The ToD use case involves at least two application endpoints, namely the ToD
client (on the vehicle side) and the ToD server (at the Vehicle Control Center, on the
cloud/MEC side). The end-to-end measurement refers to the network latency between
those two endpoints on the application layer. Initially, a comparison was performed
between a low and a high network load scenario -in terms of associated vehicles/UEs-, in
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order to assess the relative load for the particular environment and network setup, and
how each selection influences the downlink delay KPI.

Table 3 Parameters used in the NS-3 simulated scenarios

Parameter Description Default Value
5G NR / LTE scheduler Proportional Fair scheduler
5G NR / LTE eNBs’ Height 24 m
UEs’ Height 1.6 m
Uplink Data Rate 50 mbps
Uplink Packet Size 1400 bits
Downlink Data Rate 500 kbps
Downlink Packet Size 1400 bits
5G NR Frequency Used 28 GHz
LTE Uplink Frequency 1920 MHz
LTE Downlink Frequency 2110 MHz
Service Level Latency 40 ms
LTE Transmission Power 46 dBm
5G NR Transmission Power 30 dBm
UEs’ Transmission Power 20 dBm
LTE Downlink and Uplink Bandwidth 20 MHz
5G NR Downlink and Uplink Bandwidth 100 MHz

As it is shown in Figure 14, in the case of a low load scenario with 5 ToD UEs low and
stable downlink end-to-end delay is observed due to the system’s abundance of
resources. In the case of a high load scenario, where 50 ToD UEs are driving there is an
increase of the observed downlink delay. An accurate and early prediction of an expected
increase of the downlink delay is important for the efficiency of the ToD service, since this
will enable an efficient adaptation of the ToD application and/or of the network side. The
high load scenario is used for the rest of the evaluation section to show the prediction
performance in as many realistic and challenging conditions as possible.
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Figure 14 Average system downlink end-to-end delay (ms) for the two scenarios(5 and 50 UEs
respectively)
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4.2 PreQoS Performance Evaluation

In this section, | present the outcomes of the evaluation of the afore-presented prediction
scheme, differentiating between two main ML algorithm groups: the one is denoted as
non-MaaG, i.e., an approach, in which | do not employ the Map-as-a-Grid spatiotemporal
algorithm presented earlier, and which is evaluated based on two different ML models,
namely a Random Forest Regressor Model (RF-R) and a K-Nearest Neighbor Regressor
(KNN-R); in this first group, the spatial input follows a simple map coordinates format
(timestamp, longitude, latitude). The second approach follows the MaaG model, and three
different ML algorithms are applied on top, namely a Deep Neural Network (DNN), a
Gradient Boosting Machine (XGBoost), as well as a Support Vector Regression (SVR)
model. Table 4 presents an overview of the training parameters that were used for each
one of the above ML models.

Table 4 ML Algorithms Configuration

Algorithm | Training Parameters

RF-R Number of Trees (Estimators): 300, Features per split: 3
(latitude,longitude,timestamp), Maximum Depth of a Tree:
110,

KNN-R Number of Neighbors: 5, Weight function: Distance

DNN Layers 64x64x32x1, Activation Function Relu, Loss: Quan-

tile Loss function, Training Parameters: Optimization
Adam, Initial Learning Rate: 0.01, Epochs: 150, Bath size:
150

XGBoost Estimators: 1550, Depth: 7, Learning Rate: 0.001, Sample
Threshold: 100, Loss: Least Squares

SVR Polynomial Transformation of data: Degree 7, Kernel: RBF,
C penalty: 0.01

The Accuracy Error, which is illustrated as the primary evaluation metric in the following
figures refers to the prediction accuracy of the downlink delay KPI, using the Quantile Loss
Function with alpha = 0.5, which | define employing the Mean Absolute Error (MAE)
metric:

MAE = L. Z?:l |yz —ﬁi|

n

, where n is the number of samples in the testing dataset, yi is the actual value of the
metric (e.g. DL delay) and y’iis the predicted value from the ML Regression model. The
Accuracy Error is calculated as the average of the total Grid Cell MAEs for a specific Grid.

Towards evaluation, -and for all the results that are presented henceforth- | apply a 10-fold
cross-validation method for each Grid Cell's ML Regression Model; the results from the
folds are then averaged, to produce a single estimation for evaluation metrics such as
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prediction accuracy (error), F-test and the coefficient of multiple correlation RZ, which is
explained in higher detail in the following paragraphs. The prediction accuracy from the
10-fold cross-validation of each model is used, in order to find the optimal parameters of
each ML Model, as shown in table 4. Moreover the accuracy error of the following figures
refers to the prediction accuracy of the downlink delay KPI, measured in milliseconds (ms),
using the aforementioned MAE loss function. Finally, the dataset is shuffled between each
fold, in order to test points spanned across the various time intervals, given that the model
has to be fitted adequately for Interpolation, with no need for adequate extrapolation
capabilities. The data used for the testing of each model, consist of a chunk of data that
the model had never seen before during the training phase. Using the 10-fold
cross-validation method, the testing data was different in each of the ten iterations, having
the overall error calculated by taking the average error (measured by the MAE loss
function) of all iterations. This process is then repeated for every Grid Cell’'s ML
Regression model, where finally, the average of all the trained models’ errors results in the
final evaluation value. In order to assess the behavior of the map grid modeling, | perform
as a proof-of-concept six different Grid Cell models (i.e., number of correlated prediction
location cells), applying different spatial granularity of the prediction models.
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Figure 15 Accuracy Mean Absolute Error based on the number of Grid Cells

Figure 15 illustrates the average DL delay prediction accuracy error, based on the
averaged MAE values, calculated for each Grid Cell, for each MaaG-enabled ML
regression model, for different Grid size options. The dataset size of this experiment is
50.000samples. The number of Grid Cells is initialized with 1 (meaning no grid at all in this
case) and it is increased gradually to a 6x6 Grid (i.e., 36 Grid Cells); accordingly, it can be
observed that the average error value decreases in an exponential manner from ~9ms
(due the high variance in the data, by not capturing any geospatial information within the
data) down to ~2ms for Grid size= 36. This is the direct result of the geospatial aspect of
the samples being taken into account, mitigating the overall prediction error. All three ML
models exhibit an almost identical performance. The same trend is followed for the Mean
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Absolute Percentage Error KPI, illustrated in Figure 16. The specific results illustrate the
Mean DL delay Prediction Accuracy Percentage Error (MAPE), based on the averaged
MAPE values. The formula for MAPE is the following:

MAPE =1.5" lvi=gil 100

1=1 Yi

W
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Figure 16 Accuracy Mean Absolute Percentage Error based on the number of Grid Cells

Figure 17 illustrates the evaluation results for the aforementioned five different algorithms
(non-MaaG and MaaG-based), indicating the mean absolute error (MAE) of the DL delay
QoS metric, in ms. The Grid size for the MaaG-featured experiment is 16x16, hence
generating 256 Grid Cells and regression models respectively (each one per single Grid
Cell); the Error illustrated in the y axis is calculated as the average ofthe 256 MAE values
of the afore-described Grid configuration. For smaller training data volumes available from
the network, the non-MaaG algorithms exhibit a better performance; for very small
samples of the order of 1k raw measurements, the MAE of the non-MaaG algorithms is
2.2, while the MaaG-enabled schemes exhibit an almost double MAE of 3.9-4.6 (mean
4.1); on the contrary, as the input training data volume increases, the MaaG algorithms’
performance gradually increases; for sample sizes of 100k measurements or more, MaaG
algorithms outperform the non-MaaG, reaching an optimal MAE of 2.2 down to 1.6, for the
MaaG-enabled DNN algorithm.
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Figure 17 Absolute Accuracy Error per Sample Size

As mentioned earlier, the superiority of the MaaG model is exhibited, when applied on a
sufficiently extensive sample size, in order to fully capture the spatial, as well as, the
temporal aspects of the available dataset. The size of the dataset required, in order to
minimize the error, is directly proportional to the size of the geographical space examined,
as well as, the time interval chosen, based on the seasonality the model is trained to
capture. Moreover, it is worth noting that the time interval chosen in this evaluation, is a
daily interval, thus, in the absence of adequate samples in the temporal domain, the model
needs to extrapolate to a considerable extent, whereas the model performs better for
interpolation.
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Figure 18 Coefficient of Determination based on the number of Grid Cells
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The gains obtained by the MaaG model are shown when evaluating the coefficient of

determination (as show in the equation below), or the coefficient of multiple correlation R’
(Figure 18)

R— ny rTYy—> T3y
VI a2 =3 al n 3 y2 =30y

, Where n is the number of samples, with each sum including the whole dataset size [0,n].

The specific figure illustrates how the R’ metric increases, as the spatial granularity of the
MaaG model increases as well, leading to more accurate prediction results. It should be
highlighted that the specific values result without the last step of the Grid Cell
Clustering.The coefficient of determination is the correlation between the variable’s values
and the best predictions that can be computed linearly from the predictive variables, or
more simply, it'sa statistical measure of how close the data are to the fitted regression line.

Moreover, R’ values lie in the [0,1] range, where a higher value translates to better
correlation and indicates that the model explains the variability of the response data
around its mean more accurately. Figure 18 illustrates how increasing the number of the

Grid Cells, increases the R’ score, hence, the robustness of the prediction. This is due to
the fact that the spatial aspect of the data is further captured by the algorithm, thus,
outliers in the temporal domain are eliminated. As illustrated, without using MaaG (grid

size= 1), the R’ score is significantly low, due to the large data dispersion caused by the
geospatial variance of the samples. Thus, the fitted line of the tested models, although
trained to provide the prediction with the optimal error, will provide a poor prediction

accuracy, given the direct correlation between the prediction error and the R’ score.
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Figure 19 Absolute Accuracy Error per Cluster Size

N. Maroulis 39



Al-Driven, Predictive QoS for V2X Communications in 5G and beyond

For the evaluation of the last algorithmic step, i.e., the Grid Cell clustering using the
Pearson Correlation method, Figure 19 illustrates the average prediction accuracy error for
different clustering parameters. In more detail, the Pearson Correlation Coefficient (PCC)
threshold is evaluated for different values, namely ranging from 0.80 to1. Higher PCC
threshold values translate to higher ("strict”) correlation between different Grid Cells, as
well as higher number of Grid Cells (i.e., higher granularity of the Grid model). Accordingly,
for lower PCC threshold values, the correlation between Grid Cells becomes more "loose”,
hence, more Grid Cells are clustered together, resulting in fewer Grid Clusters. As already
discussed in the previous section, a trade-off is created between the model granularity/
accuracy error and the memory consumption -and as a result the overall performance- of
the predictive QoS scheme. As it is intuitively expected according to the above, all three
algorithms exhibit optimal prediction accuracy for the highest granularity (no clustering
performed), however, the number of the models that have to be accommodated is
maximum (i.e.,1000 in the specific scenario), resulting in a low performance in terms of
prediction execution time. The DNN and XGBoost algorithms exhibit a very similar
performance, while the SVR algorithm exhibits slightly inferior performance (0.2 to 0.8ms
of accuracy error in absolute values). All in all, as it can be inferred by Figure 19,
significant gains are reported by performing a controlled Cell Clustering approach: For
example, a PCC value selection equal to 0.9, can result in a 93% reduction in the overall
number of Grid Clusters (leading thus, to a significantly higher execution performance),
while the cost in the Accuracy Error will be less than 1 ms in absolute values, which is
negligible for the specific ToD use case.
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5. CONCLUSIONS

This thesis presented an innovative QoS prediction scheme for V2X communications,
namely PreQoS, which is able to accurately predict predefined QoS metrics, such as ul/dl
delay or data rate, ultimately enabling the network and involved applications to perform the
required adaptations for avoiding service interruption. A detailed system model was
presented, describing the spatial and temporal modeling of the solution. Additionally, an
extensive analysis of the machine learning methods that were applied was presented. Last
but not least, an extensive evaluation was performed via a real world-based simulated
network deployment that proves the viability and validity of the proposed scheme for the
foreseen challenging V2X and CAM use cases.

One of the important next steps of this thesis will be to further evaluate the tradeoff
function that describes the MaaG granularity/prediction accuracy and clustering intensity
relation, and perform an extensive evaluation of the different clustering approaches. New
ML algorithms will be also integrated in the framework, primarily focusing on an
LSTM-based solution, capable of performing online predictions, evaluating real-time
incoming radio information and -in combination with the offline training solutions- ensemble
Machine Learning and statistical approaches will be also explored. Last but not least,the
proposed mechanism will be evaluated in the context of other well-established CAM use
cases, such as the Anticipated Cooperative Collision Avoidance.
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ABBREVIATIONS - ACRONYMS

Al Artificial Intelligence

API Application Programming Interface
BS Base Station

CAM Connected and Automated Mobility
DNN Deep Neural Network

k-NN k - Nearest Neighbors

KPI Key Performance Indicator

MAE Mean Absolute Error

MAPE Mean Absolute Percentage Error
MaaG Map as a Grid

MEC Mobile Edge Computing

ML Machine Learning

MLP-BP Multilayer Perceptron Back-Propagation
NB Naive Bayes

PCA Principal Component Analysis
PCC Pearson Correlation Coefficient
QoS Quality of Service

RF Random Forest

RF-R Random Forest Regressor

RT Ray Tracing

SiNR Signal-to-noise ratio

SVM Support Vector Machines

SVR Support Vector Regressor
SUMO Simulation of Urban Mobility
ToD Tele-operated Driving

uc Use Case

V2N Vehicle to Network

V2l Vehicle to Infrastructure

V2P Vehicle to Pedestrian

V2V Vehicle to Vehicle

V2Xx Vehicle to Everything
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ANNEX

Pearson Correlation:

In statistics, the Pearson correlation coefficient (PCC), also known as Pearson's r, the
Pearson product-moment correlation coefficient (PPMCC), the bivariate correlation, or
colloquially simply as the correlation coefficient is a measure of linear correlation between
two sets of data. It is the ratio between the covariance of two variables and the product of
their standard deviations; thus it is essentially a normalised measurement of the
covariance, such that the result always has a value between -1 and 1. As with covariance
itself, the measure can only reflect a linear correlation of variables, and ignores many other
types of relationship or correlation. As a simple example, one would expect the age and
height of a sample of teenagers from a high school to have a Pearson correlation
coefficient significantly greater than 0, but less than 1 (as 1 would represent an
unrealistically perfect correlation).

Coefficient of Multiple Correlation:

In statistics, the coefficient of multiple correlation is a measure of how well a given variable
can be predicted using a linear function of a set of other variables. It is the correlation
between the variable's values and the best predictions that can be computed linearly from
the predictive variables.The coefficient of multiple correlation takes values between 0 and
1. Higher values indicate higher predictability of the dependent variable from the
independent variables, with a value of 1 indicating that the predictions are exactly correct
and a value of 0 indicating that no linear combination of the independent variables is a
better predictor than is the fixed mean of the dependent variable. The coefficient of
multiple correlation is known as the square root of the coefficient of determination, but
under the particular assumptions that an intercept is included and that the best possible
linear predictors are used, whereas the coefficient of determination is defined for more
general cases, including those of nonlinear prediction and those in which the predicted
values have not been derived from a model-fitting procedure.

Standard Deviation:

In statistics, the standard deviation is a measure of the amount of variation
or dispersion of a set of values. A low standard deviation indicates that the values tend to
be close to the mean of the set, while a high standard deviation indicates that the values
are spread out over a wider range.

The standard deviation of a random variable, statistical population, data set, or probability
distribution is the square root of its variance. A useful property of the standard deviation is
that, unlike the variance, it is expressed in the same units as the data.
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