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ABSTRACT

Video game reviews have constituted a unique means of interaction between players and
companies for many years. The dynamics appearing through online publishing have sig-
nificantly grown the number of comments per game, giving rise to very interesting com-
munities. The growth has, in turn, led to a difficulty in dealing with the volume and varying
quality of the comments as a source of information.

This work studies whether and how game reviews can be summarized, based on the
notions pre-existing in aspect-based summarization and sentiment analysis. We initially
provide a formal definition of the problem in order to set the basis for our suggested ap-
proach. We then devise a baseline implementation, that attempts to tackle the individual
subtasks that constitute the problem of video game review summarization. More precisely,
given a set of reviews of a video game, we apply k-means clustering in order to identify
groups of similar sentences. We then utilize word lists with the aim of mapping the pro-
duced clusters to predefined game aspects, like graphics and gameplay. Subsequently,
we apply sentiment analysis using a rule-based method in order to extract the sentiments
that pervade each cluster.

Additionally, we offer preliminary findings on whether aspects detected in a set of com-
ments can be consistently evaluated by human users. The evaluation ascertains that
review summarization subtasks are achievable and sets a method for the evaluation of
performance of future systems.

SUBJECT AREA: Natural Language Processing, Automatic Summarization

KEYWORDS: Game Review Summarization, Clustering, Sentiment Analysis, Summary
Evaluation, k-means Algorithm



NEPIAHWH

Ta nAekTpovIKA TTaIXVidIa atroTeEAOUV €0w Kal TTOAAG xpovia éva Jovadikd HEGO aAAnAe-
Tidpaong PETALU TTaIXTWV Kal eTalpeiwy. O1 SuvapikEéG TTou epgavifovTal JEow Twv dIadi-
KTUQKWYV dNUOCIEUCEWYV £XOUV QUENTEI ONUAVTIKA TOV apIBPO Twv oXOAiwv ava TTaixviol,
00NywvTag oTNV avaTTuén evolaQEPOUCWYV KOIVOTATWY. AUTH n augnon €xel, JE TN o€IpA
TNG, 0dNYNOoE€l TN BUOKOAN QVTIUETWTTION TOU TEPACTIOU OYKOU Kal TTOIKIANG TTOI6TNTAG OXO-
Aiwv oav TNy TTAnpogopiag.

AuTr n douAeld eEeTACEl av Kal TTwWG O1 KPITIKES NA. TTAIXVIOIWV PTTOPOUV VA CUVOWIOTOUV,
BAon Twv TTPOUTTAPXOUCWYV EVVOIWV OTNV TTEPIANYN Baciopévn o€ XapaKTNPIOTIKA Kal
oTnv avadAuon cuvaiodnuaTog. Napéxoupe apxIka éva TUTTIKO 0pIo O Tou TTPORARANATOC UE
okoT1Té va B€ooupe TN BAon yia TNV TTPOCEYYION TTOU TTPOTEIVOUUE. ETTEITA, avaTITUCOOUUE
Mia Baoikf uAoTToinon, TTOU TTPOCTIABEI VA AVTIMETWTTIOE! TIG JEPOVWHEVEG UTTOEPYATIES
TTOU OUVTEAOUV TO TTPORANPA TNG TTEPIARWNG KPITIKWVY NA. TTaixVIOIWV. Mo ouykekpipéva,
OedONEVOU EVOG OUVOAOU OTTO KPITIKEG YIa €va TTaIXVidl, EQapudlouue cuoTadoTroinon K-
MEOWV VIO VA avayVWPIOOUUE OUADES OUOIWY TTPOTACEWY. 2TN CUVEXEI XPNOIKMOTTOIOUUE
ANioTeg AéCewvV PE OKOTTO VA QVTIOTOIXIOOUUE TIG TTAPAYOUEVEG OUOTADEG O€ TTPOKABOPI-
OMEVA XAPOKTNPIKA TV NA. TTaiXVIDIWY, OTTWG Ta YPAQIKA Kal To gameplay. Ev ouvexeia,
epapudloupe avaAuon cuvalioBAPATOg XPNOILOTIOIWVTAG Pia uEB0do Baciopévn o€ Kavo-
VEG JE OKOTTO va EAYOUNE T CUVAICOAUATA TTOU KUPIOPXOUV OTrn ouoTAdA.

ETTTpooB£TWG, TTPOCQEPOUNE TTPOKATAPKTIKA EUPHUATA VIO TO KATA TTOOO TO XOPAKTNPI-
OTIKA TTOU EVTOTTIOTNKAV O€ £€va 0UVOAO atrd oXOAIa UTTopoUV va agloAoynBouv Je ouvé-
TTeIa atrd avlpwTtroug. Auth n diadikacia agloAdynong eTTIRERAIWVEI OTI O UTTOEPYATIEG TNG
TTEPIANYWNG KPITIKWV €ival EQPIKTEG Kal opilel pia uEBodO yia TNV agloAdynon Tng 1midoong
MEANOVTIKWV CUCTANATWV.

OEMATIKH MNMEPIOXH: Etmregepyacia Puaikng Nwaooag, Autéuarn MepiAnwn

AEZEIZ KAEIAIA: MepiAnwn Kpimikwyv HA. Maixvidiwy, Zuotadotroinon, AvaAuon ZuvaioBiuaTog,
AloAoynon MepiAnwng, AAYyOpIBUOG K-pEcWV
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Automatic Summarization of Video Game Reviews

1. INTRODUCTION

The rapid growth of video game industry with new products and technology has signific-
antly increased the popularity of video games. As video games have now become one of
the most profitable source of entertainment worldwide, the competition between develop-
ment companies has increased notably.

Catering for gamers’ needs is a demanding task that developers struggle to deal with.
Thus, it is crucial for game companies to understand the overall consensus about their
products. Additionally, what other people think of a game can also be an important piece
of information for potential buyers. Video game reviews offer user-generated data that
can be processed in order to identify both people’s concerns and user-perceived quality
of the game. A number of publishers (Steam', GoG?, etc.) offer a wide range of games,
spanning various genres. By visiting such a publisher’s store, people are able to look
through a game’s description and its features, delve into the reviews of the game provided
by other users and experts, but also contribute their own review. As some of the games
can have millions of reviews, the large scale of information poses the need and challenge
of automatic summarization.

This thesis researches whether and how game reviews can be summarized, in accordance
with the notions pre-existing in aspect-based summarization and sentiment analysis. The
primary aims of this thesis are: to examine if and how game review summarization can
be different from other similar tasks (such as aspect-based summarization and sentiment
analysis), to propose an initial approach on game review summarization and also to offer
an evaluation process on the performance of the game review summarization task.

The remainder of this thesis is structured as follows:

Chapter 2 covers the underlying concepts of our study in order to assist the user with
understanding the rest of this thesis. We review different types of automatic summarization
process, followed by a review of sentiment and cluster analysis.

In Chapter 3 we overview the research endeavours related to this work, uniquely position-
ing it in the current research spectrum and discussing the unique setting of game review
summarization.

Our main goal in Chapter 5 is to propose an approach to tackle the problem of game
review summarization at hand. We establish a problem definition before elaborating on
the individual processing steps that constitute our method.

In Chapter 6 we describe an empirical evaluation performed with four different human eval-
uators. The evaluation process attempts to understand whether the steps of the problem,
as formulated in the Chapter 5, can be evaluated consistently .

Finally, Chapter 7 summarizes the work of this thesis and proposes future research steps
towards the emerging and useful domain of game review summarization.

"https://store.steampowered. com/
’https://www.gog.com/games

G. Panagiotopoulos 12
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2. THEORY

In this chapter we explain the concepts and techniques used in automatic summariza-
tion, sentiment analysis and clustering. More precisely, we firstly delve into the main
approaches adopted in extractive and abstractive summarization. We then present the
taxonomy of summary evaluation methods. Additionally, we provide the reader with a
description of the existing approaches in the main categories of sentiment and document
clustering.

2.1 Automatic Summarization

The ever-growing amount of text data available on the Web (news articles, books, tweets,
etc.) has increased the need for processing and analyzing text with the aim of stripping
superfluous information away. Since this process can be quite cumbersome for humans
to deal with, the popularity of automatic summarization systems has escalated consid-
erably. Automatic summarization can be described as the process of shortening a text
document using software, in order to produce a summary with the salient points of the
original document. Throughout this thesis we will use the term summarization to refer to
the process of automatically summarizing text using software.

Summarization can be applied on two different scales, single-document and multi-document.
The former attempts to summarize a standalone document, while the latter generates a
summary that incorporates perspectives from across multiple documents, usually obtained
through a query against a database or search engine[5]. It should be noted that a “docu-
ment” could refer to different things depending on the use case. More precisely, there has
been a wide variety of studies on summarization spanning different domains, like e-mails
[6], blog posts [22] and even scientific papers [47]. Automatic summarization approaches
are typically divided into two different categories based on the how the output summary is
generated: extraction-based and abstraction-based.

2.1.1 Extractive Summarization

The vast majority of current literature focuses on sentence extraction [31][19][56][64][13].
These summarization systems identify the most important sentences in the input, which
can be either a single document or a set of related documents, and join them together
to form a summary. The decision about what content is important is mainly based on
the input of the summarizer. In order to examine the different stages in the operation of
extractive summarizers, we follow the comprehensive and well-structured survey written
by Nenkova and McKeown [38]. The core of most extractive summarizers consists of
three relatively independent tasks: constructing and intermediate representation of the
input text, scoring the sentences based on the representation and selecting a summary
consisting of several sentences.

There are currently two main approaches on document representation: topic represent-
ation and indicator representation. The former group of techniques transforms the input
into an intermediate representation and interprets the topics discussed in the text, while
the latter describes every sentence as a set of formal features (indicators) of importance
such as sentence length, position in the document, having certain phrases, etc.

G. Panagiotopoulos 13



Automatic Summarization of Video Game Reviews

2111 Topic Words

This technique attempts to identify words that describe the topic of the input document, i.e.
topic signatures [31]. Topic signatures are words that occur often in the input but are rare
in other texts, so their computation requires counts from a large collection of documents
in addition to the input for summarization. These special words are identified by a log-
likelihood ratio test [12]. Subsequently, the importance of a sentence can be determined
by the proportion of topic signatures it contains.

2.1.1.2 TF-IDF Weighting

The tf-idf (term frequencny - inverse document frequency) weighting scheme provides a
better alternative to the word probability approach, as it does not heavily rely on a stopword
list to eliminate very common words. As its name suggests, tf-df method takes into account
both the term’s frequency in a document and its overall frequency in the whole corpus. The
intuition behind it is that if a word occurs multiple times in a document, we should boost its
relevance as it should be more meaningful than other words that appear fewer times (tf).
On the contrary, if a word occurs many times in a document but also along many other
documents, it is highly possible that this is a just a frequent word rather than a relevant or
meaningful one (idf). Equation 2.1, gives the tf-idf weight for a given word w, a document
d and a corpus D that contains N documents.

* |0 N
O T e D e dy |

TF—IDF(w,d,D) = f, (2.1)

21.1.3 LSA

Latent Semantic Analysis (LSA) [9] is an algebraic-statistical method that extracts hidden
semantic structures of words and sentences. It is an unsupervised approach that does not
need any training or external knowledge. LSA uses the context of the input document and
extracts information such as which words are used together and which common words
are seen in different sentences. The LSA-based summarization systems usually perform
three main steps:

* Input matrix creation: each input sentence needs to be converted into an appropriate
representation. The most common technique to achieve this is to represent each
sentence as a vector containing the tf-idf values of its terms. A term-sentence matrix
is eventually formed by combining together these vectors.

» Singular Value Decomposition (SVD): SVD is essentially the core component of
every LSA method. It models relationships among words/phrases and sentences by
decomposing the input matrix A (m words by n sentences) into three new matrices
as follows:

A=Ux2 VT (2.2)

Matrix U is a n by m matrix of real numbers. Each column can be interpreted as
a topic or concept. Thus, this matrix illustrates the relationship between words and
topics.

G. Panagiotopoulos 14
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ma—ﬂm—r

Matrix ¥ is diagonal m by n matrix. The single non-zero entry in row ¢ of the matrix
corresponds to the weight of the “topic”, that is the ith column of U. A very important
feature of this technique is the ability to reduce the dimensionality of the original
space, by truncating the last k£ rows U, the last k£ rows and columns of > and the last
k rows of V7.

Matrix VT acts the same way as U but models the relationship between topics and
sentences, rather than topics and terms.

Figure 2.1 provides an insightful illustration on how SVD works [54].

sentences r r

sentence
vectors

E——
term

vectors

Figure 2.1: Singular Value Decomposition

Sentence Selection: using the results of SVD, different algorithms are used to select
important sentences. Most of them are based on Gong and Liu’s [19] study on LSA-
based text summarization. By performing dimensionality reduction, they keep only
as many topics as the number of sentences they want to include in the summary.
This number is given as a parameter. Following this, they select the sentence with
the highest weight for each of the topics to be included in the output summary. The
number of sentences to be selected is given as a parameter. A simple example of
selecting four sentences based on their topic weights is demonstrated in Table 2.1.

Table 2.1: Sentence selection using the V7 matrix of the LSA method

VT Matrix
Topic ID | Sent1 | Sent2 | Sent 3
1 0.457 | 0.778 | 0.510
2 -0.242 | 0.991 | 0.123
3 0.421 | 0.311 | -0.004
4 -0.441 | 0.123 | 0.331

2.1.1.4 Sentence Clustering

In this approach, clusters of similar sentences are treated as proxies for topics. Clusters
consisting of many sentences are more likely to represent important topic themes in the
input text. An extractive summary is generated by selecting representative sentences
from each main cluster [20]. A study based on this approach is presented by Sauper et al.

G. Panagiotopoulos 15



Automatic Summarization of Video Game Reviews

[51]. They cluster similar section headings with the aim of identifying the topics discussed
in each type of article. A more detailed description of document clustering algorithms is
given in a later subsection.

2.1.1.5 Graph Methods

Graph methods are a common example of indicator representation methods. They are
inspired by the PageRank algorithm [40], which produces a global “importance” ranking
of every web page. These methods represent documents as a connected graph, where
sentences form the vertices and edges between the sentences indicate how similar the
two sentences are. Edges are assigned weights equal to the similarity between the two
sentences. This similarity is measured with the help of cosine similarity with tf-idf weights
for words. The vertices, i.e. sentences, are connected only if the similarity between them
exceeds a predefined threshold. The intuition behind these methods, is that the more the
links a sentence has with other sentences, the more meaningful this sentence is, and as
aresult it is included in the summary.

The most well-known study on graph-based summarization is the LexRank method [13].
The proposed algorithm measures the importance of a sentence in the generated graph
(Figure 2.2) by considering its relative importance to its neighboring sentences, where a
positive contribution will raise the importance of the sentence’s neighbor, while a negative
contribution will lower the importance value of a sentence’s neighbor. This idea is basic-
ally the same with PageRank, but instead of ranking web pages it ranks sentences from
various documents.

G. Panagiotopoulos 16
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dlsl
d5s3 d2sl
d5s2
, d2s2
d5sl
d2s3
d4sl
Edge Weights:
d3sl  (0.3.1.0]
‘ —(().2,0.3)
d3s3 —_— [0.1,0.2)
d3s2 — [0.0,0.1)

Figure 2.2: Weighted similarity graph example for a cluster of sentences presented in the original
LexRank paper

2.1.1.6 Machine-Learning-based Methods

Over the past decade, machine learning approaches has been gaining much attention due
to the abundance of text data available on the Web. In supervised methods for summar-
ization, the task of selecting important sentences is represented as a binary classification
problem, partitioning all sentences in the input into summary and non-summary sentences.
While learning-based methods have proved to be considerably effective and successful,
particularly in domain-specific summarization tasks [56] [64], they still have a major draw-
back: a set of labeled documents or sentences is needed in order for the classifier to train
with. It is easily understandable that developing a large corpus of labeled documents can
be a rather tedious task for human annotators.

2.1.2 Abstractive Summarization

Abstractive summarization techniques tend to mimic the process of “paraphrasing” from a
text than just simply extracting sentences or phrases from it. Using an abstraction-based
summarizer results in a more condensed and coherent summary. However, these tech-
niques are much harder to implement than extractive summarization techniques, as they
require use of natural language generation technology. It is worthwhile noting that, modern
neural-network-based studies, that have been proposed recently, have led to increased
popularity of abstractive summarization [44] [7].

G. Panagiotopoulos 17
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21.3 Summary Evaluation

As stated earlier, the aim of automatic text summarization is to reduce the source textinto a
succinct version which will preserve contents and general meaning. In order to assess the
performance of a summarization system we need to devise a strategy for evaluating the
overall quality of the output summary. Thus, summary evaluation is a very important task.
There are several serious challenges in evaluating summaries, which makes summary
evaluation a very interesting problem [34]:

* There is always the possibility of a system producing a good summary that is quite
different from any human summary used as an approximation to the correct output.

* Requiring human judges to assess the quality of a summary can be of great expense.
An evaluation method based on a scoring algorithm instead of human judgments is
preferable, since it is easily repeatable.

* The complexity of the evaluation process increases proportionally to the compres-
sion rate (ratio of summary length to source length) used during the summarization
procedure.

* The domain as well as the group of users that the summary is intended for are two
major factors that should be taken into account during the evaluation.

Summary evaluation methods can be classified in two main categories [29]: intrinsic eval-
uation and extrinsic evaluation methods.

Evaluation Methods

Intrinsic Extrinsic
(task-based)

Quiality Evaluation Informativeness Evaluation

Co-Selection | Content-Based

Figure 2.3: Taxonomy of summary evaluation methods

2.1.3.1 Intrinsic Evaluation

Intrinsic evaluation tests the summarization system in of itself. The summary is evaluated
on the basis of two criteria: quality and informativeness.

In quality evaluation linguistic aspects of the summary are considered. Such aspects
include redundancy, grammaticality, as well as coherence of the output summary. One
important feature of the quality evaluation process is that it does not require the generated

G. Panagiotopoulos 18
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summary to be compared against a gold standard summary. An expert human evaluator
or a linguist can evaluate the summary manually by assigning a score to the summary
corresponding to five-point scale on the basis of its quality.

Informativeness evaluation aims at assessing the summary’s information content. The in-
formativeness of a summary is evaluated by comparing it with a human-made summary,
i.e., reference/ideal summary. The wide range of existing studies on informativeness eval-
uation can be broadly divided into two separate categories: co-selection methods [2] and
content-based methods [39][21][17][63][30] [54] .

The main evaluation metrics of co-selection are precision, recall and F-score . Precision
is the number of sentences occurring in both system and ideal summaries divided by
the number of sentences in the system summary. Recall is the number of sentences
occurring in both system and ideal summaries divided by the number of sentences in
the ideal summary. F-score is a composite measure that combines precision and recall.
F-score is usually computed using with the following formula:

2.P-R

F =
P+ R

(2.3)

where P is the precision and R is the recall.

The main drawback of evaluating a summary using these measures is that they count as
a match only exactly the same sentences. Thus, they completely ignore the fact that two
sentences can be semantically identical, i.e. contain the same information, even if they
consist of totally different words.

In contrast to co-selection methods that are incapable of dealing with different sentences
that have the same meaning, extrinsic content-based methods can deal with this kind of
issues. We will now briefly describe two of the most widely used content-based methods:

* Pyramid Method: the pyramid method is a novel semi-automatic evaluation method
[39]. Its basic idea is to identify summarization content units (SCUs) that are used
for comparison of information in summaries. SCUs emerge from annotation of a
corpus of summaries and are not bigger than a clause. In essence, the pyramid
method addresses the problem by using multiple human summaries to create a gold-
standard and by exploiting the frequency of information in the human summaries in
order to assign importance to different facts.

* ROUGE: ROUGE (Recall-Oriented Understudy for Gisting Evaluation) [30] is used
as an automatic evaluation method. ROUGE is actually a set of metrics and a soft-
ware package used for evaluating automatic summarization, which is based on the
similarity of n-grams. Suppose a number of annotators created a set of reference
summaries (RSS). The ROUGE-n score of a candidate summary is computed as
follows:

ROUGE-n — ZCGRSS EgramnGC COuntmatCh (gramn) (24)

ZC’ERSS Zgramn eC Count(gramn)

where Count,,qien(gram,,) is the maximum number of n-grams co-occurring in a can-
didate summary and a reference summary and Count(gram,,) is the number of n-
grams in the reference summary.
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It is worth mentioning that there many other variants of ROUGE scores. Among
others, there is a longest common subsequence measure called ROUGE-L and a
ROUGE-S measure that evaluates the amount of skip bigrams common between a
particular summary and a collection of reference summaries. Skip bigram is a two
ordered but not necessarily adjacent terms.

2.1.3.2 Extrinsic Evaluation

Extrinsic evaluation assesses the output summary based on how it influences the com-
pletion of some other task such as text classification[35], information retrieval [35][58],
question answering [37] etc. Therefore a summary is considered as good if it is helpful
to some other tasks. We will now discuss the extrinsic approaches used in two different
studies to convey the idea behind this evaluation type.

TIPSTER SUMMAC [35] is an evaluation system that performs two different extrinsic eval-
uation tasks. The first task relates to the real-world activity of a U.S. Government inform-
ation analyst working with an IR system to quickly determine the relevance of a retrieved
document. Given a document (which could be a summary or a full-text source - the subject
was not told which), and a topic description, the human subject was asked to determine
whether the document was relevant to the topic. Thus, an indicative summary would
be “accurate” if it accurately indicated the relevance or irrelevance of the corresponding
source. In the second task, the human subject was given a document, which could be a
generic summary or a full-text source. He then had to choose a single category out of five
categories to which the document was relevant, or else choose "none of the above”.

In [37] the authors picked four Graduate Management Admission Test (GMAT) reading
comprehension exercises. The exercises were multiple choice, with a single answer to
be selected from answers shown alongside each question. They measured how many
of the questions the subjects answered correctly under three different conditions. Firstly,
they were presented the original passages. Secondly, the were shown an automatically
generated abstract and then a human generated one. The summary was evaluated by
comparing the answers in the different conditions.

2.2 Sentiment Analysis

With the explosive growth of social media (i.e. reviews, forum discussions, blogs and
social networks) on the Web, individuals and organizations are increasingly using public
opinions in these media for their decision making. Consequently, it has become essential
not only to distill text’s information but also to find a way to extract the underlying sentiment
of a given text. This is why sentiment analysis proves its great usefulness.

Sentiment analysis or opinion mining is the computational study of people’s opinions, ap-
praisals, attitudes, and emotions toward entities, individuals, issues, events, topics and
their attributes. The most common task that sentiment analysis attempts to deal with is
sentiment classification. Simply stated, sentiment classification is the task of processing
a piece of text in order to identify whether the underlying sentiment is positive or negat-
ive. Thus, it can be modeled as binary classification problem. Throughout this section
we will use the phrases “sentiment analysis” and “sentiment classification” interchange-
ably, although the former is considered to have a broader meaning. Existing approaches
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to sentiment analysis can be grouped into two main categories: knowledge-based and
statistical or learning-based.

2.21 Knowledge-based Sentiment Analysis

A knowledge-based approach on sentiment analysis, sometimes called rule-based, is one
which uses rule of thumb, i.e. heuristics, to determine sentiments. More precisely, the
features of a given text are compared against words in a lexicon whose sentiment values
are decided prior their use [14][36]. Some knowledge bases not only contain apparent
affect words, but also assign arbitrary words a probable "affinity” to particular emotions
[55]. The appropriate handling of negation, syntax and POS tags plays a major role in the
accuracy of these methods.

2.2.2 Learning-based Sentiment Analysis

As mentioned earlier, sentiment classification obviously can be formulated as a super-
vised learning problem with two or three classes, positive, negative and neutral. Training
and testing data used in the existing research are mostly product reviews, which is not sur-
prising due to the above assumption. Since each review already has a reviewer-assigned
rating (e.g., 1 to 5 stars), training and testing data are readily available. For example,
a review with 4 or 5 stars is considered a positive review, a review with 1 or 2 stars is
considered a negative review and a review with 3 stars is considered a neutral review.
Any existing supervised learning methods can be applied to sentiment classification, e.g.,
Naive Bayes classifier and Support Vector Machines (SVM). Pang et al. [42] took this
approach to classify movie reviews into two classes, positive and negative. It was shown
that using unigrams (a bag of individual words) as features in classification performed well
with either naive Bayesian or SVM. More details on the existing literature on the domain
of reviews will be given in the next chapter (3).

2.3 Clustering

Cluster analysis or clustering is the task of dividing a set of data points or observations into
a number of groups, called clusters, such that data points belonging to the same group are
more “similar” to each other than to those in other groups. The primary characteristic of
clustering is that it is an unsupervised learning method. An unsupervised learning method
is a method in which we draw references from datasets consisting of input data that are not
coupled with labeled responses. Generally, it is used as a process to extract meaningful
structure, generative features, and groupings inherent in a set of examples. Clustering
is a very important task as it determines the intrinsic grouping among a set of unlabeled
data. It has been utilized in a wide spectrum of fields, such as marketing [25], biology[4]
and city planning [15].

2.3.1 K-Means Clustering

K-means clustering is one of the most popular clustering algorithms as it is widely used
in many applications. Such applications include image segmentation, clustering genetic
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data, news articles clustering, e.t.c. The goal of this algorithm is to find groups in the data,
with the number of groups determined by the variable K. The algorithm works iteratively
to assign each data point to one of K groups based on the features that are provided.

The most common algorithm uses an iterative refinement technique. Due to its ubiquity,
it is often called “the k-means algorithm”. It is also referred to as Lloyd’s algorithm [32],
particularly in the computer science community. Assuming we have inputs z, x5, x3, ..., T,
and a value of K, the algorithm works as follows:

1. We randomly pick K cluster centers, called centroids. Let's assume these are
c1,Co,C3, ..., cx. C'is the set of all centroids

C = {Clu C2,C3, ..., Ck}

2. In this step we assign each input value to closest center. This is done by calculating
Euclidean(L2) distance between the point and the each centroid.

argmin dist(c;, z)?
c,eC

where dist(.) is the Euclidean distance.

3. Inthis step, we find the new centroid by taking the average of all the points assigned
to that cluster.

1
| Si |

C; X

T, €S;
where S; is the set of all points assigned to the i*" cluster

4. In this step, we repeat step 2 and 3 until none of the cluster assignments change.
That means until our clusters remain stable, we repeat the algorithm.

2.3.1.1 Optimal Number of Clusters

Unfortunately, there is no definite answer to the question of what is the optimal value of K.
The optimal number of clusters is somehow subjective and depends on the method used
for measuring similarities and the parameters used for partitioning. A simple and popular
solution relies on inspecting the dendrogram produced using hierarchical clustering to
see if it suggests a particular number of clusters. Unfortunately, this approach is rather
subjective. Another simple solution to this problem is the E/bow Method. After running the
algorithm for different values of K (say K = 10 to K = 1) and plot the K values against
SSE(Sum of Squared Errors), we select the value of K for the elbow point as shown in
the Figure 2.4. Because it is often ambiguous and not very reliable, other approaches for
determining the number of clusters such as the Silhouette [49] method are preferable.
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Figure 2.4: Elbow graph illustrating the optimal number of clusters K

2.3.2 Hierarchical Clustering

The hierarchical clustering technique(also called hierarchical cluster analysis or HCA) is a
very popular clustering technique in the domain of NLP [53]. The fundamental idea behind
it is that it seeks to build a hierarchy of clusters. This clustering technique is divided into
two types, which :

» Agglomerative: This is a "bottom-up” approach: each observation starts in its own
cluster, and pairs of clusters are merged as one moves up the hierarchy.

The basic steps algorithm of agglomerative clustering are the following:

1. Compute the proximity matrix

2. Let each data point be a cluster

3. Merge the two closest clusters and update the proximity matrix
4. Repeat step 3 until only a single cluster remains

 Divisive: This is a "top-down” approach: all observations start in one cluster, and
splits are performed recursively as one moves down the hierarchy.

In order to determine which clusters should be combined (for agglomerative), or where
a cluster should be split (for divisive), a measure of dissimilarity between sets of obser-
vations is needed. In most methods of hierarchical clustering, this is accomplished by
using an appropriate metric (a measure of distance between pairs of observations), and
a linkage criterion which indicates the dissimilarity of sets as a function of the pairwise
distances of observations in the sets.
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Some commonly used metrics for hierarchical clustering are the Euclidean distance, the
Manhattan distance, the Maximum distance and the Mahalanobis distance. Some com-
monly used linkage criteria between two sets of observations A and B are complete-linkage
clustering and single-linkage clustering. In the former approach, the distance between
clusters equals the distance between those two elements (one in each cluster) that are
farthest away from each other, whereas in latter one the distance between two clusters
is determined by a single element pair, namely those two elements (one in each cluster)

that are closest to each other.

Another beneficial feature of hierarchical clustering is that the generated hierarchy can
visualized using a dendrogram, as illustrated in Figure 2.5. A dendrogram is a tree-like

diagram that records the sequences of merges or splits.
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Figure 2.5: A dendrogram visualizing hierarchical clustering
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3. RELATED WORK

The importance of analyzing user reviews has drawn a great deal of interest among re-
searchers. There has been a plethora of studies presenting different approaches on sen-
timent analysis as well as summarization of user reviews from various domains, such as
Amazon product reviews, IMDB movie reviews and hotel reviews. We will now present
various studies that attempt to tackle the review summarization task based on the con-
cepts and strategies described in the previous chapter.

Turney [59] suggests a PMI-based approach for classifying reviews as recommended or
not recommended. His approach consists of three main steps: phrase extraction from a
given review by applying POS tagging, orientation estimation for each phrase based on the
PMI score between the phrase and the words excellent and poor, review labelling based
on the average orientation of its phrases. In [23] [24] Hu and Liu present an approach
for generating a feature-based opinion summary from a large number of reviews. They
propose promising techniques for each stage of their method, which aims at classifying
sentences rather than each review as a whole. They present, among others, an iterative
algorithm for identifying the underlying sentiment of a word using a small set of seed
adjectives combined with WordNet’s synset relations [36].

Similarly, Zhuang et al. [65] propose their approach for producing feature-based summar-
ies on the domain of movie reviews. They make use of regular expressions and WordNet
for feature mining and opinion word identification respectively. POS-tag patterns are used
in order to identify feature-opinion pairs. Their experiments produced lower precision and
recall scores than the results obtained in the domain of product reviews [24], mainly be-
cause of the peculiarity of movie reviews. Instead of just producing an opinion summary,
Jmal and Raiz [27] assess the opinion strength on a product and its features, while exploit-
ing Twitter posts to highlight the most relevant features more effectively. A more recent
work [48] identify aspect-based statements from product reviews through patterns extrac-
ted from dependency parse trees.

A number of studies have proposed supervised learning approaches by training senti-
ment classifiers. Pang and Lee [43] attempt to classify movie reviews using Naive Bayes,
SVM and Max Entropy and multiple feature combinations. Their results indicate that ML
techniques on sentiment classification can achieve high accuracy when feature presence
instead of feature frequency is used. In [60] the authors attempt to recognize phrase-level
contextual polarity by using a two-step process. They firstly classify expressions as polar
or neutral and subsequently classify the polar ones as positive, negative or neutral.

A novel flexible summarization framework, called Opinosis, is proposed by Ganesan et al.
in [16]. It is a graph-based approach that represents review text as a graph with unique
properties and identifies various paths in it, each one acting as a candidate summary. The
SMACK system [11] is an argumentation-based opinion mining framework which detects
and extracts aspects coupled with polarities from documents by creating an argumentation
graph.

Topic modeling has been widely used as a basis to perform extraction and grouping of
aspects. Titov and McDonald [57] introduce a Multi-grain LDA model which models global
topics and local topics that capture ratable aspects and properties of reviewed items re-
spectively. Their method is particularly suited to aspect extraction from reviews as it does
not only identify important terms but also clusters them into coherent groups. In [33]
aspects in eBay’s sellers’ feedback comments are discovered using PLSA-based tech-
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niques. The authors try to group aspect terms that tend to co-occur in comments. Jo and
Oh [28] proposed two generative models to discover aspects and sentiment in reviews.
Sentence-level LDA (SLDA) constrains that all words in a single sentence be drawn from
one aspect. Aspect and Sentiment Unification Model (ASUM) unifies aspects and senti-
ment and discovers pairs of aspect, sentiment, which we call senti-aspects.

Recent advances in computing hardware together with the increased availability of data
have led to the ubiquitous use of neural networks as an effective tool for producing sum-
maries and identifying sentiment in text.

In [10] the authors develop a deep convolutional neural network that exploits from character-
to sentence-level information to perform sentiment analysis of short texts. Conversely, in
[52] the authors construct a network with just a single convolutional layer and also presen-
ted a new model for initializing the weights of the network. A novel deep learning approach
to aspect extraction is shown in [46] where a 7-layer CNN is combined with linguistic pat-
terns. Using the dataset made available by Pontiki et al. [45], the authors in [50] propose a
hierarchical LSTM-based approach for that task of aspect-based sentiment analysis whilst
a Cascaded-CNN architecture is presented in [61].

Despite the widespread appeal of video games, there has been little discussion on the do-
main of game reviews. Yauris and Khodra [62] propose an aspect-based summarization
system for Steam reviews. They employ a modified double propagation (DP) algorithm for
extracting aspect-sentiment word pairs. Following this, they use a seed list and word sim-
ilarity to categorize aspect terms into groups, thus producing an aspect-based summary.
In [3] the authors developed a robust model using Gradient Boosting Machine algorithm
to predict the Steam review helpfulness.

Most works so far have relied on supervised learning methods by utilizing annotated data-
sets [45]. As there is currently no existing dataset for aspect-based game review summar-
ization, our work is designed with the aim to minimize the role of supervision. Furthermore,
in our undertaking we take into account the following idiosyncrasies of the game setting:

» The folksonomy (dynamic) nature of the terms used in comments. Each genre and
possibly game appear to be mapped to specific expectations by its users and, con-
sequently, aspects that the users comment on. There appears that a fixed ontology
or aspect set would not be sufficient to describe the aspects of all the game genres
that get published over time. This is further accentuated by the fact that hybrid
games, combining genres, become a common sight.

* The possible vagueness of aspects, based also on the above comment. We thus
examine whether aspects identified through an unsupervised process can be con-
sistently labeled by humans.

» The fact that it is important to hold not a single response of sentiment, but under-
stand the full spectrum of sentiments of players. This means that a single "positive”,
"negative” or "neutral” answer to how people have commented for an aspect is only
a secondary finding. The distribution of comments over these three labels is more
interesting and useful, and may be the primary aim of a game review summarization
process.
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4. PROBLEM DEFINITION

Video game reviews are likely to discuss several aspects of the game, such as graphics,
gameplay, community e.t.c. Expert/professional reviewers tend to follow specific patterns
of summarizing reviews, utilizing the above established aspects. They also provide an
overall recommendation and possibly grade, while oftentimes they highlight "pros” and
"cons” of the reviewed game. These pros and cons essentially designate the specific,
non-formalized, aspects of a game (and possibly of other games of its genre). On the
other hand, we should note that the expert reviewers only summarize their own review,
which forms a single-document setting. In our case, we examine an approach more suited
for a multi-document summarization setting, where several texts (reviews) are to be sum-
marized in a single summary.

To take into account the above “gold standard” human approach, while tackling the multi-
document differentiation, we formulate the problem as follows:

Given a set of game reviews R = {ry, 1, ...} for a game g, the game review summarization
task tries to perform the following steps:

aspect identification identify the set A of aspects of the game, that the reviews R com-
ment on.

aspect labeling map each aspect A to a label set L, = {l3, 15, ...}, where each of /; is a
(possibly weighted) term.

sentiment extraction extract a sentiment distribution S, which will be of the form S, =
{ Spositive, Sneutral; Snegative }» describing the user sentiment over each aspect A.

highlight extraction extract the subset P € A of "pros”, where spesiive > Snegative @and the
Subset C 6 A Of ”Cons”, Where Spositive < Snegative.

review summary generate a single summary S containing all the above information.

Within this work we focus on the aspect identification, aspect labeling steps. We also touch
the sentiment extraction and highlight extraction, providing baseline implementations. In
the following paragraphs, we elaborate on the suggested methods that implement these
steps, as demonstrated in Figure 4.1.

1 b 1
Community Graphics Community Graphics
2 '6'3:3 2 &e w = "
Gameplay 1Gnmep]ny
)
Review Aspect Aspect Sentiment Summar
Preprocessing Identification Labeling Analysis y

Figure 4.1: Pipeline steps
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5. PROPOSED METHOD

In this chapter we demonstrate our processing pipeline that implements the individual
steps as described in Chapter 4.

5.1 Method

As illustrated in Figure 4.1, our proposed implementation consists of five individual steps.
In a nutshell, given a game, we first fetch a set of reviews, which are subsequently split
into sentences. After having processed each sentence, we represent them using a bag-
of-words (BOW) model. Sentences are then clustered followed by sentiment analysis on
each cluster. A more detailed description of each step is given in the following subsections.

5.1.1 Review Preprocessing

It is common knowledge that words that appear in documents often have many structural
variants. Thus, before any NLP task can be applied on the documents, data preprocessing
techniques are to be utilized. Such preprocessing techniques are essential in order to
convert our initial documents into a suitable form which will increase the effectiveness
of any NLP system. In our approach, we apply sentence segmentation, tokenization,
stopword removal and lemmatization on the text data (i.e. reviews). For this purpose
we employ spaCy v2.0", an open-source software library for advanced NLP. Below is a
detailed description of each one of these tasks.

Sentence Stopword Removal Lemmatization
Segmentation

Figure 5.1: Text preprocessing steps

5.1.1.1 Sentence Segmentation

Although sentence segmentation is not a typical preprocessing step in every NLP task,
it is essential for our study as we aim to cluster these sentences in the next step of our
pipeline. Sentence segmentation is the process of determining the longer processing
units consisting of one or more words. This task involves identifying sentence bound-
aries between words in different sentences. Since most written languages have punc-
tuation marks which occur at sentence boundaries, sentence segmentation is frequently
referred to as sentence boundary detection, sentence boundary disambiguation, or sen-
tence boundary recognition [41]. spaCy performs this task by parsing the text and using
a pretrained model based on which the sentences get splitted.

5.1.1.2 Tokenization

After having segmented each review into sentences tokenization is applied to each one of
them. Tokenization is the process of splitting a sequence of text up into words, phrases,

"https://spacy.io/
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symbols or other important elements. These elements are usually called fokens. The
purpose of this task it to create a set of tokens on which further analysis can be carried
out. Despite being considered a relatively easy task compared to other NLP tasks, it can
be quite challenging, especially when dealing with Chinese or Thai text, where words are
not separated by white space.

5.1.1.3 Stopword Removal

Stopwords constitute a division of natural language. These are words that are deemed
irrelevant because they occur very frequently in textual data without contributing to the
content or the context of the text. Thus, they are eliminated from input text, leading to lower
dimensionality of term space. The most common stopwords found in text documents are
articles, prepositions and pronouns, such as “and”, “with”, “an”, e.t.c. Moreover, numbers
and auxiliary verbs are also treated as stopwords.

Researchers typically use standard stopwords lists obtained from texts in many different
domains. This is something of a pitfall because many stopwords are usually determined
by the specific corpus of documents we are dealing with. In our case, words like “game” or
“‘play”, that appear very frequently, do not provide any meaningful information regarding
what is being discussed by the reviewers. We thus enrich spaCy’s default stopword list

with the following words: “game”, “people”, “thing”, “play”, “review”.

Additionally, given a set of reviews of a specific game, there are many game-specific
terms that tend to appear very frequently among the reviews. Such terms can be the
name of the game, the name of the development company, the game’s genre, as well as
abbreviations related to that specific game. We decided to treat these terms as stopwords
because, although they appear frequently, they do not contribute to the identification of the
game aspects being discussed. Table 5.1 shows two list of game-specific words for two
different games.

Table 5.1: Game-specific stopwords

L] W

DiRT Rally “dirt”, “rally”, “collin”, “mcrae”, “codemasters”

age , emp're”, “I’tS", urtn

Age of Empires Il HD

5.1.1.4 Lemmatization

Lemmatization is the process of finding the normalized form of a word. More precisely,
the aim of this process it to group together the inflected forms of a word so they can
be analysed as a single item, identified by the word’s lemma. Lemma is the canonical
or dictionary form of a set of words. For example, the words “studied”, “studies” and
“studying” all have the same base form, “study”, as illustrated in Figure 5.2.
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studies

studied stu dy

studying

Figure 5.2: Lemma of the verb “to study”

Note that lemmatization and word stemming are very similar tasks. They both aim to
reduce the inflectional forms of each word into a common base or root. However, they
work differently. The latter works by truncating the end or the beginning of the word,
taking into account a list of common prefixes and suffixes that can be found in an inflected
word. On the other hand, the former takes into account the intended part of speech (POS)
as well as the context of a word in a sentence in order to correctly identify the word’s base
form. Table 5.2 highlights the different results produced by these two tasks. Note that
lemmatization ensures that the reduced word is again a dictionary word.

Table 5.2: Lemmatization and Stemming

Word | Lemmatization | Stemming
was be wa
studies study studi
playing play play

Before we move on to the Aspect Identification stage, it is worthwhile noting that due
to the syntactical peculiarities found in user-generated reviews, we also had to perform
some extra preprocessing on the text data. This involved repeating phrases and multiple
whitespace removal as well as filtering out terms consisting of non-ASCII characters. Table
5.3 demonstrates the result of the preprocessing stage after being applied on a review
excerpt.

Table 5.3: Preprocessed review excerpt

Global offensive is not the key evolution point that we were hoping for
and the response from the community often reflects this view.
It is still however a glorious experience that sets a benchmark for all multiplayer shooters.

) W 1

community”, “reflect”, “view”

L) ZA11 A1

Sentence | | “key”, “evolution”, “point”, “*hope”, “response”’,

93

Sentence Il “glorious”, “experience”, “set”, “benchmark”, “multiplayer”, “shooter”
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5.1.2 Aspect Identification

In this step we attempt to extract the aspects of a game that are mainly discussed by the
reviewers. This can be quite challenging as video game aspects can be either explicitly
or implicitly mentioned in a review text. For example, the sentence “Easily my favorite
game with realistic graphics” clearly expresses an opinion about the aspect “graphics”.
On the contrary, the sentence “The grenade explosions are so fake” does not mention the
word “graphics” but it obviously refers to the graphics of the game, or possibly the physics
engine.

5.1.2.1 Text Representation

Text representation plays a major role in the effectiveness and accuracy of clustering al-
gorithms [1]. In our approach we represent each processed review as a set of sentences,
which are in turn represented as a set of terms. Before a clustering algorithm can work on
these sentences, it is essential to convert them into real-valued vectors. As mentioned in
the Theory (Chapter 2), tf-idf representation is the most popular term-weighting scheme
today. The primary reason for this is that tf-idf reduces the importance (i.e. weight) of
common terms in the review corpus, ensuring that more descriminative words, namely,
words with relatively low frequencies in the corpus, are assigned a greater weight. We
thus decided to make use of this representation method.

We also examined whether a word embedding would provide better results. However, the
BOW representation method appeared to give more coherent results in the clustering step.
It is very likely that the short length of sentences combined with the large vocabulary size
has led to this finding. Thus, capturing the context of each sentence via a sentence2vec
method [8] can be challenging, probably requiring more specific training data.

5.1.2.2 Clustering

After having converted the sentences into tf-idf vectors, we are now ready for clustering
them, with the aim of producing a cluster-wise summary. Note that we are referring to
the sentences obtained from the reviews of a single game, rather than the reviews of all
games. The intuition behind this approach is that the produced clusters will exhibit the
most salient aspects appearing in the reviews of this game. It was decided that the best
method for this study was to use the k-means algorithm. We opted for the this method on
the basis of the considerably lower time complexity of k-means compared to a hierarchical
clustering approach. In Chapter 6 we elaborate on our decision regarding the number
of clusters (5). Table 5.4 lists the most frequent terms appearing in each cluster. As
anticipated, the words are semantically close to each other and they seem to represent a
specific game aspect. We choose these terms to label the aspect cluster.
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Table 5.4: Most frequent words in each cluster

Cluster 1 story, character, mode, main, mission
Cluster 2 money, spend, earn, waste, real
Cluster 3 time, fun, long, loading, screen

Cluster 4 | reason, ban, permanently, innocent, account

Cluster 5 support, great, bad, community, good

5.1.3 Aspect Labeling

Another way to label the clusters is to map them to a predefined set of aspect labels,
based on gold-standard (i.e. professional) reviews. In Table 5.5 we show an indicative,
human-provided mapping between terms and predefined aspect labels.

Based on the mapping illustrated in Table 5.5, each sentence can be classified into one of
the aspects, by identifying the prevalent aspect of the sentence’s words (i.e. terms). For
instance, if the majority of the terms in a sentence belong to the “community” aspect, then
the sentence is given this label. It should be noted that the term lists needs to be slightly
modified based on the game’s genre. The reason is that the terms, for example, that
illustrate the “gameplay” aspect of a first-person shooter game differ notably from those
of a puzzle or an adventure game. This fact highlights the intricacies of the game review
task, where secondary (latent) variables alter the aspect descriptions.

Table 5.5: Selected terms for each aspect

Graphics graphic, visual, look, aesthetic, animation, frame
Gameplay mission, item, map, weapon, mode, multiplayer
Audio audio, sound, music, soundtrack, melody
Community community, support, toxic, friendly
Performance | server, bug, connection, lag, latency, ping, crash, glitch

By aggregating the aspect proportions exhibited by the sentences, we end up with the
proportions that each cluster exhibits. Unfortunately, it was not possible to end up with
an one-to-one relationship between the clusters and the predefined game aspects. This
apparent lack of correlation can be attributed to the wide range of game characteristics
being discussed by the reviewers coupled with the fact, that k-means clustering on tf-idf
vectors is not a context-aware method. In Table 5.6 we provide a few indicative sentences
from a specific aspect cluster. Then, in Figure 5.3 we show how the sentences of two
different clusters led to two different distributions over the predefined aspects.

Table 5.6: Indicative sentences from cluster on “The Elder Scrolls V: Skyrim” game

“You get attached to so many characters and the world is amazing.”

“Probably the best open-world rpg out there.”

“The vast open world is absolutely stunning.”

"If you’re looking for a way to waste massive amounts of time just trolling around a world play this.”
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Figure 5.3: Aspect proportions exhibited in two clusters on “The Elder Scrolls V: Skyrim” game

5.1.4 Sentiment Analysis

The sentiment analysis step focuses on identifying the underlying sentiment that pervades
each cluster. Since our clusters consist of sentences we perform sentence-level sentiment
analysis.

As there is no sentiment analysis dataset specific to our domain, we decided to use VADER
[26], a lexicon and rule-based sentiment analysis tool that is specifically attuned to senti-
ments expressed in social media. Interestingly, VADER can tell us how positive, negative
and neutral a given sentence is, instead of just classifying the sentence in a single cat-
egory. VADER combines a dictionary of lexical features to sentiment scores with a set
of five heuristics (e.g. punctuation, degree modifiers, e.t.c). Consequently, by calculating
the three sentiment scores for each sentence in a cluster and averaging, we can get the
distribution of the reviewers’ sentiment for this cluster. Figure 5.4 presents the sentiment
proportions of each cluster on “The Elder Scrolls V: Skyrim” game.
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Figure 5.4: Sentiment proportions of the clusters on “The Elder Scrolls V: Skyrim” game

5.1.5 Final Output

The final output of the process is an aspect-based summary of a set of reviews of a spe-
cific game. This summary contains the following information for each produced cluster:
Equidistant indicative sentences, starting from the one that is closest to the cluster’s cen-
ter, i.e. the one that best describes the cluster’s theme, and moving towards the most
distant one. Aspect proportions indicating how much each game aspect is exhibited in
the cluster. Sentiment proportions illustrating the sentiment distribution of the sentences
assigned to the cluster.

It is apparent from Table 5.7 that we have succeeded in providing the potential buyer
with a well-structured summary. This kind of summary enables the reader to retrieve the
most relevant information about the game according to his/her need very easily. On the
contrary, the initial set of numerous unstructured reviews is considerably difficult to deal
with, let alone the fact that it does not provide any information regarding the underlying
sentiment or the game’s aspects.
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Table 5.7: Output Summary

Sentences

Aspect Proportions

Sentiment Proportions

Valve takes 75% that is abso-
lutely ridiculous in my opinion
you are practically splitting the
mod community with this policy.

There are so many little things
to do even if you beat the main
quest.

Let’s see if you want a story-
rich and choices matter tagged
game.

The skyrim game itself is a loved
product by bethesda softworks.

This is a sample sent to test the
width of the cell.

Audio

15% Graphics
Yo

Gameplay 24%

16% rmance

Community

69%

22%

Neg Neu Pos

I've only played skyrim for a few
hours.

Tons of hours of gameplay.

Awesome game hour’s of fun
and enjoyment.

You will spend hundreds of
hours doing a bunch of quests
excluding all of dic..

Spanning over 200 hours of
gameplay there are quests dun-
geons enemies and vast beauti-
ful landscapes for you to explore.

Audio
Gamepla 9%
play e

Graphics
25%

Community gog

58%

35%

Neg Neu Pos

This game is the best game |
have ever played.

Honestly this is probably the best
game ever made with probably
the best modding community in
any game....ever.

Graphics gameplay and
soundtrack are all very impress-
ive and it's one of the best
games | have ever played.

The game provided a good use
of textures for back in 2012 even
now in 2015 the graphics still
holds and is not too bad.

Skyrim is already 4 years old
but its one of the best games |
have ever played + mods make
everything more interesting.

79%

10%

Neg Neu Pos
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Skyrim has always been game
that | like.

Are 20 euros like come on.

lliked that it was a 1 player game
and that people couldnt beat a
battle against you.

You may be sitting at your
computer one day thinking that
you don’t really feel like play-
ing skyrim but as soon as you
launch the game you get sucked
in.

Collisions are some times im-
minent even while using special
tools like wrye bash.

Audio
Gameplay 7%
25%

16% Graphics

25%
Community n%ﬂarformance

79%

11%

Neg Neu Pos

Paid mods really valve.

It’'s a great game and | like to see
others whine about paid mods
:D.

And thats my experience with
this awesome game that | have
not played too much because
mods make it crash way too of-
ten.

2017 update: still very immers-
ive and provides endless fun and
quality of life with the mods.

Greenlight and mod shop are in-
ventions of satan himself.

Graphics
39%

Audio 10%

GameplayM%

25%
12% Performance
Community

62%

32%

Neg Neu Pos
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6. EXPERIMENTS

In the last chapter we presented a baseline implementation of a game review summariza-
tion system. We will now propose an evaluation procedure with the aim of ascertaining the
attainability of the review summarization subtasks. We will begin by describing the dataset
used in our experiments, then move to explaining the different experimental setups used
to answer our research questions. We then also an interpretation of the evaluation results
in order to relate them to the previously stated research questions.

6.1 Dataset

For our experiments we used the Steam review dataset gathered by Zuo [66]. It consists
of more than 7 million reviews obtained via Steam’s API. Each review text comes with a
plethora of features concerning both the game being reviewed and the reviewer. For our
experiments, we only utilized the game’s ID, the review itself and the number of “helpful”
votes the review has received by other community members. In our experiments, to spee-
dup the clustering process we used only a sample of the reviews of each game consisting
of the 10,000 most voted reviews.

6.2 Experimental Setup

As far as the clustering setup is concerned, it understandable that determining the ap-
propriate number of clusters £ can sometimes be one of trickier tasks. In order to deal
with this issue, we attempted to use the elbow method and we also performed Silhouette
analysis [49]. Nonetheless, no appreciably optimal k was found by the two methods. How-
ever, this is not particularly surprising, in light of the fact that the reviews address a wide
range of themes. Thus, the more clusters we create, the higher the coherence will be.
Considering, though, that we aim to produce a digestible aspect-based summary using
these clusters, it would be irrational to produce too many of them. For this reason, we
decided to work with 5 clusters.

In order to reach a sound conclusion we have performed an empirical evaluation with
four different human evaluators. Before describing our evaluation process, we remind
the reader of our main aim which is to provide an evaluation process for game review
summarization. Given this requirement, we pose the following reasearch questions that
we attempt to answer by interpreting the results of the evaluation procedure:

+ We firstly attempt to find out whether a given cluster is coherent enough to be de-
scribed by a representative subset of its sentences.

« Additionally, we investigate whether humans are able to consistently label a given
aspect cluster

+ Lastly, we examine the dynamic nature of aspects in our review setting.
This study allows us to find answers to the aforementioned research questions and also to

understand whether steps of the problem, as formulated in Chapter 4, can be evaluated
consistently and find answers to the aforementioned research questions. For the final
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output of the whole summarization pipeline we expect that standard summary evaluation
methods, such as MeMoG [18] and ROUGE [30] will be useful.

We asked the help of 4 evaluators, who were fluent in the English language. The eval-
uators were given a set of 20 sentences fetched from each of the five clusters of three
different games (for a total of 15 clusters). We also opted for different genres in order to
examine the inter-genre differences with respect to the terms used for describing game
aspects. They were then asked to read each set of sentences and complete the following
tasks:

» Select up to n representative sentences from the aspect cluster to represent/summarize
the cluster. The idea behind this task is to show whether the cluster was coherent
enough to be described by a representative subset of its sentences. The lower the
number of representative sentences one would need to use to represent the cluster,
the higher the coherence of the cluster.

» Describe the theme of each set using 3 to 5 (possibly multi-word) terms. This task
aims to see whether humans can consistently label a given aspect cluster. If so,
then the agreed wording(s) can be considered gold-standard, similarly to a Pyramid
evaluation [38].

» Select one or more predefined terms (gameplay, graphics, audio, community, per-
formance, overall, other) that best describe the aspect, according to the opinion of
the human evaluator. We also allowed the user to select “other” as an option, to
examine whether a significant number of aspects go beyond the predefined ones.
This would indeed indicate the dynamic nature of aspects in the game review sum-
marization setting.

6.3 Results

Moving on to the results section, we are now ready to interpret the results obtained by
the evaluation process with the aim of finding answers to our previously stated research
questions.

In the “select representative sentences” task, we quantify how many sentences on aver-
age were selected by the evaluators to represent the cluster. We expect that the lower
the number, the better the coherence of the cluster. In Table 6.1 we see, for each cluster,
the average number of sentences selected as representative by the users, plus the stand-
ard error. We see that, given 20 sentences, the users selected on average from 4 to 9
representative sentences.

Table 6.1: Average representative sentences per aspect

ClusterlD 0 1 2 3 4 5 6 7 8 9 10 1 12 13 14
Mean 9.75 | 7.00 | 9.00 | 750 | 525 | 9.256 | 5.00 | 575 | 7.00 | 425 | 850 | 425 | 5.00 | 9.00 | 8.00
+/-Std. Err | 214 | 168 | 242 | 202 | 1.80 | 217 | 1.73 | 1.25 | 122 | 1.60 | 2.78 | 1.31 | 1.08 | 1.47 | 2.48

In the “describe the theme” task, we examine whether humans can assign consistent la-
bels in an open terminology setting (i.e. without limiting the possible labels). To measure
the agreement here we post-processed their terms, semi-automatically creating equival-
ence classes of terms (which could also have been determined based on an embedding
or a linguistic resource). Indicative equivalence classes were:
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* ban; ban possible; bans

* best game; best rally game; buy; buy game; buying recommendations; described
as best game,; ...

* bad community; community; community bad; community sucks; low rank player be-
haviour bad; toxic community

We then examined, for each cluster, the number of equivalent terms that were used across
all evaluators to label the specific aspect cluster. If at least 2 of the 4 evaluators utilize
equivalent terms, we consider that the labeling is possible and successful. In all the 15
clusters at least one equivalence class was used consistently. In Figure 6.1 we show the
consistently used equivalence classes per cluster. '

8
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Figure 6.1: Count of usage for consistent equivalence classes per cluster

In the “select one or more predefined terms”, we examine whether human evaluators can
consistently assign predefined labels to the clusters but more importantly whether the
majority of the produced clusters exhibits aspects that are different from the predefined
ones. Table 6.2 clearly highlights this issue, given that the “Other” option is selected
by the evaluators for the majority of the clusters being examined. Interestingly, in nine
clusters there were two or more people out of the four evaluators that selected the “Other”
option, which stresses the fact that the aspects discussed by the reviewers go beyond the
predefined ones. Another remarkable result emerging from the data is that in nine clusters
there was at least one person that selected the “Overall” option. This was an expected
finding given the fact that most clusters exhibit a mixture of game aspects rather than just
a single one.

Table 6.2: Count of “overall”’ and “other” votes

ClusterlD ( 0 |1 (2 | 3 (4|5 |6 |7 8|91 |1 12 13 | 14
“Overall” | 3| 0|0 (1|01 |13 |2]|3]| 2 0 3 0
“Other” 3| 1|34 |3 |1|0]1|1]2]| 2 2 1 3 3

'There are cases where a single evaluator used more than one term from an equivalence class, thus
leading to counts over 4. However, our counting algorithm ascertains that at least 2 different evaluators will
have used a term from the same equivalence class, before increasing the count.
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7. CONCLUSION AND FUTURE WORK

In this thesis we discussed the domain of game review summarization. We highlighted
main challenges of the domain, showing that a number of unique traits require different
approaches from other summarization settings. We formally expressed a view of the task,
consisting of individual steps. Based on this formal definition, we then devised a baseline
procedure that receives as input a corpus of reviews of a game and outputs a well-rounded
aspect-based summary for this game. Subsequently, we described a possible evaluation
process, aiming to quantify the success of the aspect identification and labeling, taking
into account coherence and consistent labeling from human evaluators.

This preliminary study of the game review setting opens a number of research questions
that we can pursue in the future. First, how does the game genre affect the aspects
of a game? Is there a causal relation that connects them? Can we perform automatic
evaluation with or without human gold standard summaries? What is different from other
summarization settings, concerning the evaluation?

In this work, we offer a first research step towards the emerging and useful domain of
game review summarization. We understand that this first step simply highlights interest-
ing points of focus, while providing some intuition on what is meaningful and doable from
an evaluation perspective. We feel confident that this will help document and formulate
a consistent setting and benchmarking process, helping related endeavors grow in the
future.
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G. Panagiotopoulos

ABBREVIATIONS - ACRONYMS

NLP Natural Language Processing

SVM Support Vector Machines

LDA Latent Dirichlet Allocation

PLSA Probabilistic Latent Semantic Analysis
CNN Convolutional Neural Network

LSTM Long Short-Term Memory

ML Machine Learning

POS Part Of Speech

IMDB Internet Movie Database
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