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#### Abstract

Implicitization is a fundamental change of representation of geometric objects from a parametric or point cloud representation to an implicit form, namely as the zero set of one (or more) polynomial equation. This thesis examines three questions related to expressing the implicit equation of a curve or a surface.

First, we consider a sparse interpolation method for implicitization: When the basis of the kernel of the interpolation matrix is in reduced row echelon form, the implicit equation can be readily obtained, without demanding computations such as multivariate polynomial GCD or factoring. As a second contribution, a numeric method that computes a multiple of the implicit equation based on the power method is tested and evaluated.

The third contribution of this thesis is to provide a method for computing a matrix representation of a rational planar or space curve, or a rational surface, when we are only given a sufficiently large sample of points (point cloud) on the object in such a way that the value of the parameter is known per point. Our method extends the approach of algebraic syzygies for implicitization to the case where the parameterization is not given but only assumed.
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## 1. INTRODUCTION

This thesis is part of the Master of Science Graduate Program of the Department of Informatics and Telecommunications of the University of Athens in the Computational Science specialization.

Implicitization is a fundamental change of representation of geometric objects from a parametric or point cloud representation to an implicit form, namely as the zero set of one (or more) polynomial equation. This thesis examines three questions related to expressing the implicit equation of a curve or a surface.

We will need to establish some concepts of algebraic geometry before continuing to the algorithms related to the problems. Therefore, Section 2 will introduce the reader to the necessary background and definitions needed in the following sections. We will define the implicitization problem and describe two of the methods for the implicitization problem. The first one is the sparse implicitization by interpolation method using predicted support and the second is the implicit matrix representation method. We will define what an implicit matrix representation is and provide the existing method for its computation.

In Section 3, the first contribution of this work, we consider the sparse interpolation method for implicitization. After constructing the interpolation matrix $M$ of a given curve or surface, the method demands the computation of a basis of the kernel of $M$. Each of the basis elements corresponds to a polynomial and the last step of the method involves the multivariate polynomial GCD computation of these polynomials or factoring computation of one of the polynomials followed by a polynomial evaluation to acquire the implicit polynomial. We show that when the basis of the kernel of the interpolation matrix is in reduced row echelon form, the implicit equation can be readily obtained, without demanding such computations, namely multivariate polynomial GCD or factoring. This contribution speeds up the final step of the interpolation method for the implicitization problem and uses basic linear algebra and matrix computations instead of number theoretic approaches, such as Hensel lifting.

In Section 4, we present a numeric method that computes an approximation of a multiple of the implicit equation based on the power method. Given a matrix $M$ which has a nontrivial kernel, we compute a nontrivial element of its kernel by using the power iteration method on the Gram matrix of $M$. This approximate kernel vector corresponds to an approximation of a multiple of the implicit polynomial. The method is tested and evaluated. We show that our initial approach has some drawbacks that render the method impractical for most scenarios. Despite its drawbacks, we see this contribution as an initial step towards a numeric method for computing an approximation of the implicit polynomial when we are given the interpolation matrix of a curve or surface. We propose several questions for future work.

Section 5 is the third and final contribution of this thesis. We provide a method for computing a matrix representation of a rational planar or space curve, or a rational surface, when we
are only given a sufficiently large sample of points on the object in such a way that the value of the parameter is known per point. Our method extends the approach of algebraic syzygies for implicitization to the case where the parameterization is not given but only assumed. Additionally, we show how we can compute the degree of the parameterization of the curve or surface when the parameterization is not given explicitly.

## 2. BACKGROUND

We will need to establish some concepts of algebraic geometry before continuing to the algorithms related to the problems. In this section, we will introduce the reader to the necessary background and definitions needed in the following sections. We will define the implicitization problem and examine the previous work for two of the methods for the implicitization problem.

The first one is the sparse implicitization by interpolation method using predicted support. We will briefly present the method and focus on the definitions and background needed for the contribution that we present in Section 3.

The second is the implicit matrix representation method based on syzygies. We will define what an implicit matrix representation is and provide the existing method for its computation. A brief focused introduction to the theory of syzygies is provided. The presented method will be the foundation for the contribution of Section 5.

For an in-depth study of modules and syzygies see [9], while more information about the sparse interpolation method for the implicitization problem can be found in [15] and [13].

Before defining the implicitization problem formally, we will introduce some needed concepts. Firstly, we define the concept of a rational parameterization of a geometric object since this will be one of the two forms of input, the other being a point cloud, to the implicitization algorithms.

### 2.1 Rational parameterization of curves and surfaces

Let $k$ be a polynomial ring. A rational function $f$ is a function that can be expressed as a quotient of polynomials of $k$.

A parameterization of a geometric object is the description of the object by parametric functions. We will be interested in rational parameterizations in the following sections. Let $k=\mathbb{R}[\mathbf{t}]$, where $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right)$ A rational parameterization $\varphi$ is of the form

$$
\varphi:(\mathbf{t}) \rightarrow\left(\frac{f_{1}(\mathbf{t})}{f_{s}(\mathbf{t})}, \ldots, \frac{f_{s-1}(\mathbf{t})}{f_{s}(\mathbf{t})}\right)
$$

where $f_{1}(\mathbf{t}), \ldots, f_{s}(\mathbf{t}) \in \mathbb{R}[\mathbf{t}]$.
When $n=1, \varphi$ corresponds generically to a ( $s-1$ )-dimensional curve and when $n=2$, it is a $(s-1)$-dimensional surface. The values of $(n, s)$ that we will examine and the corresponding geometric object are:

- $(1,3)$ : planar curve
- $(1,4)$ : space curve
- $(2,4)$ : space surface


### 2.2 Newton polytope of a polynomial

Another important concept for the sparse approach to the implicitization problem is the Newton polytope of a given polynomial. When studying a polynomial of a certain degree, we can take into account all the possible monomials that the polynomial can contain. The Newton polytope of that polynomial allows us to consider only the monomials that appear (have a nonzero coefficient) in the polynomial.

Given polynomial

$$
f(\mathbf{t})=\sum_{\alpha} c_{\alpha} \mathbf{t}^{\alpha} \in \mathbb{R}\left[t_{1}, \ldots, t_{n}\right]
$$

where $\mathbf{t}^{\boldsymbol{\alpha}}=t_{1}^{\alpha_{1}} \cdots t_{n}^{\alpha_{n}}, \boldsymbol{\alpha} \in \mathbb{N}^{n}, c_{\boldsymbol{\alpha}} \in \mathbb{R}$, we define its support as the set of the exponents of the monomials of $f$ with nonzero coefficient in vector form, i.e.

$$
\mathcal{S U P}(f)=\left\{\boldsymbol{\alpha} \in \mathbb{N}^{n}: c_{\alpha} \neq 0\right\}
$$

We use the notation $\mathcal{C H}$ for the convex hull of a given set of points. We define the Newton polytope of the polynomial $f$ as

$$
\mathcal{N}(f)=\mathcal{C H}(\mathcal{S U P}(f))
$$

Example 1. Consider polynomial

$$
f\left(t_{1}, t_{2}\right)=t_{1}^{4}+t_{1}^{2} t_{2}^{2}+t_{1}^{2}+t_{1} t_{2}^{4}+t_{1}+t_{2}^{3} \in \mathbb{R}\left[t_{1}, t_{2}\right]
$$

Then, its support is the set

$$
\mathcal{S U P}(f)=\{(4,0),(2,2),(2,0),(1,4),(1,0),(0,3)\}
$$

Its Newton polytope is the convex hull of the points in $\operatorname{SUP}(f)$.


Figure 1: Newton polytope of $f$

Newton polytopes are the basic tool in sparse elimination theory. They are used in the setting of sparse implicitization to predict the support of the implicit polynomial. The interpolation matrix of the curve or surface, has columns indexed by this support. An accurate support prediction reduces the size of the interpolation matrix compared to one built using only degree bounds.

Let us now give the formal definition of the implicitization problem.

### 2.3 Implicitization problem definition

Implicitization is a fundamental operation with applications in computer-aided geometric design (CAGD) and geometric modelling. It is the process of changing the representation of a geometric object from parametric to implicit. Various approaches have been studied for the implicitization problem, including resultants, Gröbner bases, syzygies and interpolation techniques. We will restrict ourselves to the last two methods, namely syzygies and interpolation.

Consider the parameterization $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ of a geometric object,

$$
\varphi: \mathbf{t}=\left(t_{1}, \ldots, t_{n}\right) \rightarrow\left(x_{1}=f_{1}(\mathbf{t}), \ldots, x_{m}=f_{m}(\mathbf{t})\right)
$$

where the $f_{i}, i=1, \ldots, m$ are continuous functions, including polynomial, rational, and trigonometric functions.

The implicitization problem asks for the smallest algebraic variety containing the closure of the image of the parametric $\operatorname{map} \varphi$. This image is contained in the variety defined by the ideal of all polynomials $p\left(x_{1}, \ldots, x_{m}\right)$ such that $p\left(f_{1}(\mathbf{t}), \ldots, f_{m}(\mathbf{t})\right)=0$, for all $\mathbf{t}$ in the domain of $\varphi$. We restrict ourselves to the case when this is a principal ideal, and we wish to compute its unique defining polynomial

$$
p\left(x_{1}, \ldots, x_{m}\right)=0
$$

As we already mentioned, we restrict ourselves to two methods for the implicitization problem, namely sparse implicitization using interpolation, and syzygies. In the following paragraphs, we will make a brief introduction to both these methods before continuing to the following sections and the main contributions of this work.

### 2.4 Sparse interpolation method using predicted support

We will not provide a detailed description of the underlying theory and method for the implicitization problem using support prediction but rather provide an overview of the method and direct the reader towards $[15,13]$ for a detailed description. We focus our attention to the algorithm used in $[15,13]$ since we will be making a contribution towards the improvement of its final step.

We assume we have knowledge of the implicit polytope, which is defined as the Newton polytope $\mathcal{N}\left(p\left(x_{1}, \ldots, x_{m}\right)\right)$ of the implicit polynomial $p\left(x_{1}, \ldots, x_{m}\right)$, or a superset $S$ of its implicit support, where $S$ is defined as the set of all lattice points in $\mathcal{N}(p)$. This is achieved by the algorithm provided in $[15,13]$. Given the superset $S$, we construct a $\mu \times|S|$ matrix $M$ whose columns are indexed by monomials with exponents in $S$ and whose rows are indexed by values of $t$ at which the monomials are being evaluated. The number of rows $\mu$ must be greater or equal $|S|$.

Let $v_{1}, \ldots, v_{N} \in \mathbb{R}^{|S|}$ be a basis of the kernel of $M$ and $k_{1}, \ldots, k_{N} \in \mathbb{R}\left[x_{1}, \ldots, x_{m}\right]$ be the corresponding polynomials, i.e. $k_{i}=v_{i}^{\top} S$, which we call kernel polynomials. Then, we have the following result

$$
\operatorname{gcd}\left(k_{1}, \ldots, k_{N}\right)=p\left(x_{1}, \ldots, x_{m}\right)
$$

where $p \in \mathbb{R}\left[x_{1}, \ldots, x_{m}\right]$ is the implicit polynomial. Therefore, a GCD computation of the kernel polynomials is needed to obtain the implicit polynomial $p$. The first contribution of this work is to avoid such computations and instead use basic linear algebra computations to obtain the implicit polynomial. We direct the reader to Section 3 for this improvement.

This concludes the introduction of the first method for the implicitization problem. Below, we will define the concept of the implicit matrix representation of a curve or surface, describe the method for constructing such a representation and comment on how this method will be the basis for the contribution of Section 5.

As before, we will begin by introducing the reader to the basic theory of modules and syzygies and by defining homogeneous polynomials. A more detailed introduction and further topics in modules and syzygies can be found in [9]

### 2.5 Modules

Let $\mathbb{k}$ be a commutative ring with identity. Polynomials rings, which are of interest for this thesis, are examples of such rings. As defined in [9], a $\mathbb{k}$-module is a set $M$ together with a binary operation, usually denoted as addition, and an operation of $\mathbb{k}$ on $M$, called scalar multiplication, satisfying the following properties.

1. $M$ is an abelian group under addition.
2. For all $a \in \mathbb{k}_{k}$ and all $f, g \in M, a(f+g)=a f+a g$.
3. For all $a, b \in \mathbb{k}$ and all $f \in M,(a+b) f=a f+b f$.
4. For all $a, b \in \mathbb{k}$ and all $f \in M,(a b) f=a(b f)$.
5. If $1_{\mathbb{k}}$ is the multiplicative identity in $\mathbb{k}, 1_{\mathbb{k}} f=f$ for all $f \in M$.

Since rings are a generalization of fields, modules over a ring can be seen as a generalization of vector spaces over a field.

We provide below some examples of modules before continuing to define the module of syzygies of a set of polynomials.

Example 2. Let $\mathbb{k}$ be polynomial ring. An example of a $\mathbb{k}$-module is $\mathbb{k}^{s}, s \in \mathbb{N}$, i.e. the set of $s \times 1$ vectors consisting of elements of $\mathbb{k}$. Addition and scalar multiplication are defined similar to vector spaces.

Another example of a $\mathfrak{k}$-module is the set of $\mathbb{k}$-linear combinations of a finite set of vectors $\mathbf{f}_{1}, \mathbf{f}_{2}, \ldots, \mathbf{f}_{\mathbf{m}} \in \mathbb{k}^{s}$.

$$
\left\{a_{1} \mathbf{f}_{1}+a_{2} \mathbf{f}_{2}+\ldots+a_{m} \mathbf{f}_{\mathbf{m}} \in \mathbb{k}^{s}, \text { where } a_{1}, \ldots, a_{m} \in \mathbb{k}\right\}
$$

Let $M$ be a $\mathbb{k}$-module and $N \subset M$. Then, $N$ is called a $\mathbb{k}$-submodule of $M$ if the following properties are satisfied.

1. For all $f, g \in N, f+g \in N$.
2. For all $a \in \mathbb{k}$ and $f \in N, a f \in N$.

In the following section, we will introduce a submodule of interest for this work, namely syzygies of given polynomials.

### 2.6 Syzygies

Let $\mathbb{k}_{\mathfrak{k}}$ be a polynomial ring and consider polynomials $f_{1}, \ldots, f_{s} \in \mathbb{k}$. Some of the polynomial rings that we will be using in the following sections are $\mathbb{R}[t]$ and $\mathbb{R}\left[t_{1}, t_{2}\right]$. An $s$-tuple $\left(h_{1}, \ldots, h_{s}\right) \in \mathbb{k}^{s}$ of polynomials $h_{1}, \ldots, h_{s} \in \mathbb{k}_{\mathrm{k}}$ that verifies the $\mathbb{k}$-linear relation

$$
h_{1} f_{1}+\cdots+h_{s} f_{s}=0
$$

is called a syzygy on the polynomials $f_{1}, \ldots, f_{s}$. The term syzygy comes from the Greek word ou弓uyía which is used in astronomy to express an alignment of celestial bodies. We can think of a polynomial syzygy as an algebraic null alignment of the polynomials $f_{1}, \ldots, f_{s}$.

The set of all $\left(h_{1}, \ldots, h_{s}\right) \in \mathbb{k}^{s}$ such that

$$
\sum_{i=1}^{s} h_{i} f_{i}=0
$$

is a $\mathbb{k}$-submodule of $\mathbb{k}^{s}$, called the (first) syzygy module of $\left(f_{1}, \ldots, f_{s}\right)$, and denoted

$$
\operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right)
$$

Example 3. Consider the polynomial ring $\mathbb{R}[x, y]$ and consider two of its polynomials

$$
f_{1}=x^{2} \text { and } f_{2}=y
$$

Then $\left(y,-x^{2}\right)$ is a syzygy of polynomials $f_{1}, f_{2}$ since

$$
y f_{1}+\left(-x^{2}\right) f_{2}=0
$$

This syzygy is also called a trivial syzygy since for any two polynomials $f_{1}, f_{2} \in \mathbb{R}[x, y]$, it holds that

$$
f_{2} f_{1}+\left(-f_{1}\right) f_{2}=0
$$

The concepts of homogeneous polynomials and the homogeneous degree will be useful for our description of the implicit matrix representation method. Let us begin by defining homogeneous polynomials and the concept of a graded ring that we will use to define the module of syzygies of a certain homogeneous degree.

### 2.7 Homogeneous polynomials

A polynomial is homogeneous of total degree $d$ if every term appearing in it has total degree $d$. Consider a non-homogeneous polynomial $f \in \mathbb{R}\left[t_{1}, \ldots, t_{n}\right]$ of degree $d$. The homogenization of $f$ with respect to a homogenizing variable $t_{n+1}$ is the introduction of $t_{n+1}$ to $f$ such that

$$
f^{\prime}\left(t_{1}, \ldots, t_{n}, t_{n+1}\right)=t_{n+1}^{d} f\left(\frac{t_{1}}{t_{n+1}}, \ldots, \frac{t_{n}}{t_{n+1}}\right)
$$

We can dehomogenize a homogenized polynomial by setting the homogenizing variable $t_{n+1}=1$.

Example 4. Consider the polynomial

$$
f(x, y)=3 x^{2} y+x y-2 y^{5} \in \mathbb{R}[x, y] .
$$

The homogenization of $f$ with respect to the variable $z$ gives us

$$
f^{\prime}(x, y, z)=3 x^{2} y z^{2}+x y z^{3}+2 y^{5} \in \mathbb{R}[x, y, z] .
$$

Homogeneous polynomials provide a grading to a polynomial ring. A graded ring is a ring $\mathbb{k}$ that is expressible as $\oplus_{n \geq 0} \mathbb{k}_{n}$ where $\mathbb{k}_{n}$ are additive subgroups such that $\mathbb{k}_{m} \mathbb{k}_{n} \subseteq \mathbb{k}_{m+n}$. We call $\mathbb{k}_{n}$ the $n^{\text {th }}$ graded piece and the elements of $\mathbb{k}_{n}$ homogeneous of degree $n$.

Similarly, we can speak of a graded module, namely a $\mathbb{k}$-module $M$ is expressible as $\oplus_{m \geq 0} M_{m}$ and $\mathbb{k}_{n} M_{m} \subseteq M_{n+m}$ for all $m, n \geq 0$. Additionally, $N$ is a graded submodule of $M$ if $N$ is a graded module, $N$ is a submodule of $M$ and $N_{m}=N \cap M_{m}$ for all $m \geq 0$.

The set of syzygies of the homogeneous polynomials $f_{1}, \ldots, f_{s}$, which is of interest for this work, is a graded submodule. Thus, we can speak of its graded piece $\operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right)_{v}$, namely the set of syzygies of polynomials $f_{1}, \ldots, f_{s}$ of homogeneous degree $v \geq 0$. As we will mention again in the following sections, $\operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right)_{v}$ is an $\mathbb{R}$-vector space, which means that knowledge of its basis is adequate for its expression.

Now, we are ready to describe the second method for the implicitization problem which is of interest to this work. The implicit matrix representation method via syzygies does not compute the implicit polynomial of the curve or surface but rather construct a matrix which has a property that can define the curve. The basic method is well known and sketched below, for details see [3, 5].

### 2.8 Matrix representations of planar curves

We first describe the general method for computing a matrix representation of a rational planar curve via syzygy computations. Consider the parameterization $\varphi: \mathbb{P}^{1} \rightarrow \mathbb{P}^{2}$ :

$$
t=\left(t_{1}, t_{2}\right) \rightarrow\left(f_{1}(t), f_{2}(t), f_{3}(t)\right)
$$

where $f_{i} \in \mathbb{R}\left[t_{1}, t_{2}\right]$ are homogeneous polynomials of the same degree $d$ and for simplicity we assume $\operatorname{gcd}\left(f_{1}, f_{2}, f_{3}\right)=1$, i.e. $\varphi$ has no base points. In our setting, a point $t \in \mathbb{P}^{1}$ is called a base point if $f_{i}(t)=0$ for all $i=1,2,3$. Extensions for addressing base points are well-established [3].

The dehomogenization of $\varphi$ gives the rational planar curve $\mathcal{C}$ parameterized by

$$
\begin{equation*}
\left(\frac{f_{1}\left(t_{1}\right)}{f_{3}\left(t_{1}\right)}, \frac{f_{2}\left(t_{1}\right)}{f_{3}\left(t_{1}\right)}\right) \subset \mathbb{R}^{2} \tag{1}
\end{equation*}
$$

where $f_{i}\left(t_{1}\right)$ is short for $f_{i}\left(t_{1}, 1\right)$. A syzygy on the polynomials $f_{i}$ is a triple $\left(h_{1}, h_{2}, h_{3}\right)$ of homogeneous polynomials $h_{i} \in \mathbb{R}\left[t_{1}, t_{2}\right]$ that verify the linear relation $\sum_{i=1}^{3} h_{i} f_{i}=0$. We write

$$
\left(h_{1}, h_{2}, h_{3}\right) \in \operatorname{Syz}\left(f_{1}, f_{2}, f_{3}\right) .
$$

By homogenization, the $h_{1}, h_{2}, h_{3}$ have the same degree, which is the degree of their syzygy. As mentioned before, the set of syzygies $\operatorname{Syz}\left(f_{1}, f_{2}, f_{3}\right)$ is a graded module; it can be partitioned according to the degree of the syzygies. We fix a degree $v \geq 0$ and consider the set of syzygies of degree $v$, namely $\operatorname{Syz}\left(f_{1}, f_{2}, f_{3}\right)_{v}$, which is known to be an $\mathbb{R}$-vector space. Let $L_{1}, \ldots, L_{N_{v}}$ be an $\mathbb{R}$-basis of $\operatorname{Syz}\left(f_{1}, f_{2}, f_{3}\right)_{v}$, where $N_{v}$ denotes the basis cardinality.

Assuming ( $x_{1}, x_{2}, x_{3}$ ) are the homogeneous coordinates of $\mathbb{P}^{2}$, an equation of the form $\sum_{i=1}^{3} h_{i} x_{i}$ is called a moving line. We associate each $L_{j}=\left(h_{1}^{(j)}, h_{2}^{(j)}, h_{3}^{(j)}\right)$ to its moving line and we develop it in terms of the $t_{i}$ as follows:

$$
\sum_{k=1}^{3} h_{k}^{(j)} x_{k}=\sum_{i=1}^{v+1} \Lambda_{i, j}\left(x_{1}, x_{2}, x_{3}\right) t_{1}^{j-1} t_{2}^{v+1-i}
$$

where $\Lambda_{i, j}\left(x_{1}, x_{2}, x_{3}\right)$ is a linear polynomial in $\mathbb{R}\left[x_{1}, x_{2}, x_{3}\right]$. Now, we can define $\mathbb{M}_{v}(\varphi)$ as a $(v+1) \times N_{v}$-matrix whose entry $(i, j)$ is the linear polynomial $\Lambda_{i, j}\left(x_{1}, x_{2}, x_{3}\right)$.

After describing the construction method of matrix $\mathbb{M}_{v}(\varphi)$, we describe the needed property for the matrix to be an implicit matrix representation, i.e. having the property to define the given curve of parameterization $\varphi$.

Basic property: For $v \geq d-1$, the matrix $\mathbb{M}_{v}(\varphi)$ is an implicit matrix representation of the curve $\mathcal{C}$, since it holds the following property: for any point $p=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{P}^{2}$ the rank of $\mathbb{M}_{v}(\varphi)$ evaluated at $p$ drops if and only if $p$ belongs to the algebraic closure of $\operatorname{Im}(\varphi)$ [5].

We dehomogenize by setting $x_{3}=1$ and have the equivalent property for the non-homogeneous setting, that a point $(X, Y) \in \mathbb{R}^{2}$ belongs to $\mathcal{C}$ if and only if the rank of $\mathbb{M}_{\nu}(X, Y)$ drops; the latter denotes the matrix in the non-homogeneous setting.

Thus, we have described the general method of constructing an implicit matrix representation (a matrix having the above property) of a planar curve. The above method can be slightly adapted to compute implicit matrix representations of space curves and space surfaces. [3] provides an in-depth analysis of the method for these additional cases.

We will use this method as our foundation to construct an implicit matrix representation of a curve or surface when the parameterization $\varphi$ is unknown. Instead, we are given a set of parametric points which will be used to interpolate a basis for the set of syzygies of a certain degree. We direct the reader to Section 5 for the continuation of this contribution.

## 3. AN IMPROVEMENT TO THE SPARSE INTERPOLATION METHOD

Continuing from the introduction of the implicitization problem and the sparse interpolation method given in Section 2, we focus our attention to the algorithm used in [15, 13] and provide an improvement to its final step, obtaining the implicit polynomial from the kernel polynomials.

### 3.1 Avoiding GCD computation of kernel polynomials

Our contribution in this section is the avoidance of calculating the GCD of the kernel polynomials; a costly action in the case of multivariate polynomials. Instead, we prove that when the basis of the kernel of $M$ is in reduced row echelon form (RREF), then one of the kernel polynomials is the implicit polynomial, and it can be found in linear time on the cardinality of the kernel. This improvement takes advantage of the already built-in functionality of many computer algebra packages of producing the basis of the kernel of a matrix in RREF. Additionally, it avoids multivariate GCD computations and instead relies on standard matrix calculations.

```
Input: Kernel polynomials of \(M\) in RREF \(k_{i}, i=1, \ldots, N\)
Output: Implicit polynomial \(p \in \mathbb{R}\left[x_{0}, \ldots, x_{n}\right]\)
// divide by common factor
for \(i=1\) to \(N\) do
    \(/ /\) find in \(k_{i}\) the minimum degree for each variable
    \(\alpha_{0}, \ldots, \alpha_{n} \leftarrow \min _{\boldsymbol{\alpha} \in \mathcal{S U P}\left(k_{i}\right)}\left\{\alpha_{0}\right\}, \ldots, \min _{\boldsymbol{\alpha} \in \mathcal{S U P}\left(k_{i}\right)}\left\{\alpha_{n}\right\} ;\)
    \(k_{i} \leftarrow k_{i} / x_{0}^{\alpha_{0}} \cdots x_{n}^{\alpha_{n}} ;\)
end
// find implicit polynomial
best \(\leftarrow k_{1}\);
for \(i=2\) to \(N\) do
    if \(\exists j \in\{0, \ldots, n\}: \max _{\boldsymbol{\alpha} \in \mathcal{S U P}\left(k_{i}\right)}\left\{\alpha_{j}\right\}<\max _{\boldsymbol{\alpha} \in \mathcal{S U P}(\text { best })}\left\{\alpha_{j}\right\}\) then
        best \(\leftarrow k_{i}\);
    end
    return best;
end
```

Alg. 1: Findlmpl

Given the kernel polynomials of $M$, Algorithm 1 returns the implicit polynomial $p$. The correctness of this claim is proven in Lemmas 1 and 2. In Lemma 1 we show that one of the kernel polynomials is a multiple of the implicit polynomial $p$ by some monomial, while Lemma 2 shows that Algorithm 1 returns a kernel polynomial of this form.

Lemma 1 (Existence). Let $v_{1}, \ldots, v_{N}$ be a kernel basis of $M$ in RREF. Then there exists $j \in\{1, \ldots, N\}$ such that $v_{j}$ corresponds to a polynomial

$$
k_{j}=x^{\alpha} \cdot p, \alpha \in \mathbb{N}^{n+1}
$$

i.e. a monomial multiple of the implicit polynomial $p$.

Proof. Assume monomial order ord for the corresponding monomials of the columns of $M$ and that all kernel polynomials are monic, i.e. their leading coefficient is 1.

Case 1: Assume, initially, that $\operatorname{corank}(M)=1$. We shall show that the unique kernel polynomial is $k=\mathbf{x}^{\alpha} \cdot p$. We use the notation $\mathbf{x}^{\alpha}$ to denote a monomial and $p$ is the implicit polynomial.

Assume, towards contradiction, that $k=q \cdot p$ for some $q \in \mathbb{R}[\mathbf{x}]$ with $|\operatorname{SUP}(q)|>1$ and $\operatorname{SUP}(q)=\left\{\boldsymbol{\alpha}_{1}, \ldots, \mathbf{\alpha}_{|\mathcal{S U P}(q)|} \mid \mathbf{\alpha}_{1}>_{\text {ord }} \ldots>_{\text {ord }} \mathbf{\alpha}_{|\mathcal{S U P}(q)|}\right\}$.

Then, we construct a new polynomial $k^{\prime}=q \cdot p-\mathbf{x}^{\alpha_{1}} \cdot p$ and show that it corresponds to kernel vector of $M$

$$
\mathcal{N}\left(\mathbf{x}^{\boldsymbol{\alpha}_{1}} \cdot p\right) \subseteq \mathcal{N}(q \cdot p) \subseteq \mathcal{C H}(S) \Rightarrow \operatorname{SUP}\left(\mathbf{x}^{\boldsymbol{\alpha}_{1}} \cdot p\right) \subseteq S
$$

where $S$ is a superset of the support of the implicit polynomial. Here, the second inclusion is derived from the fact the construction of the interpolation matrix, whose kernel vector corresponds to $q \cdot p$. Then,

$$
\mathcal{S U P}(q \cdot p), \operatorname{SUP}\left(\mathbf{x}^{\alpha_{1}} \cdot p\right) \subseteq S \Rightarrow \operatorname{SUP}\left(q \cdot p-\mathbf{x}^{\alpha_{1}} \cdot p\right) \subseteq S
$$

That is, $k^{\prime}=q \cdot p-\mathbf{x}^{\alpha_{1}} \cdot p \neq 0$ is a polynomial with support in $S$ and therefore, corresponds to a kernel vector of $M$ (it is a multiple of $p$ ). Additionally, since $\mathcal{L T}\left(k^{\prime}\right)<$ ord $\mathcal{L T}(k), k^{\prime}$ corresponds to a kernel vector of $M$ not spanned by the kernel vector corresponding to $k$. Therefore, $\operatorname{corank}(M)>1$ which is a contradiction. Therefore, the unique kernel polynomial $k$ is of the form $x^{\alpha} \cdot p$

Case 2: Now, assume that corank $(M)>1$ or, equivalently, we have the kernel polynomials $k_{1}, \ldots, k_{i}, i>1$. Let the corresponding kernel vectors be in RREF following ord. Below, we will describe a procedure that, assuming we begin by an arbitrary kernel vector, constructs a polynomial of strictly lower degree that also belongs to the kernel of the interpolation matrix.

We choose an arbitrary kernel polynomial $k$. Then, if $k=\mathbf{x}^{\alpha} \cdot p$ for some $\alpha \in \mathbb{R}^{n}$ we terminate the procedure and consider this a success. Otherwise, if $k=q \cdot p$ for some $q \in \mathbb{R}[\mathbf{x}]$ with $|\mathcal{S U P}(q)|>1$ and $\operatorname{SUP}(q)=\left\{\mathbf{\alpha}_{1}, \ldots, \mathbf{\alpha}_{|\mathcal{S U P}(q)|} \mid \mathbf{\alpha}_{1}>_{\text {ord }} \ldots>_{\text {ord }} \mathbf{\alpha}_{|\mathcal{S U P}(q)| \mid}\right\}$
we construct a polynomial $k^{\prime}=q \cdot p-\mathbf{x}^{\alpha_{1}} \cdot p \neq 0$, such that $\mathcal{L T}\left(k^{\prime}\right)<_{\text {ord }} \mathcal{L T}(k)$, in a similar manner to Case 1. This means that $k^{\prime}$ corresponds to a vector that belongs to the kernel of $M$ but has a leading term strictly lower than $k$, with respect to ord. Thus, this new kernel vector is not spanned by $k$. But since it belongs to the kernel of $M$ it must be spanned by the kernel vectors which are in RREF.

If the new polynomial $k^{\prime}=\mathbf{x}^{\alpha^{\prime}} \cdot p$ for some $\boldsymbol{\alpha}^{\prime} \in \mathbb{R}^{n}$ we again terminate the procedure. If not, we can repeat the procedure and construct a new polynomial, whose corresponding vector belongs to the kernel of $M$, and which has a leading term strictly lower than the previous polynomial, meaning it is not spanned by any of the previous polynomials.

Notice that this procedure must terminate with a success, meaning we have achieved to construct a polynomial which belongs to the kernel of $M$, and is of the form $k=\mathbf{x}^{\alpha} \cdot p$. This is because, at each step, if the current polynomial is a multiple of the implicit polynomial by some polynomial (not monomial), we showed that we are able to construct a polynomial with a leading term of strictly smaller degree. By assuming that we do not get a polynomial which is of the form $k=\mathbf{x}^{\alpha} \cdot p$ at any step, we are able to construct an infinite chain of descending leading terms for the constructed polynomials. Since the number of terms $|S|$ is finite and the leading terms belong to $S$, the previous assumption leads to a contradiction.

Lemma 2 (Validity). The Algorithm 1 (Findlmpl) returns the implicit polynomial.
Proof. Let $k_{1}, \ldots, k_{N}$ be the kernel polynomials in RREF. From Lemma 1, we know that at least one is of the form $\mathbf{x}^{\alpha} \cdot p$.

The first step of Algorithm 1 divides each of the kernel polynomials by its common factor. After the first step, we have that $\forall i \in\{1, \ldots, N\}: k_{i}=p$ or $k_{i}=q \cdot p$.
We observe a useful property; that $\operatorname{deg}_{x_{j}}(p)<\operatorname{deg}_{x_{j}}(q \cdot p)$ for some $j \in\{0, \ldots, n\}$. Thus, if for some kernel polynomial $k$ it holds that $\operatorname{deg}_{x_{i}}(k) \leq \operatorname{deg}_{x_{i}}\left(k_{j}\right)$ for all $i \in\{0, \ldots, n\}$ and $j \in\{1, \ldots, N\}$, then $k=p$.

### 3.2 Conclusion

The proposed method for finding the implicit polynomial $p$ when given the kernel polynomials of matrix $M$ has some advantages when compared to any method of multivariate GCD or factoring. Firstly, Algorithm 1 has lower time complexity, i.e. $O(\operatorname{corank}(M) \cdot|S|)$. Secondly, it is based on basic linear algebra and matrix operations instead of number theoretic approaches, like the Chinese remainder theorem and Hensel lifting.

## 4. APPROXIMATING A KERNEL VECTOR

As we described in the previous sections, the sparse implicitization by interpolation method involves the construction of an interpolation matrix $M$, whose kernel elements correspond to multiples of the implicit polynomial $p$ by some polynomial $q$ or a monomial $\mathbf{x}^{\alpha}$. The subsequent steps of the method involved the computation of a kernel basis of $M$. The motivation behind this section is to further speed up the method and to be able to obtain an approximation of just one element of the kernel of the interpolation matrix $M$ without describing the entire kernel. We will test a method for approximating an element of the kernel of a matrix based on a variation of the power method (or power iteration). This kernel element will again correspond to a multiple of the implicit polynomial $p$ by some polynomial $q$. Finally, we will examine its drawbacks, some of which are inherent in the power method.

### 4.1 Analysis of the method

Let $M \in \mathbb{R}^{|S| \times|S|}$ be the interpolation matrix from the sparse implicitization by interpolation method, constructed as described in previous sections, where the dimension of the matrix is given by the cardinality of $S$, i.e. the superset of the predicted support of the implicit polynomial $p$.

```
Input: Matrix \(M\), iterations \(r\) of PowerMethod
Output: Vector \(v \in \operatorname{ker}(M)\)
\(G \leftarrow M M^{\top} ;\)
\(\lambda \leftarrow \operatorname{PowerMethod}(G, r)\);
\(G^{\prime} \leftarrow-G+\lambda l ;\)
\(\lambda, w \leftarrow \operatorname{PowerMethod}\left(\mathrm{G}^{\prime}, \mathrm{r}\right)\);
\(v \leftarrow M^{T} w\);
if \(v \in \operatorname{ker}(M)\) then
    return \(v\);
else
    \(G \leftarrow M^{\top} M ;\)
    \(\lambda \leftarrow \operatorname{PowerMethod}(G, r)\);
    \(G^{\prime} \leftarrow-G+\lambda / ;\)
    \(\lambda, w \leftarrow \operatorname{PowerMethod}\left(\mathrm{G}^{\prime}, \mathrm{r}\right)\);
    return \(w\);
end
```

Alg. 2: AKV

We will be basing our method on the power method, which is a numerical iterative method for computing an approximation of the eigenvalue with the largest absolute value, called
the dominant eigenvalue and its corresponding eigenvector. One of the disadvantages of the power method is that it fails when the matrix has complex eigenvalues. For this reason, instead of $M$, we will be using a variation of its Gram matrix. The Gram matrix of $M$ is defined as $M^{\top} M$ but we will instead use a variation, namely

$$
G=M M^{T} .
$$

The matrix $G$ is real symmetric since $G^{T}=\left(M M^{T}\right)^{T}=\left(M^{T}\right)^{T} M^{T}=M M^{T}=G$, and positivesemidefinite since $\forall z, z^{\top} G z=z^{\top} M M^{\top} z=\left(M^{\top} z\right)^{\top}\left(M^{\top} z\right)=\left\|M^{\top} z\right\|_{2}^{2} \geq 0$. Thus, it has real non-negative eigenvalues. By using matrix $G$ instead of $M$ we overcome the possibility of $M$ having complex eigenvalues.

Using the power method iteration, we can compute an approximation of the dominant eigenvalue of $G$, i.e. $\lambda=\max _{i}\left\{\left|\lambda_{i}\right|, i=1, \ldots, n\right\}$, where $\lambda_{i}$ are the eigenvalues of $G$. Now, we consider the shifted matrix $G^{\prime}=-G+\lambda I$. In Lemma 3 below, we shall show that $G^{\prime}$ has the same dominant eigenvalue as $G$. Thus, we can apply the power method iteration to $G^{\prime}$ in order to compute an approximation of the eigenpair $(\lambda, w)$ of $G^{\prime}$, where $\lambda \in \mathbb{R}$ is the dominant eigenvalue of both matrix $G$ and $G^{\prime}$, and $w \in \mathbb{R}^{n \times 1}$ the corresponding eigenvector.

Since $(\lambda, w)$ is an (approximate) eigenpair of $G^{\prime}$, we have that

$$
G^{\prime} w=\lambda w \Rightarrow(-G+\lambda I-\lambda I) w=0 \Rightarrow G w=0,
$$

meaning vector $w$ is a nontrivial (nonzero) element of the kernel of $G$. Since $G=M M^{T}$, we have that

$$
M M^{T} w=0 \Rightarrow M\left(M^{T} w\right)=0
$$

which means that $M^{\top} w \in \operatorname{ker}(M) \backslash\{0\}$ or $w \in \operatorname{ker}\left(M^{T}\right)$. We are interested in the first case, i.e. $M^{\top} w$ is an approximation of a kernel element of matrix $M$.

If that is not the case, and instead we have that $w \in \operatorname{ker}\left(M^{T}\right)$, we repeat the entire procedure using the Gram matrix $G=M^{\top} M$, instead of the above variation. The real symmetric and positive-semidefinite properties hold for this case too. Thus, the procedure remains the same with the difference being that we are interested in vector $w$ instead of $M^{\top} w$. That is because

$$
G w=0 \Rightarrow M^{\top}(M w)=0
$$

The entire procedure is summarized in Algorithm 2 and denoted AKV for approximate kernel vector.

Lemma 3. If $A$ is a singular positive-semidefinite matrix with dominant eigenvalue $\lambda$, then $\lambda$ is the dominant eigenvalue of matrix $-A+\lambda l$.

Proof. Since $A$ is singular and positive-semidefinite, all its eigenvalues are non-negative and one of its eigenvalues is $\lambda_{1}=0$. Let $A$ have $k$ eigenvalues and $\lambda$ be the dominant eigenvalue, so we have

$$
0=\lambda_{1}<\lambda_{2}<\ldots<\lambda_{k-1}<\lambda
$$

where $\lambda_{i}, i=1, \ldots, k-1$ are the eigenvalues other than $\lambda$. Let $q(A)=-A+\lambda l$ be a polynomial of matrix $A$. We know from the properties of eigenvalues that if $\lambda$ is an eigenvalue of $A$ then $q(\lambda)$ is an eigenvalue of $q(A)$. We can easily show that the eigenvalues of $q(A)$ are arranged as

$$
0=q(\lambda)<q\left(\lambda_{k-1}\right)<\ldots<q\left(\lambda_{2}\right)<q\left(\lambda_{1}\right)
$$

meaning that $q\left(\lambda_{1}\right)=q(0)=\lambda$ is the dominant eigenvalue of $q(A)=-A+\lambda I$.

### 4.2 Drawbacks of AKV

The method described above is a first attempt to approximate a nontrivial element of the kernel of a given matrix $M$ under the motivation of avoiding any kernel basis computations and further speeding up the method of sparse implicitization by interpolation. As such, there are drawbacks that we will present in this section.

The first drawback is the slow convergence rate of the power method iteration when $\frac{\left|\lambda_{1}\right|}{\left|\lambda_{2}\right|} \approx 1$, where $\lambda_{1}>\lambda_{2}$ the two eigenvalues with the largest absolute values. In our experiments, matrices of large dimensions, which is the case when the predicted support of the implicit polynomial is contained in a large superset, the slow convergence rate led to computational times that exceeded the time for the exact computation of a kernel basis of M. Moreover, since the power method is used twice in algorithm AKV, any of the two cases $\frac{1}{\lambda_{k-1}} \approx 1$ and $\frac{q\left(\lambda_{1}\right)}{q\left(\lambda_{2}\right)} \approx 1$, following the notation of Lemma 3, can lead to slow convergence rates.

The second drawback is that algorithm AKV computes a multiple of the implicit polynomial $p$ by another polynomial. Since the computations are numeric and we are working in the approximate setting, we must use approximate factoring if we wish to extract the approximate implicit polynomial. This further increases the computational cost of the method.

Another drawback of the proposed method is that it is not evident beforehand whether the computed vector $v=M^{\top} w$ belongs to $\operatorname{ker}(M)$ or $w \in \operatorname{ker}\left(M^{T}\right)$.

### 4.3 Conclusion and future work

We provided an initial attempt to the problem of computing a nontrivial element of the kernel of a matrix $M$ using power method. The drawbacks of the method, as we described in the previous section, are far from minor and render the method not practical in most settings.

In numerical analysis, there exist various methods other than the power method, such as the Rayleigh quotient method and the QR method etc, to compute eigenvalues (dominant or not) of a given matrix. Every method is sensitive to the type of the input matrix, and as such can be tested against the structured Vandermonde-type interpolation matrix $M$ of the implicitization by interpolation method.

The initial motivation of this method was to compute an approximation of a particular element of the kernel of matrix $M$, namely a kernel vector which corresponds to a polynomial which is a multiple of the implicit polynomial $p$ by some monomial (and not polynomial). We already showed how one can readily obtain such a vector when a basis of the kernel is known in RREF. Methods for the computation of the sparsest kernel vector can be tested to achieve the desired result [17]

## 5. SYZYGIES AND INTERPOLATION

In this section, we will provide a method for interpolating the syzygies of a set of parametric points. After computing a basis for the $\mathbb{R}$-vector space of the syzygies of a certain homogeneous degree, we will rely on the method we described in Section 2 for constructing an implicit matrix representation. We will also provide a method for computing the degree of the parameterization since we will be using it for the construction of the implicit matrix representation.

In particular, we will provide a method for constructing an implicit matrix representation under the above assumptions for each of the following cases: planar curves, space curves and space surfaces. Each method has some minor differences that we will describe in detail below.

We begin with the case of planar curves.

### 5.1 Matrix representations of planar curves using interpolation

Consider a planar curve $\mathcal{C}$ for which there exists a rational parameterization $\varphi: \mathbb{R}^{1} \rightarrow \mathbb{R}^{2}$,

$$
\begin{equation*}
\varphi: t \rightarrow\left(X(t)=\frac{f_{1}(t)}{f_{3}(t)}, Y(t)=\frac{f_{2}(t)}{f_{3}(t)}\right) \tag{2}
\end{equation*}
$$

where $\varphi$ is not known. Instead, the input is a set of triplets of the form

$$
\left(\tau_{1} ; X_{1}, Y_{1}\right),\left(\tau_{2} ; X_{2}, Y_{2}\right), \ldots
$$

such that $\varphi\left(\tau_{k}\right)=\left(X_{k}, Y_{k}\right)$, for a range of $k$ to be defined below. This means that we have as input a set of points that belong to $\mathcal{C}$ along with the value of the parameter $t$ for each point. We will call this set a parametric set of points and each of these points a parametric point. These triplets are sampled following the scenarios described in Section 2 , for instance when $\varphi$ is an arc-length parameterization and the triplets are sampled by a scanner following $\mathcal{C}$. We now provide an algorithm for computing an implicit matrix representation of the curve $\mathcal{C}$ described by this parametric trail of points.

Initially, the algorithm fixes a degree $v \geq 0$ for the degree of the syzygies it will compute. Then, the algorithm shall compute an $\mathbb{R}$-basis for $\operatorname{Syz}(X, Y, 1)_{v}$. Since the rational functions of $X(t), Y(t)$ are not explicitly known, we compute the basis in the following manner.

Consider the moving line $h_{1} X+h_{2} Y+h_{3}=0$. The expanded form of each $h_{i}$ is

$$
\begin{equation*}
h_{i}=\sum_{\delta=0}^{v} h_{i, \delta} t^{\delta} \in \mathbb{R}[t], i=1,2,3, \tag{3}
\end{equation*}
$$

where the $h_{i, \delta}$ are (unknown) coefficients. These are exactly the coefficients we need to compute in order to gain knowledge of the syzygies that are needed to construct the
implicit matrix representation of $\mathcal{C}$. This set of coefficients is an $\mathbb{R}$-vector space and we will immediately show how it corresponds to the set of syzygies. The moving line can be rewritten as

$$
\sum_{\delta=0}^{v} t^{\delta} X h_{1, \delta}+\sum_{\delta=0}^{v} t^{\delta} Y h_{2, \delta}+\sum_{\delta=0}^{v} t^{\delta} h_{3, \delta}=0 .
$$

Such equations are going to be used to determine the $3(v+1)$ unknown coefficients $h_{i, \delta}$ by interpolation at the known input triplets. For this, we define a $3(v+1) \times 3(v+1)$ matrix $H$ whose rows are indexed by evaluations $t=\tau_{k}$, and each row expresses the above equation as follows:

$$
\left[X_{k}, T_{k} X_{k}, \ldots, T_{k}^{v} X_{k}, Y_{k}, T_{k} Y_{k}, \ldots, T_{k}^{v} Y_{k}, 1, T_{k}, \ldots, T_{k}^{v}\right]
$$

We compute a basis of the kernel of matrix $H$ and rewrite each kernel basis vector

$$
\left(h_{1,0}^{(j)}, \ldots, h_{1, v}^{(j)}, h_{2,0}^{(j)}, \ldots, h_{2, v}^{(j)}, h_{3,0}^{(j)}, \ldots, h_{3, v}^{(j)}\right)
$$

as $\left(h_{1}^{(j)}, h_{2}^{(j)}, h_{3}^{(j)}\right)$ following equation (3). We can easily show that the triplets $\left(h_{1}^{(j)}, h_{2}^{(j)}, h_{3}^{(j)}\right)$, $j=1, \ldots, N_{v}$ form an $\mathbb{R}$-basis of $\operatorname{Syz}(X, Y, 1)_{v}$. This way, we have achieved to compute the needed $\mathbb{R}$-basis of $\operatorname{Syz}(X, Y, 1)_{v}$ without knowing the polynomials $f_{i}, i=1,2,3$ "behind" the parametric points. We use this basis to construct the matrix $\mathbb{M}_{v}(X, Y)$.

We focus our attention on the basic property of an implicit matrix representation described in Section 2.8. In order for the matrix $\mathbb{M}_{v}(X, Y)$ to be a matrix representation of $\mathcal{C}$, the implicit curve $\mathcal{C}, v$ must verify the inequality $v \geq d-1$. Since the degree $d$ of the parameterization is unknown in our setting, we establish the following lemma.

Lemma 4. Consider a rational parametric curve $\mathcal{C}$ of the form (2). Let $d$ be the homogeneous degree of the (unknown) $f_{i}, i=1,2,3, v \geq 0$ be the degree chosen by the algorithm and $h=\operatorname{dim} \operatorname{ker}(H)$ be the cardinality of the kernel basis of $H$. Then,

1. $h<v+1$ if and only if $v<d-1$.
2. $h=v+1$ if and only if $v=d-1$.
3. $h>v+1$ if and only if $v>d-1$.

Proof Sketch. By construction, the kernel basis of $H$ corresponds to an $\mathbb{R}$-basis of $\operatorname{Syz}\left(f_{1}, f_{2}, f_{3}\right)_{v}$ and, thus, $N_{v}=h$. The idea behind the proof is that $N_{d-1}=d[9]$ and that $N_{v}$ is an increasing function of $v$.

As a consequence, in the case $h \geq v+1$, the algorithm yields a valid implicit matrix representation $\mathbb{M}_{v}(X, Y)$ of $\mathcal{C}$. Lemma 4 is a very useful tool for our setting. Furthermore, Lemma 4 allows us to compute $d$ by constructing matrix $H$ and comparing $h$ with the selected $v$.

Example 5. Consider the folium of Descartes curve affinely parameterized as:

$$
\begin{equation*}
\mathcal{C}=\left\{\left(\frac{3 t}{t^{3}+1}, \frac{3 t^{2}}{t^{3}+1}\right) \in \mathbb{R}^{2}: t \in \mathbb{R}\right\} \tag{4}
\end{equation*}
$$

We will be using equation (4) only to sample random points of $\mathcal{C}$ for various values of the parameter $t$ and using them as triplets $\left(\tau_{k} ; X_{k}, Y_{k}\right)$ to construct the matrix $H$ as described above, so we imply that we have no knowledge of the parametric equation. We try different values of $v$.

For $v_{1}=1$, the $\mathbb{R}$-basis of $\operatorname{Syz}(X, Y)_{1}$ is $\{(-t, 1,0)\}$, that is we are in case 1 of Lemma 4 since $N_{v_{1}}<v_{1}+1$. The kernel basis cardinality is not adequate to construct a valid matrix representation of $\mathcal{C}$.

For $v_{2}=2$, the computed basis of $\operatorname{Syz}(X, Y)_{2}$ is $\left\{\left(-t^{2}, t, 0\right),(-t, 1,0),\left(-1 / 3,-t^{2} / 3, t\right)\right\}$, that is case 2 of Lemma 4. That is to be expected since we picked $v_{2}=d-1$ (notice $d=3$ for curve $\mathcal{C}$ ). Any $v \geq v_{2}$ is a valid choice to construct the implicit representation matrix $\mathbb{M}_{v}(X, Y)$.

For $v_{2}=2$, the matrix is

$$
\mathbb{M}_{2}(X, Y)=\left[\begin{array}{ccc}
-X & 0 & -Y / 3  \tag{5}\\
Y & -X & 1 \\
0 & Y & -X / 3
\end{array}\right]
$$

Let us test the drop-of-rank property at this point. Notice that rank $\mathbb{M}_{2}(3,3)=3$ since $(3,3) \notin \mathcal{C}$. By testing a point that belongs to the curve $\mathcal{C}$, for example $\left(\frac{3}{2}, \frac{3}{2}\right)$, we have that rank $\mathbb{M}_{2}\left(\frac{3}{2}, \frac{3}{2}\right)=2<3$.

Additionally, we can test point $(0,0)$ which is a point of intersection for curve $\mathcal{C}$, i.e. there exist more than one parameter values for that output the same point. In this case, rank $\mathbb{M}_{2}(0,0)=1$. Notice that the drop-of-rank is by a value of 2; the number of corresponding parameter values for this point. This additional property is explored in [3].

### 5.2 Matrix representations of space curves using interpolation

The method we have described extends naturally to the case of space curves. In this case, the degree for computing the matrix representation is $2 d-1$, meaning $v$ must be greater or equal to $2 d-1$, where $d$ is similarly defined as the homogeneous degree of the polynomials $f_{i}\left(t_{1}, t_{2}\right), i=1, \ldots, 4$. The same property ("critical" degree) holds for rational surfaces, where $d$ is defined as the total degree of the polynomials $f_{i}\left(t_{1}, t_{2}, t_{3}\right)$, $i=1, \ldots, 4$. Hence our method reduces the computation of syzygies, and eventually an implicit matrix representation, to interpolation through a point sample obtained by one of the aforementioned scenarios.

Similarly to the previous section, consider a space curve $\mathcal{C}$ for which there exists a rational parameterization $\varphi: \mathbb{R}^{1} \rightarrow \mathbb{R}^{3}$,

$$
\begin{equation*}
\varphi: t \rightarrow\left(X(t)=\frac{f_{1}(t)}{f_{4}(t)}, Y(t)=\frac{f_{2}(t)}{f_{4}(t)}, Z(t)=\frac{f_{3}(t)}{f_{4}(t)}\right) \tag{6}
\end{equation*}
$$

where $\varphi$ is unknown. The input in this case are 4-tuples of the form

$$
\left(T_{1} ; X_{1}, Y_{1}, Z_{1}\right),\left(T_{2} ; X_{2}, Y_{2}, Z_{2}\right), \ldots
$$

Again, we fix the degree $v \geq 0$ of the syzygies and consider the moving plane $h_{1} X+h_{2} Y+$ $h_{3} Z+h_{4}=0$. Each of the $h_{i}, i=1, \ldots, 4$ can be written as

$$
\begin{equation*}
h_{i}=\sum_{\delta=0}^{v} h_{i, \delta} t^{\delta} \in \mathbb{R}[t], i=1,2,3,4 \tag{7}
\end{equation*}
$$

where the $h_{i, \delta}$ are (unknown) coefficients. Thus, the moving plane can be rewritten as

$$
\sum_{\delta=0}^{v} t^{\delta} X h_{1, \delta}+\sum_{\delta=0}^{v} t^{\delta} Y h_{2, \delta}+\sum_{\delta=0}^{v} t^{\delta} Z h_{3, \delta}+\sum_{\delta=0}^{v} t^{\delta} h_{4, \delta}=0
$$

We, again, will use the above equations to determine the $4(v+1)$ unknown coefficients $h_{i, \bar{\delta}}$ by interpolation at the known input triplets. We define a $4(v+1) \times 4(v+1)$ matrix $H$ whose rows are indexed by evaluations $t=\tau_{k}$, and each row expresses the above equation as follows:

$$
\left[X_{k}, T_{k} X_{k}, \ldots, T_{k}^{v} X_{k}, Y_{k}, T_{k} Y_{k}, \ldots, T_{k}^{v} Y_{k}, Z_{k}, T_{k} Z_{k}, \ldots, T_{k}^{v} Z_{k}, 1, T_{k}, \ldots, T_{k}^{v}\right]
$$

We compute a basis of the kernel of matrix $H$ and rewrite each kernel basis vector

$$
\left(h_{1,0}^{(j)}, \ldots, h_{1, v}^{(j)}, h_{2,0}^{(j)}, \ldots, h_{2, v}^{(j)}, h_{3,0}^{(j)}, \ldots, h_{3, v}^{(j)}, h_{4,0}^{(j)}, \ldots, h_{4, v}^{(j)}\right)
$$

as $\left(h_{1}^{(j)}, h_{2}^{(j)}, h_{3}^{(j)}, h_{4}^{(j)}\right)$ following equation (7). The 4-tuples $\left(h_{1}^{(j)}, h_{2}^{(j)}, h_{3}^{(j)}, h_{4}^{(j)}\right), j=1, \ldots, N_{v}$ form an $\mathbb{R}$-basis of $\operatorname{Syz}(X, Y, Z, 1)_{v}$. We use this basis to construct the matrix $\mathbb{M}_{v}(X, Y, Z)$ in a similar manner.

The basic difference between planar curves and space curves (and space surfaces as we will later see) is the "critical" degree for the chosen degree $v$ for the degree of the syzygies. For the case of planar curves, that was $d-1$, where $d$ was the degree of the parameterization. For space curves, that "critical" degree is $2 d-1$. We do not give a detailed analysis for this result and direct the reader to [3] for more information on the topic.

### 5.3 Matrix representations of space surfaces using interpolation

In this section, a similar method for computing an implicit matrix representation will be given for the case of space surfaces. The input consists of parametric points that belong to the surface and the method is based on computing the syzygies of a certain homogeneous degree of the underlying polynomials of the rational surface.

Consider a space surface $\mathcal{S}$ for which there exists a rational parameterization $\varphi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{3}$,

$$
\begin{equation*}
\varphi: \mathbf{t}=\left(t_{1}, t_{2}\right) \rightarrow\left(X(\mathbf{t})=\frac{f_{1}(\mathbf{t})}{f_{4}(\mathbf{t})}, Y(\mathbf{t})=\frac{f_{2}(\mathbf{t})}{f_{4}(\mathbf{t})}, Z(\mathbf{t})=\frac{f_{3}(\mathbf{t})}{f_{4}(\mathbf{t})}\right), \tag{8}
\end{equation*}
$$

where $\varphi$ is unknown and instead the input consists of 5 -tuples of the form

$$
\left(\mathbf{t}_{1} ; X_{1}, Y_{1}, Z_{1}\right),\left(\mathbf{t}_{2} ; X_{2}, Y_{2}, Z_{2}\right), \ldots
$$

where $\mathbf{T}_{k} \in \mathbb{R}^{2}$ is an abbreviation of the $k$-th 2-dimensional parameter value of $\left(t_{1}, t_{2}\right)$ that corresponds to point $\left(X_{k}, Y_{k}, Z_{k}\right) \in \mathbb{R}^{3}$. Again, we fix the degree $v \geq 0$ of the syzygies and consider the moving plane $h_{1} X+h_{2} Y+h_{3} Z+h_{4}=0$. Each of the $h_{i} \in \mathbb{R}[\mathbf{t}], i=1, \ldots, 4$ can be written as

$$
\begin{equation*}
h_{i}=\sum_{\substack{\delta_{0}=\left(\delta_{1}, \delta_{2}\right) \\ \delta_{1}, \delta_{2} \geq 0 \\ \delta_{1}+\delta_{2} \leq v}} h_{i, \bar{s}} \mathbf{t}^{\bar{\delta}} \in \mathbb{R}[\mathbf{t}], i=1,2,3,4, \tag{9}
\end{equation*}
$$

where the $h_{i, \delta}$ is the unknown coefficient of $\mathbf{t}^{\delta}=t_{1}^{\delta_{1}} t_{2}^{\delta_{2}}$. Thus, in the surface case, the moving plane can be rewritten as

We will use the above equations to determine the unknown coefficients $h_{i, \delta}$ by interpolation at the known input triplets. The unknown coefficients are $2(v+1)(v+2)$, so we define a $2(v+1)(v+2) \times 2(v+1)(v+2)$ matrix $H$ whose rows are indexed by evaluations $t=T_{k}$, and each row contains the coefficients of all $h_{i, \delta}$ in the above equation.

We compute a basis of the kernel of matrix $H$ and rewrite each kernel basis vector as $\left(h_{1}^{(j)}, h_{2}^{(j)}, h_{3}^{(j)}, h_{4}^{(j)}\right)$ following equation (9). The 4-tuples $\left(h_{1}^{(j)}, h_{2}^{(j)}, h_{3}^{(j)}, h_{4}^{(j)}\right), j=1, \ldots, N_{v}$ form an $\mathbb{R}$-basis of $\operatorname{Syz}(X, Y, Z, 1)_{v}$. We use this basis to construct the matrix $\mathbb{M}_{v}(X, Y, Z)$.

As with the case of the space curves, the "critical" degree of the syzygies is $2 d-1$, meaning that the chosen value of $v$ must be greater or equal to $2 d-1$, where $d$ is the homogeneous degree of the $f_{i}, i=1,2,3,4$.

### 5.4 Conclusion

In this section, we provided a method for interpolating syzygies of polynomials from a parameterization, from a set of parametric points, when the underlying parameterization is unknown. We did this for the case of planar and space curves and space surfaces.

Additionally, we provided a method for determining the degree of the parameterization of the curve or surface from the set of parametric points.

This setting can be further studied for the case of curves or surfaces of higher dimension. Furthermore, the numerical approach to this method can be studied. Initial attempts to compute the syzygies from this set of parametric points numerically lead to a kernel of full rank. This makes the determination of the degree of the parameterization a nontrivial task. Ideas for future work at this direction include the use of the numerical rank for the determination of the dimension of the kernel.

## 6. GENERAL CONCLUSION AND FUTURE WORK

In this thesis, we based our contributions on two of the existing methods for the implicitization problem, namely the sparse implicitization by interpolation method and the method of implicit matrix representations based on the theory of syzygies. In this final section, we discuss the future work for two of the three contributions of this thesis, namely the contributions of sections 4 and 5.

As we already mentioned, the motivation for the contribution of Section 4 was to compute an approximation of a particular element of the kernel of the interpolation matrix $M$, namely a kernel vector which corresponds to a polynomial which is a multiple of the implicit polynomial $p$ by some monomial (and not polynomial). We provided a method based on the power method and explored its drawbacks, so future work towards this direction would include experimentation with different numerical methods to compute an approximation of the desired kernel vector, by taking into account the Vandermonde-type structure of the interpolation matrix $M$. Additionally, the desired kernel vector may be closely related to the sparsest kernel vector, so the method used in [17] can be studied for this scenario.

In section 5, we provided a method for interpolating syzygies of polynomials from a set of parametric points, when the underlying parameterization is unknown. We did this for the case of planar and space curves and space surfaces. As we already mentioned in the same section, this setting can be further studied for the case of curves or surfaces of higher dimension. Moreover, the numerical approach to this method can be examined, i.e. the approximation of the required syzygies, which will lead to an approximate matrix representation of the curve or surface. Future work might include the use of the numerical rank for the determination of the dimension of the kernel, which is used for the calculation of the degree of the parameterization. Numerical experiments could show the accepted threshold of the drop-of-rank property for the approximate implicit matrix representation.
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