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ABSTRACT

We consider the problem of preference representation using extensions of logic program-
ming. The effective representation of preferences is crucial in many scientific disciplines
and it can be proven useful in many real-world applications. Preference representation
formalisms in the literature usually fall into two basic categories: in the qualitative ap-
proach (where preferences are expressed with binary preference relations) and in the
quantitative approach (where preferences are represented with the use of numerical val-
ues that express the degree of interest). In this dissertation, we propose two approaches
for expressing preferences. The first approach uses an infinite-valued extension of logic
programming for expressing quantitative preferences, while the second approach uses
higher-order logic programming for expressing qualitative preferences.

We propose PrefLog, a logic programming language which uses an underlying infinite-
valued truth domain in order to support quantitative preference operators. We introduce
the syntax and the semantics of the language, and we study the properties of the Pre-
fLog operators that are needed in order for programs to behave well from a semantic
point of view. In addition, we introduce a terminating bottom-up evaluation method for
a well-defined class of function-free PrefLog programs. Ensuring termination is not a
straightforward task, because the underlying truth domain of PrefLog and the set of all
possible interpretations of a function-free PrefLog program are both infinite.

We propose the use of higher-order logic programming as a framework for representing
qualitative preferences. In this approach, relations, preferences between tuples, prefer-
ences between sets of tuples and operations on preferences are expressed in the same,
higher-order language. The programs can be evaluated by standard higher-order pro-
gramming systems, and their performance can be enhanced with generic and specialized
optimization techniques. Among these techniques, we propose a novel program trans-
formation technique for translating higher-order programs into first-order ones and we
use this technique for optimizing the higher-order programs of our interest. Finally, we
demonstrate the feasibility of our approach by presenting an implementation and an ex-
perimental evaluation of all the proposed concepts in the higher-order logic programming
language HilLog.

SUBJECT AREA: Programming Languages

KEYWORDS: Preference Representation, Infinite-Valued Logic Programming, Higher-
Order Logic Programming






NEPIAHWH

E&etddoupe 10 TTPOBANPA TG avaTTapdoTaong TTPOTIMACEWY UE TN XPAON ETTEKTACEWV
TOU AOYIKOU TTPOYPANMOTIONOU. H aTtTOTEAEOUATIKI) avattapdcTacn TTPOTIMACEWY Eival
(WTIKAG onuaoiag o€ TTOANd €TIOTNUOVIKA TTedia Kal PTTOPEI va atrodelxOei xprioiun o€
TTOAAEG TTPpaYUATIKES EQapUOYES. O1 @OpUAAICUOI avaTTapdaTaong TTPOTINACEWY oTn PBI-
BAloypa@ia ouvABwG eUTTITITOUV 0€ BUO PBACIKEG KATNYOPIEG: OTNV TTOIOTIKI TTPOCEYYIoN
(61TOU OI TTPOTIUNCEIG EKPPAlOVTAIl UE DINEPEIG OXECEIG TTPOTIUNONG) KAl OTNV TTOCOTIKK
TTPooéyyion (OTToU oI TTPOTIMACEIS AVATTAPICTWVTAI JE TN XPAON ApIOUNTIKWY TIMWY TTOU
eKQPalouv 10 BaBPO evdIaPEPOVTOG). Z€ auTr) Tn diatpiPr), TTpoTEivouue dUO TTPOCEYYi-
OEIG VIO TNV €KQPAON TTPOTIMACEWV. H TTpwTn TTPOCEyYIon XPNOIMOTIOIE JIa aTTEIPOTIUN
ETTEKTACN TOU AOYIKOU TTPOYPANMATIONOU VIO TNV £€KQEACN TTOCOTIKWY TTPOTINNCEWY, EVW
n OeUTEPN TTPOCEYYION XPNOIUOTTOIEI TOV AOYIKO TTPOYPANPATIONO UWNnAAnG TAENGS yia TV
€KQPAOoN TTOIOTIKWYV TTPOTIUNCEWV.

MpoTteivoupe TN YAwooa TpoypaupaTiopou PrefLog, pia eTTéEKTaon Tou AoyikoU TTpoypap-
MOTIOPOU TTOU XPNOIKOTIOIET éva ATTEIPO GUVOAO TINWY aARBEIag yia va uttooTnpigel Tov
OPIONO TEAECTWYV TTOOOTIKAG TTPOTiNonG. Opilouhe TO GUVTOKTIKO Kal T onuacioloyia
NG YAWoOo G Kal TTpoodIopifoupe Eva oUVOAO aTTd IDIOTNTEG TIG OTTOIEG TTPETTEI VA IKAVO-
TTOI0UV 01 OIABECIPOI TEAEOTEG TTPOTINNONG £T01 WOTE N YAWOOQA va £XEl KOAWG OpIoPEVN
onpaciohoyia. ETITTAEov, TTpOTEIVOUUE Mia “OTTO-KATW-TTPOG-TA-TTAVW” TEXVIKI) UAOTTOIN-
ong yia éva KaAwg opiouévo uttoouvoAlo Tng PrefLog TTou avTioToixei 0To TTPOTIUNCIAKO
avTioToixo NG yYAwooag Datalog. H e€ac@dAion Tng 1816TNTAG TOU TEPPATIONOU MIOG TE-
TOIOG OTPATNYIKAG BEV €ival TTPOPAVAG YIATI TO CUVOAO TWV TIHWV aAnB&iag kal To cUvoAo
TWV TTBAVWYV EPUNVEIWY YIa TETOIO TTPOYPANUATA gival Kal Ta dUO ATTEIPA.

Mpoteivoupe TN Xprion Tou AOYIKOU TTPOYPANUATIONOU UWNARG TA¢NG yia TV avattapd-
OTOON TTOIOTIKWY TTPOTINACEWY. Z€ QUTAV TNV TTPOCEYYION, OXEOEIG, TIPOTIMACEIS JETAGU
TAEIGO WV, TTPOTIUACEIG PETAEU OUVOAWYV aTTO TTAEIADEG KAl UTTOAOYIOUOI OXETIKA WE TTPO-
TIUAOEIS ekQpalovTal oTnyv idia YAwooa uwnAAfg Tédéng. Ta TTpoypdupaTa auTd YTTopouV
VA EKTEAECTOUV OE TTPAYHUATIKA OUCTAHUATA AOYIKOU TTPOYPANMKATIONOU UWNARG TAENGS Kal
N aréd001 TOUG UTTOPEI VA EVIOXUBEI EITE PE YEVIKEG EITE UE ECEIDIKEUPEVES TEXVIKEG BEATI-
oToTroinoNG. AVANECO O€ QUTEG, TTPOTEIVOUUE PIA VEQ TEXVIKI METATPOTTAG AOYIKWYV TTPO-
YPOUMATWY UWNAAGS TENG o€ KAaOIK& AoyIKA TTpoypauuaTa (TTewTNG TAENGS) Kal TNV £Qap-
MOCOUME OTA TTPOYPAUMATA TNG TTPOCEYYIONG Hag. TEAOG, ATTODEIKVUOUE TNV EQAPPOOI-
MOTNTA TNG TTPOCEYYIOAG PMAG TTAPOUCIAZOVTAG I UAOTTOINON KAl YIa TTEIPAPATIKI aglo-
Aéynon otn yAwooa Aoyikou TTpoypapuaTtioyou uwnAig t1agng HiLog.

OEMATIKH NEPIOXH: N\waooeg MNpoypaupaTiopou

AEZEIZ KAEIAIA: AvatrapdoTtaon TTpoTIHACEWY, ATTEIPOTINOG AoYIKOG MNpoypauuaTtiopdc,
Noyikog MpoypauuaTtiopuds YwnAig Tagng
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2YNOITIKH NAPOYZzIAZH THZ AIAAKTOPIKHZ AIATPIBHZ

O1 rpoTiunoeIg TTaidouv TTOAU onuavTike poAo oTn AAYnN attopacewy o€ dIAPOPES KaTA-
OTAOEIG: aTTO ATTAEG TTPOCWTTIKES ETTIAOYEG OTNV TTPWIKN TTAIBIKA NAIKia (TT.X., «TI YEUON
TTAywToU TTPOTIMAG;») MEXP!I TTOAUTTAOKO ETTAYYEAUATIKA SIAAPUATA (TT.X., «VO OKOAOU-
Briow kapiépa atn Mouaikn ) otnv MANPo@opIkn;»). Q¢ ek TOUTOU, BEV ATTOTEAEI EKTTANEN
TO OTI Ol TTPOTINNCEIG £XOUV UEAETNOEI o€ TTOAAG €mIOTNPOVIKA TTEdia, OTTws n PiAoco-
@ia [37], Ta Oikovouikd [28], kai n WuxoAoyia [49]. ETiITTA0v, N TTEPIYPO@N KAl ETTECEPYQ-
oia TTPOTIUACEWV £XEI TTOAEG e@apuoyEG 0TNV NANPOQOPIKN KUPiWG O€ TOUEIG OTTwG N Te-
xvnti Nonuoaouvn [24], ol Baoeig Asdopévwy [69] kail ol TAwooeg MNpoypapuaTtiopou [22].
Baolkog o1éxo¢ TG MEAETNG Twv TTPOTIUACEWY OTNV MNAnpogopikn €ival n dnuioupyia
YAWOOWYV Kal cuoTnUATWY TTou Ba divouv Tn duvaTdTnTa TOOO OE TTPOYPANPATIOTEG OO0
Kal o€ atTAOUG XPAOTEG VA AVATTAPICTOUV E CAPAVEIA TIG TTIPOTIUACEIG TOUG WOTE VA AU~
BAvouv TTIO OXETIKEG 1) TTIO TTEPIEKTIKEG ATTAVTHOEIG.

O1 opuaANIouOi TTOU €X0UV PEXPI OTIVUAG TTPOTABEI yia TNV avaTrapdoTacn TTPOTIMACEWY
MTTOPOUV Va XWwpPIoTOUV 0€ dUO BACIKES KATNYOPIEG: OTOUG TTOOOTIKOUS KAl TOUG TTOIOTIKOUS
QOPPAAIONOUG. 2TOUG TTOOOTIKOUG QOpUaAIouOoUG [1, 2, 3, 45], oI TTPOTINNOCEIS avaTtrapl-
OTWVTAI YE TNV XPAON apIBuNTIKWYV TIUWYV TTOU EKQPAZouV Tov BaBuod TTpoTipnong (1T.X., «n
TTPOTINNON Pou yia utTupa gival 0.9 evw yia kpaoi gival 0.2»). AvTiOeTa, 0TOUG TTOIOTIKOUG
@opuaAiopoug [17, 19, 32, 36, 80], oI TTPOTIUACEIS AVATTAPIOTWVTAI JE ATTEUBEIAG OUYKPI-
O€IG TT.X., «TTPOTIUW PTTUPA aTTO KPAGi») TTOU 0dnyouv OTOV OPICHO OIUELWYV OXETEWV
mporiunong. Kabe katnyopia £xel Ta SIKA TNG TTAEOVEKTHUATA KAl IEIOVEKTHUATA. AQEVOC,
N TTOIOTIKI) TTPOCEYYION €ival TTIO EKPPACTIKA ATTO TNV TTOCOTIKA: OTTWG TTPOKUTITEl ATTO
TN BIBAIoypagia [17, 69], uTTdpxouv DIPEPEIG OXETEIG TTPOTINNONG TTOU OEV PTTOPOUV VO
EKQPPACTOUV OTO TTOOOTIKO POVTEAO. AQETEPOU, OTIG TTOOOTIKEG TTPOCEYYIOEIG ITTOPEI VO
O1aKkpI1B€i TO TTOCO TTPOTIUNTEO €ival Eva AVTIKEIMEVO ATTO éva AAAO ATTAG CUYKPIVOVTAG TIG
Ouo TIYEG TTPOTIMNONG (TT.X., £€va AVTIKEIUEVO TTou £XEl BaBuo trpoTipnong 0.9 gival TToAU
M0 TTPOTIUNTEO aTT KATTOI0 PE BaBud trpoTipnong 0,001, aAAG givail Aiyo TTI0 TTpOoTINNTED
atro éva dAANo pe BaBud trpotipnong 0,899).

H peAéTn TNG OXETIKNG BIBAIoypagiag odriynoe oTtnv trapartrpnon o1l TG00 Ol TTOIOTIKEG
OO0 KaI 01 TTOOOTIKEG TEXVIKEG TTOU €XOUV avaTITUXOEI, a@rjvouv apKeTa TTEPIBWPIA VIO ON-
MavTIKR BeATiwon, TG00 aTTd ATTOWN EKPPACTIKOTATAG 600 Kal atroTeEAeoUaTIKOTNTAG. OI
TTOOOTIKEG TTPOCEYYIOEIC OUVABWGS XPNOINOTIOIOUV OUVAPTATEIC TTPOTIUNOEWYV [3, 45] yia
va uttoAoyidouv Toug BaBPouUg TTPOTIiNNONG: WOTOCO, OeV gival TTAVTOTE dUVATO VA OPIOTEI
Mia TéETola ouvapTtnon TTpotiunong (BA. [32]). EmitTAéov, o1 XpNOTEG OTIG TTEPICCOTEPES
TTEPITITWOEIG eV gival 181aiTEPa TTPOGOUNOI Va 0pidouV TIG TIPOTIMACEIG TOUG UE APIOUNTIKES
TIMEG, AAAG TTPOTIUOUV va TIG EKPPALOUV e BNAWTIKO TPATTO (BA. [24]). O1 TTOI0TIKEG TTPO-
TIMAOEIG £€XOUV KAl QUTEG TIG aduvadieg Toug. MNpwTov, TIPOCPEPOUV CUVHBWG £Va OPKETA
TTEPIOPICHEVO CUVOAO AEITOUPYIWV YIA TNV ETTECEPYATia TwV TTpoTIURoEwV [17, 80] (ouvh-
Bwg TTPOCPEPETAI HOVO £vag TEAEOTAG TTPOTINNONG WE TO dIAICONTIKO vONUa «PBPEG TA TTIO
TTPOTINWHEVA QVTIKEIMEVA CUPQWVA PE TNV d0Bgica oxéon TTpoTiunong»). AeUTEpOV, OXE-
OOV OAEG OI TTPOCEYYIOEIS XPNOIUOTTOIOUV BUO EEXWPIOTEG YAWOOEG, Hia yia TV avaTrapd-
oTOON TNG PACIKAG YVWONG KAl Jia yia TNV avaTtapdoTacn Twv TTpoTiufocwy [17, 32, 36],
KAvovTtag TN 00PN TNG avammapdoTacns 0TO OUVOAO TNG OXETIKA avopoiouop@n. ETimTAéoy,
Ol TTOIOTIKEG TTPOOEYYioeIG BaoifovTal oe OOPEG OTTWG Ol OXETEIS UEPIKNGS diaraéng. H dia-
OIKOOoia XEIPIOUOU HIAG TETOIAG MOVTEAOTTOINONG €ival OAPWG TTIO TTOAUTTAOKN OTTO EKEIVN
MIOG TTOOOTIKAG TTPOTIUNONG TTou BacifeTal o€ apiBuNTIKEG TIMEG. ZUVETTWG, N AVATITUEN
TEXVIKWV BEATIOTOTTOINONG YIA TNV £vioXUon TNG ATTOB00NG TWV QOPHAAITHUWY TTOIOTIKWV



TIPOTIMACEWY PTTOPEI VA gival KOBOPIOTIKAG oNUACiag aTTd TTPAKTIKA dtToyn.

2KOTTOG TNG OIBAKTOPIKNG dIATPIRNG AUTAG €ival N dIEPEUVNON VEWV QOPUANICUWY VIO TNV
AvVOTTAPACTOCT KOl ETTECEPYATIa TTPOTINACEWYV. 10 CUYKEKPIPEVA, TTPOTEIVETAI N XPRON
OUO KATAAANAWV ETTEKTAOEWYV TOU AOYIKOU TTPOYPAUUATIOUOU VIO TNV avaTTapdoTacn Kal
ETTECEPYATIQ TTPOTINNCEWV.

* H mpwTtn TTpOCEyyIon XPNOIMOTIOIET PIa ETTEKTACN TOU AOYIKOU TTPOYPAUUATIONOU
ylQ TNV £KQPAOCN TTOOOTIKWYV TTPOTIUACEWY. AuTr) N YAWooa BacileTal O€ Eva ATTeipo
OUVOAO TIUWV aAnBeiag TIPOKEINEVOU VA UTTOOTNPIEEI TTOOOTIKOUG TEAEOTEG TTPOTIlN-

ong.

* H deUTePN TTPOCEYYION XPNOIMOTIOIEI TO AOYIKO TTpoypauuarnoud uwnAng taéng yia
TNV £KQPAON TTOIOTIKWY TTPOTINNCEWY. 2TO TTAQICI0 QUTO, 01 DINEPEIC OXETEIC TTPOTI-
MNONG Kal Ol TEAEOTEG TTPOTIMACEWY EKPPAlOVTAl OTNV idIa YAWooa UYnANG TagnG.

O1 TTpooeyyioeIg pag TTPOoTTaBoUV Va LETTEPACOUV TA PEIOVEKTHATA TTOU avapépdnkav
TIPONYOUUEVWG. 2TNV TTOOOTIKA JAG TTPOCEYYION, O XProTNG OEV OpiCel TNV TTPOTIKNOT TOU
ATTEUBEIQG PE KATTOIA TIMA TTPOTIMNONG, OAAG TNV eKPPACEl ONAWTIKA, XPNOILOTIOIVTAG
KATAAANAOUG TEAEOTEG TTPOTINNONG. ZTNV TTOIOTIKA JOG TTPOCEYYIOT, N avatrapdoTacn Twv
TIPOTINACEWV €ival IO opoIdpopen agou n PovTeAoTToinon TG PBACIKAG yvwaong, Twv
TTPOTIMACEWV KOl TOV TEAEOTWV TTOU €TTEEEPYALOVTAl TTPOTIUACEIS YIVETAI XPNOIUOTIOIW-
vTag Tnv idla yA\wooa. EmmimmAéov, divetal n duvartotnTa yia TOV OPIOUO VEWV TEAECTWV
emegepyaaciag Tavw o€ OXETEIC TTPOTIUNONG, EKTOC ATTO EKEIVOUG TTOU TTPOCPEPOVTAI OTIG
TTEPICCOTEPEG TTOIOTIKEG TTPOCEYYIOEIG 0TN BIBAIOypagia.

2Tn OUVEXEIa Ba TTEPIYPAYWOUE TIG BACIKEG APXESG TWV OUO TTAPATTAVW TEXVIKWYV YIA TNV
AvVOTTapPACTOCT) TTPOTINACEWY, divovTag pia dIaioOnTIK eI0aywyr Kal €va TTapadelyua yia
KaBepia atrd TIG TTPOCEYYIOEIS TTOU avaTITUooovTal oThV dIaTpIP.

Mooortikég MpoTipnRoeig Kal ATreipoTipog Aoyikég MNMpoypappaTiIopnog

H kevTpIKn 1060 TNG TTPOCEYYIONG TTOU XPNOIUOTTOIET TOV ATTEIPOTIUO AOYIKO TTPOYPANUATI-
OO VIO TNV £EKPPACN TTOCOTIKWY TTPOTIMNCEWY UTTOPEI VA TTEPIYPAPEI CUVOTTTIKA WG £CAG:

«Mropouue va EMITUXOUUE UIQ EKQPATTIKN TTEQIYPAQPN TTPOTIUNCEWY XPNOIUOTTOIWVTAS
i Aoyikn pe TToAAES TIUESC aAnBeiag atnv oTroia Ta SIaQOPETIKA ETTITTEOX aAnBeiag va avri-
aToIxoUV o€ dIaPOoPETIKOUS BabBuoug mporiunong. Ia va givai mo uaikn n meplypa@n, 6a
TTPETTEI O XEIPIOOC TwV OIAPOPETIKWV ETITTEOWV AARBEIaS va un yiverai ue armeubeiag me-
éepyaaia Twv aAnBotiuwy, aAAG ue Tn xpnon TEAECTWYV TTOU TTPOCOUOIALOUV UE TEAEOTEC
TTPOTIUNONS TTOU UTTAPXOUV KAl OTIS QUOIKEC YAWOOECH.

H mmapatrdvw 16€a PTropei va gnynBei KaAUTEPA PE Eva TTAPAdEIYUA.

Mapdadeiypa 1. Ac urmrobBéoouue Ot BEAoUuE va XPNOILOTTOINTOUE £va NAEKTPOVIKO OU-
OThUAa KpATNoNG TITNOEWV yia va meraéoupe arro tnv Abnva otn Bootwvn. A¢ uttoBéooupue
emmiong ot Ba BéAaue va rerdéoupe av givar duvartov UE THv agPOTTOPIKN eTaipia «Reliable
Airlines». H mrapamavw 1mporTiuncn Uimopei va KwoIKOTToINOEi we €NG:

desired_flight(F) :- from_to(athens,boston,F),
and-if-possible carrier(F,reliable_air).



To maparmr@vw TPoYpauud LIOIGLE! LUE Eva KAAOIKO TTPOYpaUa AOyIKOU TTPOYPQUUATIOLOU,
UE TN 31aQpopPA OTI XPNOIUOTTOIEI TOV TEAEOTH and-if-possible. AV UImpoaoTa amo éva ATouo
OEV UTTAPXEI QUTOS O TEAEDTNC, TOTE TO ATOLO EKPPALE! LIa OUVONKN TTOU TTPETTEI OTTWOON-
TOTE va TTpayuarorroinBei. AIaQopeETIKd, TO ATOUO EKQPALE! Id TTPOTIUNON TTOU «KaAd Ba
nrav va ikavorroinBeiy. Twpa, ac UTTOBECOULE TNV EKTEAEDN EVOC ELWTAUATOS THS HOPPHC:

?7- desired_flight(F).

Av 10 gpwrnua emTuxel, T0TE BpRKaue wia mrnon amd v ABhva orn Boortwvn ue tnv
«Reliable Airlines». EQv 10 EpwTnuUa arroTuxel, TOTE OV UTTAPXEl Kauuia TTTHoN a1t ABnva
mpo¢ Bootwvn. EGv 10 epwtnua amroTuxel eV EPEI (QuTO onuaiver 011 uttoAoyileTal o€ pia
evoIauean TiunR aAnBeiag), 10T BPEONKE ia TTITHON N orroia Ouwg o¢v givai e Tnv «Reliable
Airlines». Auté onuaiver 0TI UTTOPOUNE UEV VA TTETAEOUNE OTOV TTPOOPICUO LIAS, aAAG Oxi
LE THV QEPOTTOPIKN ETAIpIA TNS TTPOTIUNCNS UAS.

Ma 1N BepeAiwon TG TTapaTTavw TTPOoEyyiong [62, 63], TTpoTeivouue Tn yAwooa PrefLog,
n otroia €ival hia YAwooa AoyIKOU TTPOYPANPATIONOU TTOU XPNOIUOTIOIEI TEAEOTEG TTPOTI-
MNONG yIa TNV £KQPACT TTPOTIUACEWYV (OTTWG TT.X. 0 and-if-possible). [poodiopiloupe
€va oUVOAO aTTO 1810TNTEG TIC OTTOIEG AV TIC IKAVOTTOIOUV O TEAEOTEG TTPOTINONG, TOTE
n yYAwooa PrefLog Ba €xel kaAwg opiopévn onuacioAoyia. Eicdyoupe did@opous TeAe-
OTEG TTPOTIMNONG Kal divouue TTOAAG TTapadeiypuata avamapdotaong TTPoTIMACEwWY. Té-
AOG, TTPOTEIVOUNE HIO «OTTO-KATW-TTPOG-TA-TTAVWY» UEBODO UAOTTOINONG TTOU TEPUATICE! VIO
TTPOYPAPMATA TTOU AVAKOUV éva KaAWG opiopévo uttooUvolo Tng PrefLog kai atrodeikvu-
OUME TNV 0pBATNTA TNG.

MoioTikég MpoTipRoeig kal Aoyikog MpoypappaTtiopds YynAng Tagng

H kevtpikn 16€a TNG TTPOCEYYIONG TTOU XPNOIKOTIOIEI TO AOYIKO TTPOYPAUMATIONO UWNARG
TAENG yIa TNV £KQPACH TTOIOTIKWYV TTPOTIMACEWY UTTOPEI VA TTEPIYPAPEI CUVOTITIKA WG EENG:

«AQOU oI TTPOTIUACEIS UTTOPOUV VA EKPPATTOUV LIE TN XPHON OXEOEWV Kal agou n eTTEEEP-
yaoia Twv TPOTIUNCEWY UTTOPEI VA YIVEI LIE TN XPNON TEAECTWYV TTOU TTAIPVOUV WS TTapAaE-
TPOUS OXETEIC, Ba UTTOPOUCE KAVEIC va XPNOIUOTTOINOEl UIa yAWooa AOYIKOU TTPoypauud-
TIoOU uwnAng 1aéng n orroia utrooTnPifel TOOO TOV OPICUO OXETEWV OO0 Kl TOV OPICIO
TEAEOTWV TTAVW OE QUTESY.

H mmapatravw 16€a ptropei va ¢nynBei KaAUTeEpa Pe Eva TTapadelyua.

Mapadeiypa 2. Eotw 011 £xoupe pia oxéon pe Taivie¢ movie ((Name ,Genre ,Rating) ). AG
utTOBéo0UUE OTI BEAOUUE va EKPPATOUUE TNV TTAPAKATW OXE0N TTPOTIUNONGS: «[MpoTIuw uia
raivia amré pia aAAn av givai tou idiou €idouc aAAa n mpwTn éxel uwnAdTepn BabuoAoyiax.
H oxéon autn Tepiypa@eral ToAU EUKOAQ UE TO TTAPAKATW AOYIKO TTPOYpauUa:

c_pref ((N1,G,R1), (N2,G,R2)) :-
movie((N1,G,R1)),
movie((N2,G,R2)),
R1 > R2.

To maparmrdvw Aoyiké mpdypauua givar mpwtng 1aéng, o xpnoiuotroisi dnAadn Karmoia
XAPAKTNPIOTIKG uwnAng taéng. Av BéAoue duwe va opiooue éva TeEAEOTH TTou TEéEpya-
ZeTal OXETEIS TTPOTIUNGNS OTTWCS N TTAPATTAVW, XPEIAlOUATTE TIC OXETEIC uwnAng taénc. MNa
TAPAOEIyUd, UTTOPOULE VA OPICOUUE TOV TTAPAKATW TEAEOTN TTPOTIUNONS winnow (C,R,T)-



0 TEAEOTHS QUTOC ETTIOTPEQPEI TIC KAAUTEPES TTAEIAOES T aTTO Ui oxéon R oUuu@wva Ue pia oi-
uepn oxéon mportiunong C. MNaparnpouue 0TI To TAPAKATW TTEOYPAUUA gival uwnAng Taéng
KaBwg Exouue peTaBAnTéc mou gu@avidovral otn BEon KATNyopnuUATwY Kal KAaTnyophuara
TTOU TTAipVOUV WS TTapAuETPOUS AAAT KaTnyopnuara:

winnow(C,R,T) :- R(T), not bypassed(C,R,T).
bypassed(C,R,T) :- R(Z), C(Z,T).

2UVETTWCE, TO TTAPAKATW £P0WTNUA:

?7- winnow(c_pref,movie,T).

Oa eMIOTPEWEI TIC TTPOTILUOTEPES TAIVIES ATTO TNV OXECN movie OUUQWVA UE TN {NTOUUEVN
oxéon mporTiunong c_pref.

H mapatmdvw mpooéyyion [13, 14] emepvacl T TTEPICCOTEPA PEIOVEKTHUATA TTOU £XOUV
Ol UTTAPYXOUCEG TTOIOTIKEG TEXVIKEG TOOO OTIG BAceIg dedopévwv 600 Kal 0TO AoyIKO TTPOo-
YPAMUATIONO. H TEXVIKA aQuTA TTAPEXEI Eva €VIAIO TTAQICIO yIa TNV TTEPIYPAPN TTOIOTIKWV
TIPOTIMACEWY, OTO OTTOIO N MOVTEAOTTOINCN TNG BACIKAG YVWOoNG, TWV TTPOTIMACEWY Kal
TOV TEAEOTWV TTOU €TTECEPYALOVTAI TTPOTIUACEIG YiveTal 0TV id1a YAwooa Aoyikou TTpo-
YPOUMATIONOU UWnANG Ta¢ng. Ta TTpoypAUPOTA QUTA ITTOPOUV VA EKTEAECTOUV O€ TTPAY-
MOTIKG OUCTAMATA AOYIKOU TTPOYPOMMATIONOU UYWNANG TAENG Kal N attédo0r Toug PTTOPEi
VQ EVIOXUDBEI €iTE PE YEVIKEG €iTE PE ECEIBIKEUPEVES TEXVIKES BEATIOTOTTOINONG. AVvApEeoa o€
QUTEG, TTPOTEIVOUME IO VEA TEXVIKA UETATPOTTAG AOYIKWYV TTPOYPANHATWY UWNAAG TAENG
o€ KAAOIKA AoyIKG TTpoypdppaTa (TrpwTtng TagNg) [73] kai TNV epapudloupe oTa TTPOYPAU-
MOTa TNG TTPOCEYYIONAG Hag. TEAOG, aQUTA N TTOIOTIKA TTPOCEYYIOT MTTOPE va BPEl EQApUoyn
O€ TIPAKTIKA CUCTHHOTA ETTEPWTAOEWYV £EW ATTO TO TTEDIO TOU AOYIKOU TTPOYPANUATIOHOU
Kl TWV OXECIAKWY BAcewyv dedouévwy [74].

Zuvelo@opd otnv EmoTtnuoviki Nvwon

H gpeuvnTikr) ouvelo@opd TnG dIaTPIBAG cuvowileTal OTA TTAPAKATW ChUEIA:

* [porteivetal n yAwooa TTpoypauuaTtiopou PrefLog, n otroia gival pia TToooTIKY €TT¢-
KTOON TOU AOYIKOU TTPOYPOUMATIONOU Yia ThV €K@PACh TTPOTINACEWY. H yAwooa
auTh BacileTal o€ Eva ATTEIPO OUVOAO TINWYV aAnBEiag Kal OToxeuel TNV avatrapd-
OTOON TTOCOTIKWYV TTPOTIUACEWY PE TNV XPNON KATAAANAWY TEAEOTWV TTPOTIUNONG.
MpoodiopieTal éva oUVOAO aTTO IDIOTNTEG TIG OTTOIEG TTPETTEI VA IKAVOTTOIOUV 01 I100€-
OIJOI TEAEOTEG TTPOTIUNONG £TO1 WOTE N YAWO OO VA €XEI KAAWG OPICUEVN GNUACIOAO-
yia. MNpoteivovTal d1a@opol TEAEOTES TTPOTIUNONG Kal divovTtal TTOAG TTapadeiypaTa
avaTTapAoTaONG TTPOTIMNCEWV.

» Elodyetal pia «a1méd-KATW-TTPOG-TA-TTAVWY» TEXVIKI UAOTTOINONG YIa éva KAAWG opl-
odévo uttooUvoAo TnG PrefLog, TTou avTioToIXEl OTO TTPOTINNGCIOKO AVTIOTOIXO TNG
yAwooag Badoeswyv dedopévwy Datalog. AtrodeikvueTal N opBdTNTA TNG TEXVIKAG QU-
TAG, KABWG Kal To yeyovog OTl N dladikacia UTToAoyIoPoU TepPATICEl yia KABE TTPO-
YPOUMO TTOU AVAKEI OTO CUYKEKPIPEVO UTTOOUVOAO TNG YAwooag. AgiCel va onuelwOEi
oTI (avTiBeTa pe 61T oupBaivel otnv Datalog) n e€acedAion Tng 1I816TNTAG TOU TEPUATI-
OMdoU pIag TETOIOG OTPATNYIKAG OeV gival TTpo@avis. To GUVoAo Twv TINWY aAnBeiag
gival ameipo, otroTe YIa aPeANG aTpaTtnyikr Ba xpeialdtav Atreipa BANOTA va A€l-
TOUPYAOEI AKOUA Kal YIa TTETTEPACUEVA TTpoTaoIakd PrefLog trpoypduuara.



* [porteiveTal n Xxprion Tou AOYIKOU TTPOYPAUMATIONOU UWNAAGS TAENG VIa TNV avatra-
PACTACT KAl TNV ETTECEPYATIA TTOIOTIKWY TTPOTINACEWV. H KEVTPIKN 16€a TNG TTPOCEY-
ylong autng BacieTal oTnV TTapATHPENON OTI EPOCOV (OTTWG AVAPEPAUE VWPITEPQ)
Ol TTOIOTIKEG TTPOTIKNOEIG EKPPAloVTal WG OIUEPEIC OXETEIG, Apa N ETTECEPYQTIA TTPO-
TIUACEwWV YiveTal pe diadikaoieg TTou AauBAvouv wg opiouaTa OXECEIG. ZUVETTWG N
XpPnon piog yAwooag upnAig 1agng (n otroia utrooTnpilel TOGO TOV OPIoHO OXETEWV
000 KOl TOV OpIOUO TEAEOTWV TTAVW O€ QUTEG) TIPOCPEPEI MIA EVIAIA KAI KOPWI) ava-
TTapaoTacn. EmITTAE0V, N @AIVOPEVIKA TTIO ATTAITATIKY TTEPITITWON TWV TTPOTINACEWY
avaueoa og oUVOAQ, UTTopEl va avatrapaoTabei e€icou eUKOAA, KOBWGS oI TTPOTIUN-
o€IG METAEU OUVOAWV gival oUCIAoTIKA OXEOEIG OEUTEPNG TAENG KAl ETTOPEVWG UTTO-
poUV va KwdIKOTToInBouv eUKOAa o€ pia YAwooa uwnAng Tééng.

* H16éa TG Xxpriong KatnyopnuAtwy UWnANRG TagNG yia TNV ATTOTEAECUATIKY AvOoTTa-
PACTACN TTPOTINACEWYV, UAOTTOINBNKE PE TN XPOoN TNG YAWOOAG AoyIKOU TTPOYPa-
MaTiopou uwnAnG Tagng HiLog oto cuoTtnua XSB. ETTiong, xpnoiyoTrolouvTal €¢el-
OIKEUPEVEG TEXVIKEG BEATIOTOTTOINONG AOYIKWYV TTPOYPANMATWY UWNANG TAENG TTOU
MOVTEAOTTOIOUV TTOIOTIKEG TTPOTIMACEIG TOOO avdapeoa o€ atmAd oToixeia 600 Kal O€
OUVOAQ. AvAUEDQ OTIG TEXVIKEG QUTEG, TIPOTEIVETAI PIA VEQ TEXVIKNA UETATPOTIAG AoyI-
KWV TTPOYPAMMATWY UYNANG TAENS o€ KAAOIKA AoyIKG TTPoYPAPuaATa TTPWTNG TAENG.
H TeXVIKA auTh €QapuOleTal O€ Eva COPWGS OPICHUEVO UTTOGUVOAO TOU AOYIKOU TTPO-
YPOUMATIONOU UWNANG TAENG (TTOU EPTTEPIEXEI TTPOYPANPATA TTOU EKPPALOUV TTOIO-
TIKEG TTPOTIMNACEIG). H atmoTEAECUATIKOTNTA TWV TEXVIKWY QUTWYV TEKUNPIWVETAI Kal
TTEIPANATIKA. O KWAIKAG TNG UAOTTOINONG KABWG Kal Ta TreipduaTta gival dlabéoiua
oe dNuooIa aTToBeTAPIA.
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Extensions of Logic Programming for Preference Representation

1. INTRODUCTION

The purpose of this dissertation is to use extensions of logic programming in order to
express preferences. The effective representation of preferences is crucial in many sci-
entific disciplines and it can be proven useful in many real-world applications. We pro-
pose two approaches for expressing preferences. The first approach uses infinite-valued
logic programming for expressing quantitative preferences. This language is based on
an infinite set of truth values in order to support operators for expressing preferences.
The second approach uses higher-order logic programming for expressing qualitative
preferences. In this approach, preference relations and operations on preferences are
expressed in the same, higher-order language. We argue that infinite-valued logic pro-
gramming and higher-order logic programming are two very expressive frameworks for
representing and manipulating preferences.

1.1 Motivation

Preferences play a major role in human life. They can affect us in many situations; from
simple personal choices in early childhood (e.g., “which ice-cream flavor do you pre-
fer?”) up to complex professional decisions (e.g., “should | pursue a career in music or
in computer science?”). Therefore, it comes as no surprise that preferences have been
explored in many scientific disciplines (such as philosophy [37], economics [28], and
psychology [49]). Research in preferences is very active in Computer Science, mostly
in areas such as Atrtificial Intelligence [24], Database Systems [69], and Programming
Languages [22]. One of the main objectives of the study of preferences in Computer
Science is the design of languages and frameworks that can provide us with the ability to
choose among alternatives in a declarative way, whether these alternatives are problem
solutions, program answers, or query results. Effective user preference representation
formalisms can be applied in information systems so that the responses presented to the
users can be more compact and comprehensive because it can reflect their true interests.

Preference representation formalisms usually fall into two basic categories [69]. In the
quantitative approach [1, 2, 3, 45], preferences are represented by a preference value
function. Each object is associated with a preference score, which is a numerical value
that expresses the degree of interest (e.g., “my preference in beer is 0.9 while in wine it is
0.2”). Inthe qualitative approach [17, 19, 32, 36, 80] preferences are expressed by direct
comparisons between objects (e.g., “| prefer beer over wine”), thus resulting in a binary
preference relation. Each category has its strengths and its weaknesses. The qualitative
approach is more general than the quantitative approach (i.e., not all preference relations
can be expressed by scoring functions or through degrees of interest [17, 69]). On the
other hand, quantitative preferences can distinguish how much preferred one object is
over another (e.g., a preference score of 0.9 is much more preferred than a score of
0.001, but is a little more preferred than a score of 0.899).

As a general observation, we could say that both qualitative and quantitative formalisms
that have been developed leave much room for improvement both in terms of expressive-
ness and efficiency. Quantitative approaches usually rely on the definition of a preference
function. However, a preference function cannot always be defined, and if it can, users
in most cases are rarely willing to express their preferences directly in terms of such a
function. Qualitative approaches have their weaknesses too; first, they usually offer a
quite limited set of preference operations—in most cases, only one preference opera-
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tor can be used (namely, “find the most preferred objects according to this preference”);
second, almost all approaches use two distinct languages, one for representing the base
knowledge and one for representing the preferences, making the structure of the rep-
resentation non-uniform. Moreover, qualitative approaches rely on structures such as
partial order relations, which are more complex than simple numerical values; therefore,
the process of handling a qualitative preference is clearly a more complex task than that
of a quantitative preference. As a result, the development of optimization techniques
for enhancing the performance of qualitative preference frameworks can be of crucial
importance from a practical point of view.

The purpose of this dissertation is to study new, more expressive formalisms for rep-
resenting and manipulating preferences. In particular, we use two extensions of logic
programming:

 The first approach uses infinite-valued logic programming for expressing quantita-
tive preferences. This language is based on an infinite set of truth values in order
to support operators for expressing preferences.

» The second approach uses higher-order logic programming for expressing qualita-
tive preferences. In this approach, preference relations and operations on prefer-
ences are expressed in the same, higher-order language.

Our approaches attempt to overcome the shortcomings that were mentioned previously.
In our quantitative approach, the preference values are not denoted directly but are ex-
pressed using appropriate preference operators. In our qualitative approach, base re-
lations, preferences, and operations on preferences are represented using the same
language making our approach more uniform. In addition, our framework allows the def-
inition of many preference operators other than those that are offered in most qualitative
approaches in the literature.

1.2 Our Approaches

In this section, we present a high-level description of our approaches for extending logic
programming for expressing preferences. The central idea behind each one of our ap-
proaches is illustrated with a simple motivating example.

1.2.1 The infinite-valued approach

The central idea of the infinite-valued approach can be summarized as follows: We can
represent quantitative preferences with an infinite set of truth values, such that the dif-
ferent levels of truth correspond to different degrees of preference. In order for the de-
scription to be more natural though, the manipulation of the different levels of preference
should not be done by processing the truth values directly, but with the use of operators
that resemble preference operations that appear in natural languages. The above idea
can be illustrated in the following example:

Example 1.1. Suppose that we are using an online flight reservation system in order to
fly from Athens to Boston. Assume that we want to book a flight ticket from Athens to
Boston, flying if possible with “Reliable Airlines”. This fact can be encoded as follows:

desired_flight(F) :- from_to(athens,boston,F),
and-if-possible carrier(F,reliable_air).
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The above program looks like a classic logic program, with the difference that it uses
the and-if-possible operator. If this operator is not present then the atom expresses a
necessary condition; otherwise, the atom expresses an optional condition that it “would
be preferable but not necessary, to be satisfied”. Now, suppose that we issue a query of
the form:

?- desired_flight(F).

If the query succeeds then we found a flight from Athens to Boston with Reliable Airlines.
If the query completely fails then there does not exist any flights from Athens to Boston.
If the query partially fails (meaning that it is evaluated into an intermediate truth value),
then a flight has been found which however is not with Reliable Airlines. This means that
we can fly to our destination, but not traveling with the carrier of our preference.

In order to formulate this approach [62, 63] we introduce the logic programming language
PrefLog, its syntax, and its semantics; in particular, we study the properties of the Pre-
fLog operators that are needed in order for the PrefLog programs to behave well from a
semantic point of view. In addition, we introduce a bottom-up evaluation method for a
well-defined class of function-free PrefLog programs.

1.2.2 The higher-order approach

The central idea of the higher-order approach can be summarized as follows: Since qual-
itative preferences can be expressed using binary preference relations, and since oper-
ations on preferences involve operations that take preference relations as arguments, a
higher-order language can offer increased representation capabilities. The above idea
can be illustrated in the following example:

Example 1.2. Suppose that we have a relation of movies movie ((Name,Genre,Rating)).
Now, suppose that we want to express the following preference relation: “Prefer one
movie over another iff their genres are the same and the rating of the first is higher”. This
preference relation can be encoded easily using the following logic program:

c_pref ((N1,G,R1), (N2,G,R2)) :-
movie((N1,G,R1)),
movie((N2,G,R2)),
R1 > R2.

The above program is a first-order one, so it does not use any higher-order features.
However, if we want to define an operator that processes preference relations such as the
above, we need to define higher-order predicates. For example, the following operator
winnow(C,R,T) returns the best tuples T from a relation R according to a binary preference
relation C:

winnow(C,R,T) :- R(T), not bypassed(C,R,T).
bypassed(C,R,T) :- R(Z), C(Z,T).

As a result, the following query

7- winnow(c_pref,movie,T).

will return the most preferred movies from the relation movie using the preference relation
c_pref of our interest.
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The higher-order approach [13, 14], extends a seminal work by Chomicki [17, 80] and
it goes beyond most disadvantages of existing qualitative techniques both in databases
and in logic programming. The use of higher-order logic programming provides a uni-
form framework in which relations, preferences between tuples, preferences between
sets of tuples and operations on preferences are expressed in the same, higher-order
logic programming language. The programs can be evaluated by standard higher-order
programming systems, and their performance can be enhanced with generic and spe-
cialized optimization techniques. Among these techniques, we propose a novel program
transformation technique for translating higher-order programs into first-order ones and
we used this technique for optimizing the higher-order programs of our interest [73]. Fi-
nally, as we have recently demonstrated [74] this qualitative approach can be used for
implementing practical query systems outside the realm of logic programming and rela-
tional databases.

1.3 Contributions
Our contributions can be summarized as follows:

» We argue that the adoption of many-valued logics is a promising idea for developing
expressive new preferential logic programming languages. We define the simple
preferential logic programming language PrefLog which differs from other prefer-
ential logic programming approaches in that it uses an underlying infinite-valued
truth domain in order to support quantitative preference operators. We show that
the continuity of these operators over the infinite-valued underlying domain ensures
that the resulting logic programming system retains all the standard and well-known
properties of classical logic programming (and most notably the existence of a least
Herbrand model).

» We demonstrate that terminating bottom-up evaluation can be performed for a large
function-free fragment of PrefLog. This result is not obvious: despite the fact that
the Herbrand Base of the programs we consider is finite, an atom may obtain an
infinity of truth values during a bottom-up evaluation, resulting in possible non-
termination.

» We argue that higher-order logic programming is a very expressive framework for
representing and manipulating qualitative preferences. A significant advantage of
our approach is that preference formulas as-well-as operators that are parameter-
ized with such formulas can be expressed in the same language. Moreover, the
seemingly more demanding case of preferences over sets can be handled without
extra notational overhead, because preferences over sets are essentially second-
order relations and can, therefore, be encoded easily in our higher-order language.

+ We implement specialized techniques that can enhance higher-order logic pro-
gramming so that it can better handle and manipulate preferences. We propose
Predicate Specialization, a transformation technique based on the abstract frame-
work of Partial Evaluation. This technique is used for optimizing higher-order logic
programs that express preferences over tuples by transforming them into first-order
ones. Moreover, we implement two custom-tailored implementation strategies for
optimizing set-preference higher-order programs. Finally, we provide experimental
results that suggest that the proposed techniques can enhance the performance of
our higher-order framework.
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1.4 Outline

The rest of the dissertation is structured as follows:

Chapter 2 introduces the PrefLog language, a logic programming language based on an
infinite-valued domain in order to support operators for expressing preferences. In
this chapter, we present the syntax and the semantics of the language and we
demonstrate that if the operators used are monotonic and continuous over the
infinite-valued underlying domain, then every PrefLog program has a minimum
infinite-valued model.

Chapter 3 introduces a terminating bottom-up evaluation method for a well-defined class
of function-free PrefLog programs. Ensuring termination is not a straightforward
task, because the underlying truth domain of PrefLog and the set of all possible
interpretations of a function-free PrefLog program are both infinite.

Chapter 4 proposes the use of higher-order logic programming as a logical framework
for expressing qualitative preferences. This approach extends a seminal work by
Chomicki [17, 80] and provides a uniform framework in which relations, preferences
between tuples, preferences between sets of tuples and operations on preferences
are expressed in the same, higher-order logic programming language.

Chapter 5 undertakes a HiLog implementation of our higher-order preferential frame-
work. Apart from a basic, unoptimized implementation, we consider several opti-
mization techniques for enhancing its performance. Among the techniques that we
used, we propose Predicate Specialization, which is a transformation technique for
optimizing HiLog programs that express preferences over tuples.

Chapter 6 presents experimental results that suggest the feasibility of the higher-order
logic programming framework of Chapter 4 and the effectiveness of the optimization
techniques presented in Chapter 5, especially when combined with standard logic
programming optimizations, such as tabling.

Chapter 7 discusses related work regarding preference representation formalisms in the
areas of databases and logic programming. We discuss both quantitative and qual-
itative approaches, and we compare them with our work.

Chapter 8 concludes the dissertation with a summary and a discussion of possible future
research directions.
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2. EXPRESSING PREFERENCES USING INFINITE-VALUED LOGIC
PROGRAMMING

In this chapter, we introduce the logic programming language PrefLog. This language is
based on an infinite-valued logic in order to support operators for expressing preferences.
We demonstrate that if the operators used are monotonic and continuous over the infinite-
valued underlying domain, then the resulting logic programming language retains the
well-known properties of classical logic programming, such as the existence of a unique
minimum Herbrand model.

2.1 Overview

In this section, we present the basic ideas of the PrefLog language. Our starting point
is the infinite-valued approach [64]. In this work, Rondogiannis and Wadge proposed an
infinite-valued logic, which is used in order to provide a purely model-theoretic semantics
for logic programming with negation-as-failure. This logic, apart from the standard true
value, denoted by Ty, also uses the truth values 73,75, ... that are less and less “true”
than T;; moreover, apart from the standard false value, denoted by Fj, it also uses the
values Fi, Iy, ... that are less and less “false” than Fj. In the middle between the false
and the true values, there exists a “neutral” truth value denoted by 0. More formally:

F0<F1<F2<"'<0<"'<T2<T1<T0

The logic that was developed is a propositional one and uses all standard logical con-
nectives (namely conjunction, disjunction, implication, and negation).

As it was demonstrated by Rondogiannis and Wadge [64], negation in logic programming
can be considered as a preference operator. In particular, if the truth value of an atom
has been obtained with one use of the negation-as-failure rule, then its truth value should
be considered weaker (i.e., having a lower preference) than the truth value of an atom
which has been obtained without negation-as-failure. This preferential view of negation
allowed Rondogiannis and Wadge to obtain a minimum-model result for logic programs
with negation which extends the classical least-model theorem [50] of negation-less logic
programs.

Of particular interest is the propositional query language by Agarwal and Wadge [1, 2]
where this underlying infinite-valued logic is used in order to express preferential queries.
In particular, Agarwal and Wadge considered a fragment of the aforementioned logic with
only conjunction and disjunction but allowed the use of two extra operators that can be
used to express preferences. The two operators, denoted throughout the chapter' by opt
and alt, can express preferences of the form “A and optionally B” and “A or alternatively
B”.

The simple and elegant language of Agarwal and Wadge [1, 2] lacks in the following
respects. First, it is a propositional one and does not allow first-order properties to be
expressed. Second, it lacks recursion and therefore it can not express preferences re-
garding situations where no a-priori knowledge of the “depth” of the data is known (such
as for example in the case of finding the best path between two vertices of a graph when
various types of preferred connections are available in the graph). Finally, the set of

! In the query system of Agarwal and Wadge [1] the two operators are denoted by 1 and w respectively.
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operators used, namely {opt, alt}, is quite restricted, and no indication is given of what
constitutes a “proper” or “well-behaved” preference operator.

We remedy the above issues by proposing PrefLog, a logic programming language that
supports various preference operators and has a clean and simple semantics. In the rest
of this section, we motivate our proposal with a simple example that uses the original opt
and alt operators [1, 2].

Example 2.1. Assume we are using an online flight reservation system in order to fly from
Athens to Boston. Suppose that we want to book a flight ticket from Athens to Boston,
flying if possible with “Reliable Airlines”. A query of this form will look like this:
+ from_to(athens, boston,F) A optcarrier(F, reliable air).

A query of this form can get three possible answers: “yes”, “‘no, because there is no
flight available from Athens to Boston” and “no, because, although there exists a flight
from Athens to Boston, this is not with “Reliable Airlines”. Intuitively, the second “no”
answer is a much less severe one than the first “no” answer (because it implies we can

fly from Athens to Boston but not with the carrier of our preference, which is an optional
requirement).

Notice that in the above example we have a situation in which we want to express a
conjunction of a compulsory and an optional requirement. There exist situations where
we want to express a disjunction involving preferences. These types of disjunctions will
involve primary requirements and back-up requirements. Continuing the above example,
assume that we also require to have a stopover in our flight (and this is also a compulsory
requirement for us). Actually, we want to have a stopover in Rome or alternatively (but
with smaller preference), a stopover in London. Hence, we have the query:

<+ stopover(F, rome) V opt stopover(F, london).

A requirement of this type can have three possible answers: “no” (meaning that there
is no flight that has a stopover), “yes” (meaning that there actually exists a flight with a
stopover in Rome), and another weaker “yes” answer (meaning that there exists a flight
with a stopover in London).

These observations suggest that we could use the aforementioned truth domain that con-
tains various “true” and ‘“false” values in order to express various levels of preferences.
Moreover, we could allow preference operators to appear in the bodies of logic program-
ming rules in order for the programmer to be able to specify preferences in a declarative
manner.

The following program captures the above flight example:

desired_flight(F) < from to(athens, boston, F) A
has_stopover(F) A
opt carrier(F, reliable_air).

has_stopover(F) < stopover(F, rome) V
alt stopover(F, london).

The informal meaning of the unary operators opt and alt is “optionally” and “alternatively”
respectively; their formal meaning will be described in the following section. Returning
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to the above example, if a query of the form < desired_flight(F) completely fails then,
either there does not exist a flight from Athens to Boston, or there does not exist such
a flight that has stopovers; if the query partially fails, then a flight has been found which
however is not with the desired carrier; if the query partially succeeds then there exists
a flight which has a stopover in London (but not Rome); finally, the complete success of
our query indicates that the flight found satisfies all our requirements (namely it flies from
Athens to Boston and has a stopover in Rome).

Notice that the above operators can be iterated, expressing in this way more than two
levels of preference. For example, the clause:

has_stopover(F) < stopover(F, rome) V
alt stopover(F, london) V
alt* stopover(F, frankfurt).

expresses that we prefer Rome over London and London over Frankfurt.

The rest of the chapter is organized as follows: in Section 2.2, we present the syntax and
some basic semantic concepts behind the proposed language PrefLog; in Section 2.3
we present the fixed-point semantics of PrefLog; in Section 2.4 we describe a simple
approach for building new continuous operators and we demonstrate their use in example
programs; in Section 2.5 we discuss the expressive power of PrefLog programs; and
finally, we close with a brief summary of the chapter.

2.2 The Logic Programming Language PrefLog

In this section, we introduce the syntax and the basic semantic notions regarding the new
preferential logic programming language PrefLog. In a nutshell, our language extends
classical logic programming with preference operators, whose semantic meanings are
functions, whose domain and range is the infinite set of truth values. Throughout this
chapter, we assume that the reader is familiar with the basic concepts and terminology
of logic programming [50].

2.21 Syntax

In this subsection, we define the syntax of PrefLog. We begin by extending the usual set
of symbols in logic programming with a set of preference operators. Then, we continue
with the definition of a PrefLog program and we close with some remarks regarding the
Herbrand universe and Herbrand base of PrefLog programs.

We assume the existence of a set Op of preference operators; programs of our language
use operators of this set in the bodies of rules. We use the symbol V to denote an
arbitrary preference operator. Each operator V has a fixed arity n € N; we denote this
fact by writing V /n. For simplicity, we assume that the usual conjunction and disjunction
operators of logic programs belong to Op; we denote conjunction by A and disjunction
by V.

Since PrefLog is essentially an extension of first-order logic programming with preference
operators in the bodies of the rules, we need to extend the usual logic programming
syntax of the rule bodies:

Definition 2.1. Body formulas are inductively defined as follows:
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* The constant true is a body formula.
* If A is an atomic formula, then A is a body formula.

« If V/n, where n > 1, is a preference operator, and A,, ..., A, are body formulas,
then V(A,,...,A,) is a body formula.

When applying an operator to an expression, we often omit the parentheses when this
creates no confusion (as we have done for opt and alt in Example 2.1). We continue with
the definition of a PrefLog program:

Definition 2.2. A PrefLog rule is the universal closure of a formula of the form A < B
where A is an atom and B is a body formula. A PrefLog rule of the form A <« true is called
a PrefLog fact. A PrefLog program is a finite set of PrefLog rules.

A PrefLog fact can be written in the form A « instead of the full form A < true. Notice
that the program given in Example 2.1 is a valid PrefLog one (the conjunction and dis-
junction operators are used in their usual infix form instead of the prefix one suggested
by Definition 2.1).

The Herbrand universe Up and the Herbrand base Bp of a PrefLog program P are defined
as in classical logic programming [50]. In the following, in order to avoid unnecessary
technicalities in the specification of the semantics of PrefLog programs, we make a simpli-
fying assumption that is common in the logic programming literature: instead of studying
first-order PrefLog programs, we will study their ground instantiations. The ground in-
stantiation of a program can be obtained by replacing the variables in rules with terms
from the Herbrand universe in all possible ways. Essentially, the ground instantiation
is a (possibly infinite) propositional program. In the rest of the chapter, when we refer
to a program we will mean (unless otherwise stated) the ground instantiation of a pro-
gram. However, in examples, we will use the more compact (and more human-readable)
first-order form of a PrefLog program.

2.2.2 Infinite-Valued Models

In this subsection, we define infinite-valued interpretations and infinite-valued models of
PrefLog programs. In order to do so, we must first provide the definitions of the set of
truth values and the semantic meaning of the preference operators.

As mentioned earlier, the logic underlying PrefLog is infinite-valued.
Definition 2.3. The underlying set of truth values of PrefLog is the set
V={F,:ie N} U {0} U{T;:ieN},
with the following ordering:
Fo<Fi<Fh<---<0<---<Ty< T <Tg.
Moreover, a notion that will prove useful in the following is that of the order of a given
truth value:

Definition 2.4. The order of a truth value is defined as:

n, ifv="T,0rv=F,
ord(v) = +o00, ifv=0
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We can now define Herbrand interpretations in the context of PrefLog (in the rest of the
chapter, the term interpretation will mean an infinite-valued Herbrand interpretation):

Definition 2.5. An infinite-valued Herbrand interpretation I of a PrefLog program P is a
function I : Bp — V.

As a special case of interpretation, we write () to denote the interpretation that assigns
the Iy value to all members of Bp. Notice that infinite-valued interpretations extend the
classical Herbrand interpretations. This is because a classical Herbrand interpretation
of a classical logic program P is defined as a subset of Bp, or equivalently as a function
Bp — {true, false}.

The meaning of preference operators is specified as follows:

Definition 2.6. Let V/n be a preference operator. The denotation of V is a function
V] : V" > V.

We will provide examples of denotations of some preference operators in the next section.
Now, using the above definition, we can extend the notion of interpretation in order to
apply to body formulas:

Definition 2.7. Let I be an interpretation of a PrefLog program P. Then, I can be ex-
tended to apply to ground body formulas as follows:

« [(true) =1Ty.

* For every preference operator V /n and for all body formulas A, . .., A,, we define
I(V(Ay,....A) = [[VI[(I(AL), ... I(Ay)).

Finally, by using the above definitions, we can now define the notion of a model of a
PrefLog program:

Definition 2.8. Let I be an interpretation of a PrefLog program P. Then, I satisfies the
rule A < B of P if I(A) > I(B). Moreover, I is a model of P if I satisfies all rules of P.

2.2.3 Examples of PrefLog Operators

In this subsection, we present some examples regarding the notions that have been intro-
duced in the previous two subsections. We introduce some simple preference operators
and then we show the intuition behind their denotations using the example of Section 2.1.

We start by presenting the denotations of some basic operators on V. That is logical
conjunction and disjunction, as well as a basic operator that is used for changing the
order of a truth value:

Definition 2.9. The denotations of A and Vv are || A|| = min and ||V || = max, respectively.

Definition 2.10. Let v € V and n € N. Then, ¢" is a unary preference operator, whose
denotation is the following:

Fiin, Iifv=F
[€"l(v) = {0, ifv=0
Tk+n7 ifv= Tk
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Notice how the denotations of A and Vv actually extend the usual semantic meaning in
classical logic. In addition, notice that ||¢"|| is the identity function on V. Moreover, we
usually write ¢ instead of ¢!. As we are going to see, the above operators can be used in
order to define more interesting ones.

The two other families of preference operators that were introduced by Agarwal and
Wadge in their preference query language [1, 2] are opt™ and alt", n € N. The semantics
of these operators can be specified as follows:

Definition 2.11. Let v € V and n € N. Then, opt" and alt" are unary preference opera-
tors, whose denotations are the following:

Fk—i—na IfU:Fk Fk, IfU:Fk
llopt™||(v) = { 0, ifv =0 lalt”||(v) = {0, ifvo=0
Tk, IfU = Tk Tk+n7 IfU = Tk

Notice that if v is true, then ||opt||(v) is as true as v, but if v is false, then ||opt||(v) is less
false than v. This behavior is what we expect from an optional requirement, because
the absence of an optional requirement does not annoy us as much as the absence of
a compulsory requirement. Also, if v is true, then ||alt||(v) is less true than v, but if v is
false, then ||alt||(v) is as false as v. Again, this is what we expect from an alternative (and
not primary) option, because the presence of an alternative option is not as beneficial to
us as the presence of a primary option. Notice that, as in the case of ¢!, we usually write
opt and alt instead of opt! and alt', respectively.

To see the use of the above operators in the PrefLog framework, we refine Example 2.1
by adding some facts.

Example 2.2. Consider again the flight example with added facts regarding three partic-
ular flights:

desired_flight(F) < from to(athens, boston, F) A
has_stopover(F) A
opt carrier(F, reliable_air).

has_stopover(F) < stopover(F, rome)V
alt stopover(F, london).

from to(athens, boston, £11).
from_to(athens, boston, £12).
from_to(athens, boston, £13).

stopover(f1l1, rome).
stopover(£f12, london).
stopover(f13, rome).

carrier(fl1, delay_air).
carrier(f12, reliable_air).
carrier(f13, reliable_air).

Notice that only flight £13 satisfies fully all our requirements. The other two flights are
not fully satisfactory. More specifically, flight £11 is not with “Reliable Airlines” and flight
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£12 has a stopover in London (and not Rome). One can easily verify that one interpre-
tation that is a model of the above program is one in which desired_flight(f11) has
the value F, desired_flight(f12) has the value T\ and desired_flight(f13) has the
value T, (we omit listing the truth values of all ground atoms for briefness). As a result,
it is preferable to take flight £13 over £12 and £11 for this journey. In the next section,
the semantics of PrefLog will be specified in detail and it will become apparent that this
particular interpretation is the least model of the above program.

2.3 The Fixed-Point Semantics of PrefLog

In this section, we show that if the preference operators we adopt obey certain simple
properties, then the programs of our language are guaranteed to be well-behaved from
a semantic point of view. In particular, we show that the usual fixed-point semantics of
classical Logic Programming can be extended to PrefLog, provided that the preference
operators that occur in the bodies of the clauses are monotonic and continuous.

We start by defining the usual (pointwise) ordering on n-tuples of elements of V:

Definition 2.12. Let x,y € V", n > 1 where X = (z1,...,z,) andy = (y1,...,yn). We
write x <y ifz; <y, forall1 <i<n.

It is easy to verify that the set V™ with respect to the above pointwise ordering is a com-
plete lattice for every n > 1. This fact is actually a straightforward extension of a similar
property of the set V [64][Lemma 5.2]. In the following definitions, lub is the usual short-
hand for “least upper bound”.

Proposition 2.1. Let n > 1. Then, (V", <) is a complete lattice. In particular, for every
S C V™ it holds that lub(S) = (lub{x; : (xy,...,2,) € S}, ..., lub{x, : (z1,...,2,) € S}).
Moreover, the top (resp. bottom) element of the lattice is the element (x4, ..., x,), where
x; =Ty (resp. x; = Fy) forevery 1 < i <n.

Now, we can define the notions of monotonicity and continuity for preference operators:

Definition 2.13. Let V/n be a preference operator. Then, ||V|| is called monotonic if for
allx,y e V'itholdsx <y = ||V]|(x) < [|V||(y).

Definition 2.14. Let V/n be a preference operator. Then, ||V| is called continuous if
it is monotonic and for all sequences (X,,),>o of elements of V" such that for all n > 0,
X, < X, it holds | V]|(lub({x,, : n > 0})) = lub{||V||(x,) : x,, > 0}.

By abuse of language, we will often say that “the operator V is monotonic (resp. continu-
ous)” instead of the more accurate “the denotation of the operator V is monotonic (resp.
continuous)”.

It is easy to verify that every continuous operator is also monotonic. On the other hand,
not every monotonic operator is continuous. This is illustrated in the example that follows:

Example 2.3. Consider a preference operator whose denotation is the following function:

5(@) _ Fy, lfU <0
Ty, ifv > 0.
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The operator is monotonic, because if + < y < 0or0 < z < y, then é6(x) = i(y);
moreover, if v < 0 < vy, then §(x) = Fy and 6(y) = To. However, the operator is not
continuous. Consider the set of all false values; §(lub{Fy, F,...}) = §(0) = Ty and
lub{o(Fy),d(F1),...} = Fo.

In order to give fixed-point semantics to PrefLog, we need to define a partial order relation
on the set of interpretations:

Definition 2.15. Let I, J be interpretations of a PrefLog program P. We write I < J if
I(A) < J(A) for all A € Bp.

It is not hard to see that the above relation < on interpretations is a partial order (i.e., it
is reflexive, transitive and antisymmetric). Given a program P, we denote by Zp the set
of all interpretations of P. It is easy to verify that Zp is a complete lattice under the above
pointwise relation <.

Proposition 2.2. Let P be a PrefLog program. Then, (Zp, <) is a complete lattice. In
particular, for every X C ZIp and A € Bp, lub(X')(A) = lub{I(A) : I € X'}. Moreover, the
top (resp. bottom) element of the lattice is the interpretation that assigns the truth value

T, (resp. F,) to every A € Bp.

Now we can proceed to the definition of the immediate consequence operator for PrefLog
programs. Recall that we have assumed that the programs we are studying are essen-
tially propositional (they are the ground instances of first-order preferential programs).
Therefore, in our definitions we do not need to refer to ground instances of program
rules.

Definition 2.16. Let I be an interpretation of a PrefLog program P. The operator Tp :
Ir — Ip is defined as follows:

Tr(I)(A) = lub{I(B) : (A + B) € P}.

Notice that the Tp operator of our language generalizes the T operator that is used in
the fixed-point semantics of classical logic programming. Notice also that we use Iub in
the definition of Tp (instead of max) because there may exist an infinite number of ground
instances of rules of the form A «+ B in P.

The following two theorems generalize corresponding results that hold for classical logic
programs [50]. The proofs of the two theorems can be obtained as special cases of
abstract results obtained by Esik and Rondogiannis [26]. More specifically, Esik and
Rondogiannis developed a general theory for obtaining fixed points of functions that may
exhibit a controlled form of non-monotonicity. This class of potentially non-monotonic
functions that they considered in their theorem [26], contains as special cases the class of
monotonic and continuous functions considered in the semantics of PrefLog. Therefore,
in the proofs of the following theorems we use some material from their article.

Theorem 2.1. Let P be a PrefLog program. If all operators that are used in the bodies of
the rules of P are monotonic (resp. continuous), then the Tp operator is also monotonic
(resp. continuous).

Proof. A special case of Lemma 7.12 of [26], in the case where the functions involved
are monotonic (resp. continuous). O
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Theorem 2.2. Let P be a PrefLog program. If all operators used in the bodies of rules
of P are continuous, then Tp has a least (with respect to <) fixed point Mp which is the
least upper bound of the set {15 () : n € N}. Moreover, Mp is the least (with respect to
<) among all models of P.

Proof. As itis demonstrated in [26], Theorem 6.6 (and also Remark 6.5), since the oper-
ator Tp is continuous, it has a least (with respect to <) pre-fixed point which is also a least
fixed point; this pre-fixed point is equal to Mp = {T%(0) : n € N}. ltis easy to verify that
the set of pre-fixed points of 7T coincides with the set of models of program P. Therefore,
Mp is the least (with respect to <) among all models of P. O

An example application of Theorem 2.2 in order to compute the minimum model of a
given PrefLog program, will be given in Subsection 2.4.1. Actually, as we are going to
see in the following chapter, we can use ideas that are based on Theorem 2.2 in order to
compute the meaning of a significant class of PrefLog programs in a bottom-up manner.

2.4 Continuous Preference Operators

We have shown that the usual fixed-point semantics and the minimum model property
of classical logic programming extends to PrefLog, provided that the preference oper-
ators that occur in the bodies of rules are monotonic and continuous. In this section,
we reconsider the preference operators ¢”, alt” and opt”, we demonstrate that they are
monotonic and continuous and we use them to define new preference operators. More-
over, we consider the use of these operators in the presence of recursion, which is the
main difference of PrefLog from the query system of Agarwal and Wadge [1, 2]. Finally,
we demonstrate that there exist simple continuous operators that cannot be defined using
the aforementioned ones.

2.41 The ¢ operator

The ¢ operator will prove to be the main building block for almost all the operators that
we will consider in the rest of the chapter. It is actually a direct task to verify that ¢ is
monotonic and continuous:

Proposition 2.3. The ¢ operator is monotonic and continuous.

Proof. The monotonicity of ¢ is immediate. To demonstrate continuity, let S = {z; : z; €
V, ¢ € N} such that z; < z,4, for every i € N. It suffices to show that |¢||(lub(S)) =

lub{||e||(x) : € S}. We distinguish two cases for lub(.S).

* Letlub(S) € S. Inthis case we immediately have ||¢||(lub(S)) < lub{|l¢||(x) : = € S}.
Moreover, since ¢ is monotonic, it holds that ||¢||(lub(S)) > |l¢||(x), for all x € S.
Therefore, ||¢||(lub(S)) is an upper bound of {|¢||(z) : x € S} which implies that
le[[(lub(S)) = lub{[e||(x) : = € S}.

* Let lub(S) ¢ S. This implies that lub(S) = 0 and ||e||(lub(S)) = 0. Moreover, for
all x € S it holds z < 0 and there exists some 2’ € S such that x < 2. Since
l€||(Fx) = Fyya, forall z € S it holds ||¢[|(z) < 0 and for each = € S there exists
some z’ € S such that ||e||(z) < ||¢||(2"). Consequently, lub{|¢||(z) : x € S} = 0.

The above two cases imply that ¢ is continuous. O
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Notice that it holds € A ="e¢ --- ¢ A. Since the composition of monotonic (resp. con-
tinuous) operators is monotonic (resp. continuous), it is immediate that for every n, the
operator €” is monotonic and continuous.

One noteworthy difference between the use of € in PrefLog and in the framework of Agar-
wal and Wadge [1, 2] is that in the presence of recursion, the ¢ operator may lead to the
intermediate truth value 0, as the following simple example illustrates.

Example 2.4. Consider the following propositional program:
P — € P.

It is not hard to verify using the definition of the Tp operator and Theorem 2.2, that the
approximations to the minimum model of the program are the following:

{<p’ FO)}
{(p, 1)}

(0, F)}

The minimum model of the program is, therefore, the least upper bound of these approx-
imations, namely the interpretation {(p,0)}. Notice that despite the simplicity of the given
program, an infinite number of steps is required in order to obtain its minimum model.

Notice that in the context of the query system of Ararwal and Wadge [1, 2], the interme-
diate truth value 0 never arises (due to the lack of recursion).

2.4.2 The Operators opt and alt

It is also easy to see that the operators opt” and alt" are continuous (and therefore mono-
tonic) for all n € N. If A is a formula then the following logical equivalences hold [1, 2]:

opt"A= (A V "A)
alt"A = (A N €"A)

The above observation together with the fact that the operators A and Vv are easily seen
to be monotonic and continuous, leads to the following proposition:

Proposition 2.4. For every n € N, the operators opt" and alt" are monotonic and con-
tinuous.

Table 2.1a and Table 2.1b describe the behavior of opt and alt for certain cases of inputs.
Since these expressions are quite common when we express many different levels of
preferences, we give the following proposition that captures the intuitive meaning of such
expressions.

Proposition 2.5. Let n > 0 and vy, ..., v, € {Fy, To}. Then:

H A H HOPtZH (v;)) =Ty <= v, =Ty, forall 0 <i<n.

2. | A\l lopt'll(vi)) = By <= v; =T, forall 0 <i < k and v, = F,.
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Table 2.1: Truth tables of simple PrefLog queries.

(a) A simple PrefLog query that uses the operators opt™ and A.

A B C A A optB A opt’C

Fo Fo,To Fo,To Fy
Ty Fo  Fo,To Fy
Ty Tp Fo 1y
o 1o 1o 1o

(b) A simple PrefLog query that uses the operators alt” and V.

A B C AV altB v alt’C

FU FO F(] FO

FU FO TO TQ

Fo 1o Fo,To T

Ty Fo,To Fo,To To
3|V [ lalt'|[(v:) = Fy <= v; = Fy, forall 0 <i < n.

4. ||V [[_ llalt]|(vi) = T}, <= v; = Fy, forall 0 <i < k and v, = Tp.
Proof. We study the case of || A ||_, lopt'| (v;).

» To demonstrate (1), first notice that if || A ||"_,[lopt’||(v;) = To, then [lopt'||(v;) = Ty
for all 0 < i < n and therefore v; = T} for aII 0 <i<n. '
On the other hand, if v; = T, for all 0 < i < n, we have that || A ||"_,[lopt’||(To) = To.

* To demonstrate (2), first assume that || A ||:_,|lopt']|(v;) = Fj. Then for every 0 <

i < k, it must be v; = T, because otherwise it would be || A || HoptZH(vl) < F), and
therefore || A ||, llopt’[[(v;) < Fy (contradiction).

Moreover, for every k < i < n it holds that ||opt'||(v;) > F). Therefore, v; = Tj for
all0 <i< kanduv, = Fy.

On the other hand, assume that v; = T, forall 0 < ¢ < k and v, = Fy. Then, itis

2 lopt'[[(76)) || A I (lopt*[|(Fv)) = Fy. § ’
Moreover AL w1 lopt'][(vi) > Fy, and therefore | A I, llopt'[| (v:) = Fy.

The proof for || A ||, lalt'[|(v;) is symmetric and thus will be omitted. O

The above proposition has the following intuitive implications regarding a special form
of body formulas of PrefLog. Consider a formula of the form A’_, opt'A;, where each A,
is an atom; this formula is essentially a conjunction of a primary (A;) and some optional
requirements (A, ..., A,), with a requirement A; being more preferred than A; if ¢ < j.
Also, a formula of the form \/}_, alt'A; corresponds to a disjunction of a primary (A,) and
some alternative options (A4, ..., A,), with an option A; being more preferred than A; if
i < j. In the first case, if we know that the truth value of each A; is either T or F; and if
the result is equal to F},, we immediately know that the atom A, is the first atom that fails;
symmetrically, in the latter case, if the result is equal to T}, the atom A, is the first one
that succeeds.
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2.4.3 Preferences and Recursion

The combination of recursion with preferences gives interesting applications that could
not be tackled with the non-recursive query language of Agarwal and Wadge [1, 2]. Three
such examples are given below. In particular, the first two examples show a preferential
version of the classical transitive closure logic program, while the third one offers a more
real-world example where the 0 value can occur in a program.

Example 2.5. Consider the graph of Figure 2.1, which represents a map of roads be-
tween villages in the countryside. Two villages can be connected by a two-lane road
(denoted by a double line), by a one-lane road (denoted by a single line), or by a dirt
road (denoted by a dashed line). This graph is denoted with the following set of facts:

e(a,b,two_lane).
e(a, c,one_lane).
e(b, c, two_lane).
e(c,d, one_lane).
e(a,d,dirt).
e(c,e,dirt).

A driver who wants to travel in this area prefers a two-lane road over a one-lane road
and a one-lane road over a dirt road. Given two villages in the map, we want to know if
there exists a path between them, and if any, we would like to know if the driver is forced
to drive through a road of smaller preference. The following program captures the above
situation:

ppath(X,Y) <« p(XY).
ppath(X,Y) <« p(X,Z) Appath(Z,Y).

p(X,Y) « e(X,Y,two_lane) V
alt e(X,Y,one_lane) V
alt’ e(X,Y,dirt).

In order to travel from a to b or ¢ the driver will only drive through two-lane roads (by using
the path through b), but in order to travel from a to d she has to pass through the single-
track road cd (but still can ignore the dirt road ad). Therefore, the queries < ppath(a,b),
< ppath(a, c) and < ppath(a,d) will return Ty, T, and Ty, respectively. However, the
driver can’t avoid to use a dirt road in order to reach the village e, therefore the query
< ppath(a, e) will yield the truth value Ts.

Figure 2.1: A graph that represents a map of roads.
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Example 2.6. Assume we would like to fly from a given city to another one, and we prefer
direct flights from non-direct ones. Moreover, the more stopovers a flight has the less
desirable it is to us. We can model such a situation as follows:
flight(X,Y) < direct(X,Y)V
alt(direct(X,2) A flight(Z,Y)).

Assume we are also given the facts:

direct(athens, rome).
direct(rome,london).
direct(london, toronto).

Then, it can be easily checked that in the minimum Herbrand model of the program,
the destinations that can be reached from Athens correspond to different truth values,
depending on the number of stopovers that are needed in order to reach them; in partic-
ular, notice that the corresponding atoms flight(athens, rome), flight(athens, london)
and flight(athens, toronto) will have in the least model the truth values Ty, T\ and Ty,
respectively.

Example 2.7. The following program expresses a preference of the form “I may not like
this but it will be fine with me if you like it” is expressed by two persons:

likes(john,X) < good quality(X) A opt likes(paul,X).
likes(paul,X) < good_quality(X) A opt likes(john,X).

good_quality(object).

Paul likes item iten if it is of good quality and optionally if John likes it. Since John makes
a symmetrical statement, the atoms likes(john,item) and likes(paul, item) have the
value 0 in the minimum model. In other words, cycles that produce 0 can easily occur in
innocent-looking programs.

2.4.4 Defining New Operators

We now introduce an n-ary operator that counts the number of its arguments that suc-
ceed. The more arguments that succeed, the truer the output of the operator is. We
denote this operator by howTrue.

Definition 2.17. Let v,,...,v, € V. We define the operator howTrue as follows:

IhowTruel|(vr,...,va) = || A WEHH( ::Hahﬂ|le))

where 11, is the set of permutations of the n-tuple (1,...,n).

For example, given any two formulas A and B, the binary howTrue operator is equivalent
to the formula:
howTrue(A, B) = (AVvaltB) A (B ValtA)

Moreover, given any three formulas A, B and C, the ternary howTrue operator is equiv-
alent to the formula:

AvaltB v alt’C
AvaltCvalt’B
BVvaltAvalt’C
BVvaltC valt’A
CvaltAvalt’B
CvaltBVvalt’A

howTrue(A, B,C) =

A
A
A
A
A

o~ o~~~
— N N N N
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Example 2.8. Consider the following program which motivates the use of howTrue.
Three friends want to decide what movie to watch, based on the majority of their prefer-
ences.

watch(X) <« howTrue (
likes(mary, X),
likes(bob, X),
likes(tom, X)

).
The genre preferences of the three friends are defined using the following facts:

likes(mary, drama).
likes(bob,action).
likes(tom, drama).

It can be verified (see also the discussion below) that in the least model of the above pro-
gram, the atom watch (drama) will have the truth value T while the atom watch(action)
will have (the smaller) truth value Ts.

Example 2.9. Consider the following program which allows the user to express prefer-
ences regarding the paper she would like to review:

preferred_paper(P) <« howTrue (
databases(P),
logic_programming(P)

).

If a paper p belongs to both databases and logic programming, then the corresponding
atom preferred_paper(p) will have the value Ty, if it belongs to one of the two areas then
it will have the value T, and if its topic is outside the two preferred areas, it will have the
value Fy,.

Since the operators alt, A, vV are continuous, the operator howTrue is also continuous,
and as a result, we can add it to our language. Hence, the above definition allows us
to show that howTrue is a continuous operator. However, it does not give the fastest
way for calculating the value of howTrue. Alternatively, we can calculate the value of
|howTruel|(vy, . .., v,) by computing || \/ |- ||alt’||u; where (uy, ..., u,) is a sorted per-
mutation in ascending order of the tuple (v1,...,v,).

Proposition 2.6. Letvy,...,v, € V. Then:
howT ":H H" It (u
IhowTruel|(vs, ... va) = | \/ | f1alt] (u)
where (uy, ..., u,) IS a permutation of (v, ..., v,) such that u; < u;, forall 1 <i < n.

Proof. We use the notation ¢(z1,...,z,) = ||V ||, lalt’|| ().

Notice now that the value of ||howTruel|(v1, ..., v,) can be obtained by finding a permu-
tation (uy, ..., u,) of (vy,...,v,) such that §(uy, ..., u,) is minimum. In order to show that
if we sort (vy,...,v,) in ascending order we can have a sequence that minimizes J, it
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Table 2.2: Truth table of a PrefLog query that uses the operator howTrue.

A B C howTrue(A, B,C)

Fy Fy Fy Fy
F, F T, T
Fo Ty Fp T
Ty Fy Fp T
Fy, T, Ty T,
Ty To Fp T
T, F, T, T
To To To To

suffices to show that if we swap two consecutive unsorted elements in the sequence the
value of § lowers.

Letz = (z,...,2,) be an unsorted permutation of the tuple (vy,...,v,). It must hold
zr > 21 forsome 1 < k < n. Therefore, it must hold:

[alt*(|(z) V @It [ (z141) = Jalt"]](z2)
alt®]|(zis1) V [JaIt [ (z6) = [l ]| (z1)

and that should imply that:

Jalt || (zae) V [t (2) < [lalt (2) v [falt = (z10)

Let 2’ be a tuple obtained from z by swapping the z;, ;.1 elements. By the above, §(Z') <
i(2). O

Suppose that we have a query where all arguments that are passed in howTrue are either
true or false. In Table 2.2 we see such a truth table for the ternary version of howTrue.
The following proposition captures this behavior of howTrue in a more general way.

Proposition 2.7. Letn > 1 and letv = (vq,...,v,) where v; € {Fy, Ty} forall 1 < i < n.
Moreover, letv || v ={i:v; =v, 1 <1 <n} Then:

1. howTrue(vy,...,v,) = Fy <= |V | Fy| =nand|v || Ty| = 0.

2. howTrue(vy,...,v,) =Ty <= |V || Fy|=kand|v| To|=n—k.

Proof. Let (u4,...,u,) be a sorted permutation of vy, ..., v, in ascending order. Since
vi € {Fy, Tp} forall 1 < i < n,itholds |v || Fo| + |v || To| = n.

* Regarding (1): [V || Fo| =nand |v || Ty| =0 < w;=F,foralll <i<n <
IV =) lalt|lu; = Fy <= ||howTruel|(vy, ..., v,) = F.

* Regarding (2): |v || Fo| =kand |v || Ty| =n—k < w;=Fyforall1 <i<kand
u=Tyforallk <i<n < |V|=tlalt|u; =T, < ||howTrue||(vy,...,v,) =
Ty. O
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If we apply howTrue to a sequence of formulas, then we get a positive value if some of the
formulas succeeded. The result is equal to Fyj if all formulas failed; the result is equal to
T, if all formulas succeeded; the result is equal to some intermediate truth value if some
formulas succeeded and others failed, and a greater truth value of the result corresponds
to a greater number of true formulas.

2.4.5 Operators Non-Definable with A, vV and ¢

One can easily observe that there exist many natural monotonic and continuous oper-
ators that are not definable solely with the use of A,V and e. The following proposition
poses some straightforward restrictions on the operators that can be defined that way.

Proposition 2.8. Let | V|| : V" — N be an operator that has been defined solely with the
use of A\, V and e. Then:

1. Forallvy,...,v, suchthatv; > 0 forall 1 <i <n, italso holds ||V||(vy,...,v,) > 0.
2. Forallvy,...,v, suchthatv; <0 forall 1 <i <mn, italso holds ||V||(vy,...,v,) <O.

3. Forallvy,...,v, € V,ord(||V|(v1,...,v,)) = min{ord(v),...,ord(v,)}.

Proof. The conjunction/disjunction of truth values that are greater than or equal to O re-
turns a truth value that is greater than or equal to O (since the ¢ operator does not change
the polarity of a truth value). Similarly for negative truth values. The third statement holds
because ¢ increases the order of its argument. Il

In the following example, we illustrate the existence of operators that are non-definable
using A, V and e.

Example 2.10. Consider the following operator:

Fo, ifv < T

|lisClassicalTrue||(v) = .
1o, ifv= T

The above function is monotonic and continuous. However, it is not definable solely with
A, V and ¢, since for all truth values that are greater than or equal to 0 (except for T,), it
returns a negative truth value. Consider now the following function:

Fy, ifv=F,

F .y, ifFy<v<0
llprev||(v) = < 0, ifv=20
T, ifO<v<T,
To, ifv="T,

Again, this function is also monotonic and continuous but it is not definable solely with A,
and ¢, since the e operator increases the order of its parameter (Case 3 of Proposition 2.8).

It is an interesting research direction to investigate formalisms that are easy to use and
that guarantee the definition of monotonic and continuous preference operators that are
beyond the class of those definable solely with A, vV and e. We will discuss this possibility
in Chapter 8.

A. Troumpoukis 52



Extensions of Logic Programming for Preference Representation

2.5 Expressiveness of PrefLog Programs

In this section, we discuss the expressive power of our language. In PrefLog preferences
are expressed using preference operators, whose denotations are functions V* — V,
where V is a totally ordered set such that a greater value corresponds to a greater de-
gree of interest or to a greater preference. Regarding the expressiveness of PrefLog, a
question that arises is whether there exist types of preferences that cannot be expressed
using PrefLog operators. To begin with, consider the following example:

Example 2.11. Consider a consumer that wants to rank hotels for summer vacations
based on their price per night and the distance from the sea. In addition, assume that
the consumer travels on a budget, therefore the former criterion is more important than
the latter. That is, cheap hotels will always be preferred over expensive ones, and if two
hotel rooms cost the same price, then the consumer will want the one which is closer to
the sea.

These types of preferences are known in the literature as lexicographic preferences.
The term lexicographic refers to the fact that these types of comparisons resemble the
comparison of two words in a dictionary; given two words, we compare their first letters,
and only if they are the same we continue to compare the next and so on. In the following
definition, we define the notion of lexicographic comparison. Without loss of generality,
we will focus on pairs.

Definition 2.18. Let V' be a totally ordered set and (x1,x2), (y1,y2) € V x V. We write
(1, m2) >1ex (y1,y2) Iff either of the following propositions holds:

* I >y Or

* T =0 andl’g > Y.

A function that represents a lexicographic preference should have the following property.
Again, without loss of generality, we will focus on binary functions.

Definition 2.19. Let V' be a totally ordered set, x,y ¢ V. xVand f : V xV — V. We
say that f is a lexicographic function, if it holds X >ex Yy = f(X) > f(y).

A distinctive feature of lexicographic preferences is that they cannot be modeled using
a real-valued preference function [67]. For instance, a function that has the form of a
weighted summation cannot be used, because no matter how we try to increase the
weight of the first argument, an appropriately chosen second argument can reverse the
outcome. In the following, we show that this behavior is also transferred to the case of
PrefLog.

Lemma 2.1. Let V be a totally ordered set, and f : V x V — V be a lexicographic
function. Then, f is also a 1-1 function.

Proof. Suppose that f is not a 1-1 function. Therefore, there exist some x,y € V x V
such that x # y and f(x) = f(y). Notice that it must hold either X <jex y Or X >« y. Let
X <iex Y- Then, by Definition 2.19 it must be f(x) < f(y). Let x >« y. Again, using the
same definition it must be f(x) > f(y). We reached a contradiction, therefore f must be
a 1-1 function. O
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Proposition 2.9. There does not exist any lexicographic function f : V xV — V.

Proof. Suppose that there exists such a function. Then, according to the definition of V
and Definition 2.19 it holds

f(Fo,u) < f(Fl,Fo) < f(Tl,T()) < f(T(),’U)

for all u,v € V. We can distinguish the following cases:

» Suppose that f(F, Fy) < 0. Then, f(Fy, Fy) = F, forsome k € N. Then, |[{f(Fp,u) :
u € V}| = k. Since S = {(Fy,u) : u € V} is infinite we deduce that there exists
(at least) two elements x,y € S such that f(x) = f(y) (Pigeonhole Principle).
Therefore, f is not a 1-1 function. Contradiction, due to Lemma 2.1.

» Suppose that f(Fy, Fo) > 0. Then, f(T1,Ty) = T}, forsome k € N. Then, |{f(To,v) :
v € V}| = k. Since S = {(To,v) : v € V} is infinite we deduce that there exists
(at least) two elements x,y € S such that f(x) = f(y) (Pigeonhole Principle).
Therefore, f is not a 1-1 function. Contradiction, due to Lemma 2.1.

Therefore, there does not exist such a function f. Il

The above proposition suggests that PrefLog programs cannot capture the full power of
preference relations due to the form of the underlying set of truth values. More specifi-
cally, since there does not exist any lexicographic function f : V xV — V, there does not
exist any lexicographic preference PrefLog operator as well. A future extension of Pre-
fLog that would support lexicographic preferences would possibly require an extension
of the set V. We will further discuss this prospect in Chapter 8.

2.6 Summary

In this chapter, we introduced PrefLog, an extension of classical logic programming that
supports preference operators. The semantics of these operators are functions V" —
V, where n > 0 and V is an infinite set of truth values. This set contains infinite truth
values that are “less true” than standard truth, and infinite values that are “less false” than
standard falsity. These different levels of truth values correspond to different degrees of
preferences.

We demonstrated that if the denotations of the operators are continuous over this infinite-
valued underlying domain V, then the programs of the new language are guaranteed to
retain the desirable properties of classical logic programming — most notably the exis-
tence of a minimum Herbrand model. In addition, we equipped PrefLog with a set of
simple preference operators, including two special ones that have the intuitive meaning
“optionally” and “alternatively” respectively. We also described a simple approach for
building new continuous operators, and we illustrated the use of preferential operators in
various example programs.

Finally, we closed this chapter by discussing briefly the expressiveness of our language.
PrefLog programs can model quantitative preference functions over the set V. However,
since V does not support lexicographic functions, PrefLog cannot be used for expressing
lexicographic preferences.
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3. EVALUATION OF A FUNCTION-FREE CLASS OF PREFLOG
PROGRAMS

In this chapter, we introduce a terminating bottom-up evaluation method for a well-defined
class of function-free PrefLog programs. We demonstrate the correctness of this tech-
nique as well as the fact that the evaluation process terminates for any program that
belongs to this class. Ensuring termination is not a straightforward task, because the un-
derlying truth domain and the set of all possible interpretations of a function-free PrefLog
program are both infinite.

3.1 Overview

In the previous chapter, we introduced PrefLog, a first-order logic programming language
that uses an infinite set of truth values and a finite set of arbitrary continuous operators.
PrefLog programs include two “levels” of infinity; first, a PrefLog program P has an infinite
Herbrand base Bp; and second, each atom of Bp can receive a value taken from the
infinite set V. Due to this characteristic, the evaluation of PrefLog programs can cause
termination problems, a phenomenon that will be discussed thoroughly throughout the
chapter.

We reduce our focus in a class of PrefLog programs that do not contain any function
symbols. Roughly speaking, this fragment of PrefLog is the preferential analogue of Dat-
alog [75]. Unlike Prolog, the ground instantiation of a Datalog program is finite, therefore
a bottom-up evaluation of a Datalog program is guaranteed to terminate. However, ter-
mination cannot be ensured in the case of naive bottom-up evaluation for function-free
PrefLog programs; during the evaluation process, an atom may obtain an infinite set of
truth values, and this may result in non-termination. In this chapter, we propose a bottom-
up evaluation technique that exploits an important property of the PrefLog fragment of
our interest and as a result, this technique is guaranteed to terminate for every program
in this fragment.

The rest of the chapter is organized as follows: in Section 3.2, we define {¢, A}-programs,
the function-free PrefLog fragment of our interest; in Section 3.3 we introduce our termi-
nating bottom-up proof procedure for {¢, A}-programs; in Section 3.4 we make a brief
discussion of the implementations of the above techniques, and finally, we close with a
brief summary of the chapter.

3.2 The Class of {¢, A}-programs

In this section, we define the class of {¢, A}-programs, which is a subset of the class
of general PrefLog programs. We then demonstrate that every such program has the
property that its least model does not contain a gap. This property allows us to tackle
termination problems. Forinstance, in the next section, we will demonstrate that the least
fixed point of such gapless programs can be computed in a finite number of steps.

3.21 {¢ A}-programs

Throughout the previous chapter, we have been studying the ground instantiation of Pre-
fLog programs. In this chapter, we additionally assume that the ground instantiation con-
sists of a finite number of rules. Intuitively, this means that the initial (first-order) PrefLog
program does not contain any function symbols (that would make the ground instantiation
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infinite). Moreover, apart from focusing on function-free PrefLog programs, we impose
yet another restriction; we reduce the set of preference operations to € and A only. As
we will discuss shortly, these restrictions are not quite severe, but on the contrary, this
class of programs actually serves as a normal-form of almost all programs of the previous
chapter. We formally define the exact class of programs in the following definition.

Definition 3.1. A {¢, A}-program is a finite set of rules of one of the following forms:

1. A « true

2. A—AN---ANA,NeB AN €B,
where the A, A, for all 1 <i <n and B, forall 1 <i < m are ground atoms.

In the previous chapter, we discussed that there exist valid preference operators that
cannot be defined using A, V and . However, the programs that we have used in the
examples of the previous chapter are all constructed using operators that have been
built using the three basic operators A, vV and e. The following example illustrates that
the ground instantiation of every PrefLog program that we have examined so far, can be
transformed into an equivalent {¢, A}-program through a preprocessing that introduces
new propositional atoms.

Example 3.1. Consider the following program that consists of a single rule:
p <« qValtrvalt’s

We first eliminate the alt and alt®> operators by using the equivalent formulas involving
conjunction and e:
p < qV(rAer)V (s Aes)

We then eliminate the ¢ operator by using the equivalence ¢*s = ¢(es):
p < qV(rAer)V (sAce(es))
We now use multiple rules in order to eliminate disjunctions:

p < q
p < rAe€er
p < s Ae(es)

We can now eliminate the remaining pairs of parentheses by introducing extra proposi-
tional symbols:

q

r \er

s N ew

€S

SRLCAL I
TTTT

The above is a valid {¢, \}-program.

Provided that a PrefLog program can be transformed into a finite propositional program
(this happens for instance in function-free PrefLog programs), and provided that every
preference operator that is used in the program can be rewritten into a finite formula
that uses only the operators A,V and ¢, this program can be transformed into a finite
{€, A}-program using the procedure of Example 3.1.
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3.2.2 The Gapless Property of {¢, A}-programs

In this subsection we will demonstrate a crucial property of {¢, A}-programs regarding
their minimum model, namely that every {¢, A}-program is gapless. We begin by defining
the notion of a gap.

Definition 3.2. Let I be an interpretation of a {¢, \}-program P. We say that I contains
a gap at order § € N |f:

» Forevery 0 < n < ¢, there exists at least one atom A € Bp such thatord(I(A)) = n.
* There does not exist any atom A € Bp such that ord(1(A)) = 9.

* There exists an atom A € Bp such that 6 < ord(/(A)) < oc.

For example, notice that the interpretations {(p, £v), (9,731)}, {(p,0)} and {(p, Tv), (q,0)}
do not contain a gap; on the other hand, notice that the interpretations {(p, 7o), (qa,7%)},
{(p,T1),(q, F1)} and {(p, F»),(q,0)} contain a gap (at orders 1, 0 and 0 respectively).
We will refer to PrefLog programs that their minimum model does not contain a gap as
gapless programs.

In the following proposition, we show that every {e, A}-program is gapless.

Proposition 3.1. Let P be a {¢, A}-program. Then, Mp does not contain a gap.

Proof. Let M = Mp be the least model of P and assume that it contains a gap at order
0 € N. We establish a contradiction by constructing a model M* of P such that M* < M.
We define the following interpretation:

Trv1, HMA)=T, r>9¢
M*(A)=< F., ifMA)=F,r>9¢
M(A), otherwise.

Obviously, M* < M (since in M* all values with finite order greater than § have been

decreased). For the sake of contradiction, we have to show that M* is also a model of
P, i.e., that M* satisfies every rule of P.

First, notice that M* satisfies the rules of the form (A <« true) because, since M sat-
isfies such rules, it is M(A) = T, and by the definition of A/* it is also M*(A) = Ty.
Consider now a rule A < A,...,A,,eBy,...,eB;. Since M is a model of P, M(A) >
min {M(A,),..., M(A,), e M(B1),...,|le[[M(By)}. We show that M* also satisfies the
above rule. We distinguish cases based on the value of M (A). We define:

v o= min{ M(A), ..., M(A), [dlMB), ..., || M(B) .
o= min{ MAAY. ..., MUA), el MFBY) .. e M(BL) )

The cases are as follows:

*« M(A) = F, with r < 4. Since M is a model of P, we have v < F,.. By the definition
of M* we conclude that it also holds that v* < F,.
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1: procedure NaiveEvaluation(P)

2 I(A) := Fy, for all A € Bp.

3 repeat

4: ' =1

5: I(A) :=max{I(B): (A« B) € P}, forall A € Bp.
6 until /' =1

7 return /

8. end procedure

Figure 3.1: Naive evaluation strategy for {¢, A}-programs.

*« M(A) =T, withr < §or M(A) = 0. The proofs for these two cases are similar to
the one for the previous case.

* M(A) = F, with r > 6. By the definition of M/* we have that M*(A) = F,_,. Since
M is a model of P, we have v < F,. Now, if v = F,, we have v* = F,_;; ifv < F,
then v* < F,. In every case, it holds that M/*(A) > v* and therefore M* satisfies
this rule.

* M(A) = T, with r > §. By the definition of A/* we have that M*(A) = T,.,. Since
M is a model of P, we have v < T,. Now, if v = T,, we have v* < T,.q; if v < T,
then v* < T,.. In every case, it holds that A/*(A) > v* and therefore M* satisfies
this rule.

Since M* satisfies every rule of P, M* is also a model of P (contradiction). Therefore,
Mp can not contain a gap. ]

The above proposition will play an important role in the evaluation of {¢, A}-programs.
More specifically, the gapless property allows us to modify the usual naive bottom-up
evaluation such that the minimum model of a {¢, A}-program can be computed in a finite
number of steps.

3.3 Bottom-up Evaluation

In this section, we focus on the bottom-up evaluation of PrefLog programs. We start
by discussing why the usual naive bottom-up evaluation is not adequate even for very
simple PrefLog programs. We then reduce our focus into {¢, A}-programs and we derive
a terminating bottom-up procedure for their evaluation.

3.3.1 Inadequacy of Naive Evaluation

Consider PrefLog programs that consist of a finite number of ground rules. The most
direct way of evaluating the minimum model of a program P in a bottom-up manner is to
mimic the computation of the least fixed point of the Tp operator of the program (cf. Fig-
ure 3.1). If the source program P was a classical Datalog one, the process of Figure 3.1
would terminate in a finite number of steps, since By is finite (and in a finite number of
steps all the true atoms would be produced). In our case though, the Herbrand base is
also finite, but in contrast, the number of possible interpretations of a program is infinite
(since each atom can be assigned a truth value from the infinite set V).
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Example 3.2. Consider again the following program:

P < €p.

As we saw in Example 2.4, an infinite number of steps is required in order to compute
the least model of the above program. In addition, consider the program:

q ¢+ optr
r <+ optq

Again, the above program, which is derived from Example 2.7, behaves in a similar way.

The above example suggests that the naive bottom-up evaluation is not guaranteed to
converge in a finite number of steps for every function-free PrefLog program, due to the
infinity of the underlying truth domain. In order to devise a terminating bottom-up proce-
dure, we have to make two basic assumptions. First, we have to consider a fixed set of
preference operators with a known behavior; considering arbitrary continuous operators,
is far too general since their behavior can be arbitrarily complex. Second, we have to
simplify somehow the syntax of our source language. The class of {¢, A}-programs that
was defined in the previous section satisfies these two requirements.

3.3.2 Terminating Bottom-up Evaluation of {¢, A}-programs

In this subsection, we define a terminating bottom-up evaluation procedure for the class
of {¢, A}-programs. The fact that these programs are gapless offers us a termination
criterion; this criterion is the appearance of a gap during the evaluation process.

An idea for computing the least fixed point of a {e, A}-program P in a finite number of
steps using the gapless property, is to iterate the Tp operator until an interpretation that
contains a gap is produced. In such a case, all the atoms that have a value with an order
that is above the gap are set to the 0 truth value. Unfortunately, this simple procedure
does not work, as the following example illustrates.

Example 3.3. Consider the following program:

p<—€p.
q < r.
r < s.
s .

The minimum model of this program is constructed by iterating the Tp operator as follows:

{<p7F0)7 (q7 FO)? (r7F0)7 <S7FO)}
{(P, Fl)ﬂ (q7 FO)? (I‘, FO)? (S7T0)}
{(p7 F2)7 (q’ FO)’ (r7T0)7 <S7T0)}

Notice that the last interpretation above has a gap at order 1. However, it would be wrong
to stop the iterations at this point. Actually, one more iteration of the Tp operator gives
the following interpretation:

{(pa F3)a (q7 TO)v (I‘, TU)7 (Sv T0>}
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1: procedure TerminatingEvaluation(P)

2 n:=0

3 S = Bp

4: repeat

5: I(A) = F,, forallAe S

6 repeat

7 I' =1

8 I(A) :=max{I(B) : (A« B) e P}, forall A c Bp
o: until I’(A) = I(A), for all A € Bp such that ord(/(A)) =n
10: S":={A:A¢€ Bp, ord(I(A)) =n}

11: if S’ = {} then
12: I(A):=0,forallAc S
13: S ={}
14: else
15: S=5-9
16: end if
17: n=n+1
18: until S = {}
19: return /

20: end procedure

Figure 3.2: Terminating evaluation strategy for {¢, A}-programs.

Further iterations of the Tp will only affect the variable p which will eventually converge
to 0. In other words, the correct model for the above program is:

{(pa 0)? (qa TO)7 (r> T0)7 (Sv TO)}

Looking at the above steps, one understands that it is not correct to stop immediately
when a gap appears. Obviously, a more sophisticated approach needs to be followed.

Example 3.3 illustrates that the evaluation process should not be stopped unless the set
of all atoms that contain values of order 0 (namely Fy, Tj stabilizes. By generalizing this
idea, we can come up with a proof procedure that guarantees the correct calculation of
the minimum model Mp and at the same time termination in a finite number of steps.
This procedure can informally be described as follows. As a first approximation to Mp,
we start with the interpretation that assigns to every atom of Bp the value F; (as already
mentioned, this interpretation is denoted by ()). We start iterating the 7p on () until both the
set of atoms that have a Fj value and the set of atoms having a 7;, value, stabilize (as we
are going to discuss below, this is guaranteed to happen in a finite number of steps). We
keep all these atoms whose values have stabilized and reset the values of all remaining
atoms to the next false value (namely F7). The procedure is repeated until the F; and T;
values stabilize, and we reset the remaining atoms to a value equal to F5, and so on. As
we repeat this procedure, two possible outcomes can eventually happen: one possibility
is that, since the Herbrand Base of P is finite, the procedure will terminate after all atoms
have stabilized to some value different than 0; in this case, we have reached the desired
fixed point. The second possible outcome that can happen is that at the k-th stage of
the bottom-up evaluation, this process will not produce any new atoms having Fj, or T},
values. At this point, we stop the iterations and reset the truth value of all the atoms that
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have not yet received a value, to 0. We present this algorithm in a more compact way in
Figure 3.2.

Example 3.4. Continuing Example 3.3, after we have reached the interpretation:

{(pa F3)a (q7 T0)7 (I‘, TO)? (Sv TO)}

further iterations of the Tp will not affect the values of order 0. In other words, we have
reached a fixed point with respect to the atoms that have values of order 0. We reset the
value of the variable p to F getting the interpretation:

{(p’ Fl)v (q> T0)7 (ra TO)? (Sv TO)}

One further iteration of the Tp operator gives:

{(P, FQ)? (qv T0)> (ra TD>7 (Sa TO)}

The above interpretation contains a gap at order 1. We stop the iterations and reset the
value of p to 0, getting:

{(p,0), (a,To), (x. Tp). (s, To)}
It can be easily seen that this is the least Herbrand model of the program.

Example 3.5. Consider the following more complex example:

r < €rT.

do < Poo A Pot N -+ A Pon-
Q1 < P10 A P1gx A -+ A Pin-

On A Pn,0 A Pn,1 JANERRIAN Pon-

Po,1 < Do,o- Po2 < Do,1- Pon < Pon-1-

Pi,1 < DPi,o0- Pi2 < DPi1,1- Pin < Pin-1-

pn,l — pn,O- pn,2 — pn,l- Pon — Pon—1-
Po.,o-

p170 <— qo A qu.
P20 < d1 A €Qs.

Pno ¢ dn—1 A €Qn_1.

The evaluation process proceeds as follows. First, we begin with the interpretation 0,
which assigns F; to all atoms:

(erO)v (q07F0)7 ceey (qn7F0)7
(pO,OaFO)v c (pO,naFO)a BRI (pn,OaFO)a SR (pn,na FO)a

In the first Ty iteration, the atom p, o receives the value T; (due to the existence of the
fact po.); the i-th Tp iteration (where 1 < i < n) assigns Tj to po; (due to the existence
of the rule po; < poi-1.); the (n + 1)-th Tp iteration assigns T to q, as well (due to the
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existence of the rule qo < poo N ... N\ pon.); @and after that, the atoms that receive the
values F, and T, stabilize, therefore we get the following interpretation:

(ern+2)7 (q07T0)7(quO)v"'?(qmFO)?
(pO,OvTO)v"'7(p07n7T0)7 (p1,07T1)7(pl,lﬂF(])?"'?(pl,mFO)?
<p2,07F0)7"'7(p2,n7F0)7"'a(pn,07F0)7"'a(pn,naFO)a

Now, we reset the atoms that contain values other than F, and T;, (namely the atoms p; ,
and r) to the value Fy. We iterate the Tp as previously; at first, the atom p, o receives the
value T} (due to the existence ofthe rule p; o < qo A €qp), then the atoms py o, ...p1, and
q: receive the value T as previously; finally the values F, and T, stabilize and therefore
we result to the following interpretation:

(r7 Fn+3)7 (qO; T0)7 (qlu TO>7 (CI27 F0)7 R (qnu FO)?
(p0,07 T0>7 ceey (pO,n7 T0)7 (pl,O; T1)7 ey (pl,n; T1)7
(pQ,O: TQ)a (pQ,la F0)7 ey (pQ,na F0)7 ey (pn,Ou FO)a ey (pn,na F(])’

This process is repeated until all atoms of the form p; ; and q;, forall 0 < i,5 < n receive
a positive truth value. In particular, in the step where the values of order i stabilize, the
atomsp; o, ... pin @nd q; receive the value T,. When the values F,,, T, stabilize, we reach
to this interpretation:

{ (r7 F2n+2)7 (q0>T0)7(q17T1)7"‘7(qn>Tn>7 }
(P0707 TO)? S (pO,na TO)? ey (pn,Oa Tn)v sy (pn,na Tn):

If we repeat the process one more time, the resulting interpretation will contain a gap at
order n + 1. As a result, we can set the value 0 in r:

{ (I‘,O), (q07T0)7<q17T1)7"'7(qn7Tn)7 }
(P0,07 TO)? sy (pO,na TO)? ey (pn,Oa Tn)v sy (pn,na Tn):

Notice that the final interpretation is the minimum model of the program.

As we illustrate in Proposition 3.2, the Bottom-up Evaluation of Figure 3.2 is a terminating
algorithm for {¢, A}-programs. Moreover, we will discuss the correctness of this algorithm
in the next subsection.

Proposition 3.2. The algorithm of Figure 3.2 terminates in a finite number of steps for
any given {e, \}-program P.

Proof. Notice that the algorithm consists of two loops, that is the inner loop (lines 6-9)
and the outer loop (lines 4-18). In order to prove that the algorithm terminates, we have to
prove that both loops terminate. Suppose that the inner loop is infinite. Since Bp is finite,
the set of atoms that will eventually receive truth values of order n is finite. Therefore,
there must be some atom A € Bp such that it receives T,, or F,, in an infinite number of
steps. Since the only available operators are the operators ¢ and A, we conclude P must
contain an infinite number of clauses (contradiction). Therefore, the inner loop is finite.
The outer loop is also finite because the inner loop is finite and the set S remains finite
(it is initialized with the elements of Bp and it always decreases). O
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3.3.3 Correctness of Terminating Bottom-up Evaluation

In this subsection, we provide a correctness proof for the terminating bottom-up evalua-
tion algorithm of Figure 3.2.

Theorem 3.1. The algorithm of Figure 3.2 correctly computes the least model Mp of any
given {e, \}-program P.

The intuition behind the proof can be described as follows. It can be demonstrated that
the Tp operator of a {¢, A}-program P has the property of being k-monotonic for all k €
N. The notion of k-monotonicity was initially described in order to formalize the model-
theoretic semantics of well-founded negation [64] and it was later extensively studied
in the case of a general fixed-point theorem for non-monotonic functions [26]. Roughly
speaking, the fact that 7p is k-monotonic means that when given two interpretations I and
J that agree on the values of atoms of order less than £ and I is “less than” J in the truth
values of level k, then Tp(1) is “less than” Tp(.J) in the truth values of level k. Based on
this property we demonstrate that the above procedure produces at each inner step the
same truth values as those that existin Mp. Since the algorithm correctly computes each
level of truth values and since we know that the minimum model of any {¢, A}-program
does not contain a gap, we realize that as soon as a gap is found by the above procedure,
this implies that the atoms that have a value above the gap, will have the value O in the
minimum model Mp.

In order to establish Theorem 3.1 (i.e., in order to demonstrate the correctness of the
bottom-up procedure), we need some background material from [64] and [26]. In the
rest of this section, when we refer to “a program” we mean a “{¢, A}-program”.

Definition 3.3. [64] Let P be a program, I an interpretation of P, v € V and n € N. We
define: I || v={A € Bp | I(A) =v}.

The following relations on interpretations are also needed:

Definition 3.4. [64] Let I and J be interpretations of a program P and n € N. We write
I=,J ifforallk <n,I||T,=J|T.andI | F,=J| Fj.

Definition 3.5. [64] Let I and J be interpretations of a program P and n € N. We write
I'c, J ifforall k <n, I =, JandeitherI | T, C J| T,andI | F, O J || F,, or
I\\T,<J|T,andI || F, D> J| F,. Wewritel C,, Jifl =, JorI C, J. We write
I T J, if there exists n € N such that I —,, J. We write I T J ifeither I = JorI C J.

Recall that by Zp we denote the set of infinite-valued interpretations of a program P. It is
easy to see [64] that the relation C on Zp is a partial order (i.e., it is reflexive, transitive
and antisymmetric).

Definition 3.6. [26] Let P be a program and let n € N. Let X C Zp be a non-empty set
of interpretations of P and assume that for all I,J € X it holds that I =, J for all k < n.
Let I be an arbitrary element of X. We define:

I(A), iford(I(A)) <n

T,, if there exists J € X with J(A)
F,, ifforall J € X, J(A)=F,
F,..1, otherwise.

(| x)) = I
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Notice that the first case in the above definition is well-defined because all the elements
of X agree on the truth values of order less than n.

Definition 3.7. [26] Let P be a program and let n € N. Then, Tp is called n-monotonic
ifforall I,J € Ip, if I C,, J then Tp(I) C,, Tp(J). Moreover, Tp is called n-continuous if
it is n-monotonic and for all sequences (1;,);>( Of interpretations such that for all k > 0,
I, G, Ik+1, it holds that TP(l_'n{[k k> O}) =n |_|n{TP<Ik) k> 0}

Based on the above material, we can now prove the following proposition that concerns
{€e, N}-programs:

Proposition 3.3. The Tp operator of a {¢, \}-program P is n-continuous for all n € N.

Proof. By Corollary 7.8 and Lemma 7.12 of [26], if the Tp operator of a program uses in
its body only operations that are n-continuous for all n € N, then Tp is also n-continuous
for all n € N; the notion of n-continuity for operators is similar to that defined above for
Tr (see Subsection 5.2 of [26] for the definition of the appropriate orderings on the set
V and Definition 6.3 of the same article for the definition of n-continuity of functions over
the set V). The operator A is n-continuous for all n € N (see [26][Lemma 7.10]) and it is
a straightforward task to establish that ¢ also has the same property. Therefore, the Tp
operator of {¢, A}-programs is n-continuous for all n € N. O

When the Tp operator is n-continuous for all n € N, we can find its least fixed point with
respect to C with a construction that first stabilizes the order 0 values, then the order
1, and so on. This procedure is formally expressed by a construction described by the
following theorem (which specializes to our setting the much more general Theorem 6.6
(see also Remark 6.5) of the article [26]). Actually, the limit of this construction is the
least (with respect to the relation C) among all models of P (see Theorem 4 of [25]).

Theorem 3.2. [26] Let P be a {¢, \}-program. Consider the following doubly indexed
sequence of interpretations of P:

]0,0 - @

In,m—‘rl = TP([n,m)

Lo L, {Znm : m € N}
In+1,0 = [n,w

Define the following infinite-valued interpretation Np of P:

T., ifL,.(A)=T,
Np(A) =< F,, ifl,,(A)=F,
0, otherwise

Then, Np is the least fixed point of Tp with respect to C. Moreover, Np is the least model
of P with respect to C.

Notice that the construction of the interpretation Np in the above theorem is actually
identical to the construction performed by the bottom-up algorithm given in Figure 3.2.
What remains to be shown is that Np is exactly the same interpretation as Mp:
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Lemma 3.1. Let P be a {¢, A}-program and let Mp and Np be the least fixed points of Tp
with respect to < and C respectively. Then, Mp = Np.

Proof. By Theorem 2.2, it holds that Mp < M for all models M of P. Since by The-
orem 3.2 Np is also a model of P, we get that Mp < Np. However, this implies (see
Lemma 4.13 of [64]) that Mp C Np. Since Np is the least model of P with respect to C,
we also get that Np C Mp, and therefore Np = Mp. O

The above discussion together with the above lemma implies that Theorem 3.1 holds.

3.4 Implementation

An implementation of the bottom-up technique that we proposed in this chapter is avail-
able [82]. This implementation uses as its basis the bottom-up Datalog system IRIS?.
This implementation supports the preference operators A, V, ¢, opt, and alt and imple-
ments a Terminating Naive Bottom-up evaluation strategy (similar to that of Figure 3.2)
and a Terminating Semi-Naive Bottom-up evaluation strategy, which extends the stan-
dard Semi-Naive evaluation of Datalog (cf. [82] for details).

Apart from the bottom-up implementation, we have implemented a transformation® of the
PrefLog programs [72]. The basic idea of the transformation is to introduce an additional
argument in every atom of the original program. This additional argument corresponds to
the truth value that Mp assings in the original atom. For instance, in the context of {¢, A}-
programs, for every propositional atom A we create a unary predicate A, such that the
query < A(V) returns V = v if Mp(A) = v. Roughly speaking, such a Prolog translation
consists of three main parts; first, a set of Prolog rules, obtained directly from the rules
of the original program, that is used to compute the corresponding truth value; second,
a set of Prolog rules that are used for obtaining the correct truth value for each atom
among all values computed by the rules of the first part; and finally, a set of Prolog rules
that correspond to the preference operators that are present in the original program. The
implementation of the transformation is approximately 350 lines of Prolog code and is
realized for the XSB system?*.

3.5 Summary

In this chapter, we focused on an evaluation technique for PrefLog programs. Since gen-
eral PrefLog programs naturally introduce two levels of infinity (i.e., an infinite set of atoms
can obtain an infinite set of values) we reduced our focus in a large and well-behaved
subset of function-free fragment of PrefLog, denoted as “{¢, A}-programs”, which is the
preferential analogue of Datalog.

We demonstrated that terminating bottom-up evaluation can be performed for a {¢, A}-
programs. This result is not obvious: despite the fact that the Herbrand Base of the
programs we consider is finite, an atom may obtain an infinity of truth values during
bottom-up evaluation, resulting in possible non-termination. For this reason, we devised
a bottom-up execution strategy in which the atoms converge in levels until either the

2 cf. http://www.iris-reasoner.org/
3 ¢f. http://bitbucket.org/antru/preflog
4 cf. http://xsb.sourceforge.net/
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atoms are exhausted or a “gap” in the produced set of atoms is found (which signals that
the iterations should stop). We demonstrated that the interpretation produced by this
procedure coincides with the least model of the program.
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4. EXPRESSING PREFERENCES USING HIGHER-ORDER LOGIC
PROGRAMMING

In this chapter, we propose the use of higher-order logic programming as a logical frame-
work for expressing qualitative preferences. Our approach extends a seminal work by
Chomicki [17, 80] and provides a uniform framework in which relations, preferences be-
tween tuples, preferences between sets of tuples and operations on preferences are
expressed in the same, higher-order logic programming language.

4.1 Overview

The starting point of our research is an influential proposal by J. Chomicki [17] for repre-
senting qualitative preferences in the context of relational database systems. Chomicki’s
approach is based on the following two ideas:

* Preferences between tuples of a database relation are specified using binary pref-
erence relations; these relations are defined using first-order formulas, called pref-
erence formulas.

* A new relational algebra operator is introduced. This operator is called winnow and
takes two parameters; a database relation and a preference formula. The winnow
operator selects from its input relation the most preferred tuples according to the
given preference formula.

The approach advocated by Chomicki, despite groundbreaking, has certain limitations
(some of which are recognized and discussed in his paper [17]). First of all, in this frame-
work, only intrinsic preference formulas can be defined, namely formulas that establish
the preference relation between two tuples solely on the basis of the values occurring in
these tuples. Second, the preference relations and the preference queries are expressed
in two different languages, namely, first-order logic and SQL extended with the winnow
operator, which makes the approach less uniform. Finally, there is no way to define di-
rectly other operators apart from winnow (such as, for example, an operator that returns
the second-best tuples from a given relation according to a preference formula).

In this chapter, we propose the use of higher-order logic programming as a logical frame-
work that remedies all the above deficiencies. The key idea behind our proposal is that
since preferences are relations, and since we need to define operators over relations
(such as winnow), and some times even preferences over sets, a higher-order language
can offer increased representation capabilities. In particular, we demonstrate that higher-
order logic programming can be used to express both intrinsic and extrinsic preference
formulas, it can represent both preference relations as-well-as queries, and it can be
used to define a variety of interesting alternative operators beyond winnow.

We argue that higher-order logic programming is a very expressive framework for rep-
resenting and manipulating qualitative preferences. A significant advantage of our ap-
proach is that preference formulas as-well-as operators that are parameterized with such
formulas can be expressed in the same language. Moreover, the seemingly more de-
manding case of preferences over sets [80] can be handled without extra notational
overhead because preferences over sets are essentially second-order relations and can,
therefore, be encoded easily in our higher-order language. Finally, we identify a new and
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significant (in our opinion) application area for higher-order logic programming. Higher-
order logic programming has been around for many years [15, 52, 77] and it has recently
been given a standard denotational and proof-theoretic semantics [10, 11, 12, 61]. We
feel that higher-order logic programming deserves to be further developed and used since
it extends in an elegant way the framework of classical logic programming.

The rest of the chapter is organized as follows: in Section 4.2 we present the main con-
cepts behind the work of J. Chomicki [17] and its extension for preferences between
sets [80]; in Section 4.3 we outline the basic notions regarding higher-order logic pro-
gramming; in Section 4.4 we demonstrate how higher-order logic programming can be
used to concisely represent and manipulate preferences and how it bypasses the main
shortcomings of the framework of Chomicki [17]; in Section 4.5 we demonstrate that the
proposed higher-order logic programming approach can also be used to elegantly rep-
resent preferences over sets of tuples; and finally, we close with a brief summary of the
chapter.

4.2 Qualitative Preferences and Databases

In this section, we focus on preference representation in a relational (SQL) database con-
text. We present the approach proposed in the seminal work of Chomicki [17]. Originally,
this framework allows expression of preferences between tuples, but later was extended
in order to express preferences over sets of tuples [80]. This brief presentation begins
with the tuple preferences case, continues with examples of common qualitative prefer-
ence compositions and closes with the set preferences extension of this framework.

4.2.1 Preferences over Tuples

In this subsection, we present the framework of Chomicki [17], which is used for ex-
pressing qualitative preferences between tuples in databases. This is done by extending
relational algebra with preference formulas and the winnow operator.

Qualitative preferences in a relational database context are defined using a binary pref-
erence relation among database tuples:

Definition 4.1. Given a relation schema R(A;,...,A,) such that U;, 1 < i < n, is the
domain of the afttribute A;, a relation - is a preference relation over R if it is a subset of
(Upx---xU,)x Uy x---xUp,). Atuple t, is said to be preferred from t,, if it holds t, - t;.

In Chomicki’'s framework [17] preference relations are defined using first-order preference
formulas. In the following definition, by “built-in predicates” we mean any standard SQL
predicate such as equality, inequality, arithmetic comparison operations, and so on.

Definition 4.2. Lett,,t, denote tuples of a given database relation. A preference formula
C(t1,t2) is a first-order formula defining a preference relation . in the standard sense,
namely t, =, to <= C(t1,t2). An intrinsic preference formula (or ipf) is a preference
formula that uses only built-in predicates.

Intuitively, an intrinsic preference formula is one that establishes the preference relation
between two tuples solely on the basis of the values occurring in these tuples. Extrinsic
preference formulas may use not only built-in predicates, but also other constructs (such
as for example database relations, properties of the relations from which the tuples have
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Table 4.1: A simple movie relation.

ID Name Director Genre  Runtime (min) Rating
my, The Godfather F. F. Coppola drama 175 9.2
my The Green Mile F. Darabont drama 189 8.5
ms Goodfellas M. Scorsese drama 146 8.7
my4 The Big Lebowski Coen Brothers comedy 117 8.2
ms Forrest Gump R. Zemeckis comedy 142 8.8
mg Inception C. Nolan sci-fi 148 8.8

been selected, and so on). For example, if we prefer every tuple of a given relation
r over every tuple of another relation s, then this is an extrinsic preference because it
depends also on the origin of the tuples and not only on their attributes. The framework
of Chomicki [17] focuses almost exclusively on intrinsic preference formulas.

Example 4.1. Consider the movie (ID,Name,Director,Genre,Runtime,Rating) relation
illustrated in Table 4.1. Now, suppose that we want to express the following preference:

“Prefer one movie over another iff their genres are the same and the rating of
the first is higher”.

This can be defined by the following ipf formula C':
(ia TL, d’ ga t? T) >-Cl (’/7 n/7 dl? gla t/a T’/) = (g = gl) /\ (T’ > T’/)

The above preference means that, for example, “The Godfather” is preferred from “Good-
fellas” because they have the same genre but the former has a higher rating than the
latter. In addition, movies that are of different genre (e.g. “Forrest Gump” and "Incep-
tion”) are incomparable. As another example of the same relation, consider the following
preference:

“Prefer a movie from another one if the former lasts for less than or equal to
150 minutes while the latter does not”.

The corresponding preference relation -, can be defined by the following ipf formula
Cy:

(i,n,d, g, t,r) =¢, (',n',d, ¢ t',r") = (t <150) A (t' > 150)
According to the preference relation ~.,, every movie with a runtime that is less than
150 minutes is preferred, e.q. “Forrest Gump” is preferred from “The Godfather”. More-
over, all such movies are incomparable e.g. “The Big Lebowski“ is equally preferred to
“Inception”. As a final example, consider the following preference:

“Prefer drama movies over movies of all other genres”.

The corresponding preference relation -, can be defined by the following ipf formula
Cs:
(4,n,d, g, t, 1) =c, (',0,d, ¢, t',r") = (¢ = "drama”) A (¢’ # "drama”)

According to -, the most preferred movies are “The Godfather”, “The Green Mile” and
“Goodfellas’.
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Table 4.2: Result sets of simple winnow queries.

(a) The result of the query w¢, (movie) using the movie relation of Table 4.1.

ID Name Director Genre  Runtime (min) Rating
m, The Godfather F. F. Coppola drama 175 9.2
ms Forrest Gump R. Zemeckis comedy 142 8.8
mg Inception C. Nolan sci-fi 148 8.8

(b) The result of the query w¢, (movie) using the movie relation of Table 4.1.

ID Name Director Genre  Runtime (min) Rating
ms Goodfellas M. Scorsese drama 146 8.7
m4 The Big Lebowski Coen Brothers  comedy 117 8.2
ms Forrest Gump R. Zemeckis comedy 142 8.8
me Inception C. Nolan sci-fi 148 8.8

(c) The result of the query wc, (movie) using the movie relation of Table 4.1.

ID Name Director Genre  Runtime (min) Rating
my, The Godfather F. F. Coppola drama 175 9.2
ms The Green Mile F. Darabont drama 189 8.5
ms Goodfellas M. Scorsese drama 146 8.7

In the following, we discuss the winnow operator, the second basic component of the
framework of Chomicki [17]. In order to select the best (i.e., most preferred) tuples from
a given relation r based on a preference formula C, relational algebra can be enriched
with a new operator called winnow. The formal definition of this new preference operator
is the following:

Definition 4.3. Letr be a relation and let C' be a preference formula defining a preference
relation .. The winnow operator is defined as

we(r)={t €r: -3t € r suchthatt' .t}

A preference query is defined as a relational query that contains at least one occurrence
of the winnow operator. In the following example, we illustrate three preference queries
that are parameterized using preference relations that were defined previously.

Example 4.2. Continuing Example 4.1, consider the simple preference queries w¢, (movie),
we, (movie) and we, (movie). These queries will return the best tuples according to the
preference formulas that are being invoked.

Regarding w¢, (movie), the winnow query should return one movie for every available
genre, and each genre should be “represented” with the movie with the highest rating.
Regarding wc,(movie), the winnow query should return all movies that their duration is
less than or equal to 150 minutes. Finally, regarding wc, (movie), the query should return
all drama movies.

The result sets are illustrated in Table 4.2a, Table 4.2b, and Table 4.2c respectively.
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In our framework, we are able to define alternative operators beyond winnow, and there-
fore our queries can be more general.

4.2.2 Composition of Preference Relations

In this subsection, we present some common preference compositions and we show how
these compositions can be expressed using Chomicki’s framework [17].

Preference relations can be combined in order to form more complex ones. Being binary
relations, preference relations can be composed in many ways; examples include the
use of standard set-theoretic operations. In the context of Chomicki [17], in order to
compose two preference relations we compose the corresponding formulas, creating in
this way more complicated ones. Three examples of such composition operations are
the following:

» The Boolean composition of two preference relations (such as union, intersection
and difference) can be captured by Boolean operations on the corresponding pref-
erence formulas. For example, the preference relation >~ .c,=>¢, N >, is cap-
tured by the formula:

t >cne, t2 = (t1 ¢, t2) A (1 >¢, t2).

 The Prioritized composition -, .., of two preference relations C; and C; has the
intuitive meaning of “prefer according to C; unless C; is applicable”, and can be
defined as follows:

t =oppe, to = (t1 ¢, t2) V ((t1 ~ey t2) A (L >0, t2)),

where ~¢ is the indifference relation of a preference relation -, defined by the
following formula:
t ~o to =t o t2) A(te ¢ t1)

 The Pareto composition -, ., of two preference relations C'; and C; has the intu-
itive meaning of “prefer according to both C; and C; with equal importance”, and
can be defined as follows:

t =ciac, t2 = (B e, t2) A (t2 oy 1))V ((F2 e, B2) A (2 Yy 1)),

where 1 %c to = _|(t1 ~c tg)

The following examples illustrate the use of such operators.

Example 4.3. Consider the movie relation of Example 4.1. In this example, we consider
the Prioritized composition.

Suppose that our preference for movies is the prioritized composition Cy > Cy of Cy and
C4. This means that we have a primary preference for the movies that have a duration
that is less than or equal to 150 minutes, and a secondary preference for the high rating
(among the ones that have the same genre).

A process for discovering the best tuples according to ~.,.., begins by finding the best
tuples according to -, i.e., all movies that have a duration less than or equal to 150
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minutes (cf. Table 4.2b). Now, among these incomparable tuples, we filter out all less
preferred tuples according to ... That is, we remove m, since there exists a comedy
movie (namely ms) which has a higher rating. Thus, the preference query we,.c, (movie)
returns the result set shown in Table 4.3a.

Compare now this result set with that of w¢, (movie) (cf. Table 4.2a). Notice that our
primary preference for the duration of the movies has excluded some highly rated ones.

Example 4.4. Consider the movie relation of Example 4.1. In this example we consider
the Pareto composition.

Suppose that our preference for movies is the Pareto composition Cy @ C5 of Cy and Cs.
This means that we prefer both movies that have a duration less than or equal to 150
minutes and dramas, but these preference criteria are now treated with equal importance.

Notice that the movie relation of Table 4.1 contains one movie that satisfies both crite-
ria; a drama movie with a runtime less than 150 minutes (i.e., the movie “Goodfellas’).
Therefore, the result set for the preference query wc,sc,(movie) returns only this movie
(cf. Table 4.3b).

Now, suppose that we remove the mj tuple (i.e., the movie “Goodfellas”) from the original
movie relation. Now, there does not exist any movie that satisfies both preference criteria.
Therefore, since we equally prefer drama movies and movies that have a duration less
than or equal to 150 minutes, the preference query wc,sc,(movie \ {ms}) returns all
movies that satisfy either Cy or C5 (cf. Table 4.3c).

Through higher-order logic programming, we can directly define generic composition op-
erators that can be applied to compose arbitrary preference relations (without the need
to manipulate preference formulas).

4.2.3 Preferences over Sets

In this subsection, we discuss how the framework of Chomicki [17] can be extended so
as to handle preferences between sets of tuples.

There exist many applications that require expressing preferences over sets of tuples.
This case, which is more demanding and general than the case of preferences over tu-
ples, was considered in a recent work by Zhang and Chomicki [80]. In this work, the
sets that are involved in preference queries are assumed to be of fixed cardinality, an as-
sumption which we will also adopt in our approach. The main ideas behind this proposal
can be illustrated by a simple example.

Example 4.5. Assume that | want to watch three movies, and | want to select them,
based on some given preferences, out of our usual movie table. My preferences are the
following:

» (4! Prefer that the sum of the ratings of the movies is maximized.
» (5. Prefer to watch at least one comedy.

» (5. Prioritize Cy over (.

The above preferences are defined over three-element sets of movies and therefore a
new method seems to be required for their representation.
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Table 4.3: Result sets of composite winnow queries.

(a) The result of the query wc,. ¢, (movie) using the movie relation of Table 4.1.

ID Name Director Genre  Runtime (min) Rating
ms Goodfellas M. Scorsese drama 146 8.7
ms Forrest Gump R. Zemeckis comedy 142 8.8
mg Inception C. Nolan sci-fi 148 8.8

(b) The result of the query w¢, g, (movie) using the movie relation of Table 4.1.

ID Name Director Genre  Runtime (min) Rating

ms Goodfellas M. Scorsese drama 146 8.7

(c) The result of the query wc, g, (movie \ {ms}), i.e., using the movie relation of
Table 4.1 without the “Goodfellas” movie tuple.

ID Name Director Genre  Runtime (min) Rating
m; The Godfather F. F. Coppola drama 175 9.2
ms The Green Mile F. Darabont drama 189 8.5
my The Big Lebowski Coen Brothers comedy 117 8.2
ms Forrest Gump R. Zemeckis comedy 142 8.8
mg Inception C. Nolan sci-fi 148 8.8

Zhang and Chomicki [80] define a specialized approach for treating preferences over
sets. First, they remark that for each preference there exist one or more “quantities of
interest”, which they call features. For example, for C'; the relevant feature is the sum
of the ratings of the movies, for C, the relevant feature is the number of comedies, and
for C'5 both previous features are relevant. Given a set, we can construct a vector of all
features based on the user preferences, i.e., the profile of the set. The “best sets” are
those that have the “best profiles”.

The representation of preferences in this approach [80] is performed as follows. For
each feature F;, a function is defined that returns the result of an SQL query. Let $S be
a variable denoting any three-element subset of the movie relation. Then, the following
functions compute the total rating and the number of comedies in $S:

* F1($S): SELECT sum(rating) FROM $S;

* F2($S): SELECT count(genre) FROM $S WHERE genre='comedy';

Preferences over sets are defined by formulas over the above functions:

S1 >‘Cl So = Fl(sl) > fl(Sg)
81 7¢c, S2 = (.FQ(Sl) > 1) N (.FQ(SQ) = 0)
81 7cy 852 = 81 megeey S2

The winnow operator is then used in order to select the “best” among all three-element
subsets of the movie relation according to the above preference relations. In order for this
to be done, the most direct approach is to enumerate all fixed-size subsets and check
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them one by one. Notice that dealing with subsets of relations is, in general, an inherently
inefficient task. For this reason, certain optimizations are provided that can potentially
alleviate the inefficiency problem in specific cases.

The problem with the proposal of Zhang and Chomicki [80] is that the simple first-order
logic language for expressing tuple preferences has to adapt significantly in order to
accommodate set preferences, and the resulting formalism is more complicated. As a
general comment on the above ideas, we could say that the features pf their approach
are second-order predicates in disguise, and for this reason, they can be represented
directly and very elegantly in our framework.

4.2.4 Discussion

The framework for expressing qualitative preferences in relational databases proposed
by Chomicki [17] and its extension for fixed-cardinality sets [80], appears to have many
advantages and it is relatively simple. However, it has certain shortcomings which, if
resolved, could result in a more expressive formalism. In this subsection, we describe in
detail the main shortcomings of these techniques [17, 80]. In subsequent sections, we
demonstrate how these issues are resolved in our framework.

First of all, the framework of Chomicki [17] uses two different languages: the preference
relations are expressed using first-order logic while preference queries are expressed
using SQL extended with the winnow operator. Moreover, in the case of preferences
over sets, yet another formalism (namely that of features and profiles) is introduced. As
we argue in the coming sections, preference relations and queries can be expressed
in a single language, simplifying in this way the representation of preferences. The dif-
ferences in the conciseness of the representation are even more apparent in the case
of set preferences, where we avoid the concepts of features and profiles [80], and our
representation is a simple extension of the one used for tuple preferences.

A second characteristic of the framework of Chomicki [17] which we would like to avoid,
is the restriction to intrinsic preference formulas. There exist many natural preference
formulas that are extrinsic (see also the relevant discussion in [17][Section 7.3]). Some
extrinsic preferences can be simulated using intrinsic formulas, but this is not always
possible or convenient. Moreover, as we are going to see in Section 4.5, the use of
extrinsic preferences is very important in the case of set preferences.

A final issue of the framework of Chomicki [17] is the restriction of having a single pref-
erence manipulation operator, namely winnow. To be fair, a few more operators similar
to winnow are presented [17]. However, all these operators are defined in a language
that is different from both first-order logic and SQL (additional set-theoretic and relational
notations are used). In other words, new operators can only be “custom tailored” and
they cannot be defined nor implemented with the available linguistic resources. In our
framework, new operators can easily and naturally be defined as higher-order predicates.

4.3 Higher-Order Logic Programming

Higher-order logic programming [10, 15, 52] extends traditional first-order logic program-
ming with higher-order constructs. In this section, we define some common higher-order
logic programming concepts and some basic predicates that will be used throughout the
chapter. A basic familiarity with some form of higher-order programming (either logic or
functional) is assumed [10, 15, 27, 52].
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The most popular higher-order extension is to allow the programmer to define predicates
that accept other predicates as arguments, and variables to occur in places where pred-
icates typically occur. For example, the following program defines the transitive closure
of a given relation R:

tc(R,X,Y) :- R(X,Y).
tc(R,X,Y) :- R(X,Z), tc(R,Z,Y).

An advantage of predicates such as tc is that they can be used to achieve a generic style
of programming: to compute the transitive closures of different relations, we invoke tc
with different parameters (avoiding to write a transitive closure predicate for each different
relation). As an example, the query:

7- tc(parent,john,Y).

will return all the ancestors of john while the query:
?7- tc(graph,vi,V).

will return all vertices that are reachable from vertex v1 of a given binary relation graph.

One interesting feature of higher-order languages is the use of partial applications, i.e.,
the ability to invoke a higher-order predicate with only some of its arguments. In order for
this to be achieved, the single-tuple notation of classical logic programming is extended
so as that a predicate can now have a sequence of tuples as successive parameters®.
Then, we can invoke a predicate with only some of the tuples in the sequence. In this
case we say that the predicate is partially applied. The partial application of a predicate
yields a new predicate that expects the rest of the arguments and behaves exactly like
a regular predicate. For example, we can write the tc predicate using a slightly different
syntax:

tc(R) (X,Y) :- R(X,Y).
tc(R) (X,Y) :- R(X,Z2), tc(R)(Z,Y).

Now, tc(parent) is an expression representing the transitive closure of the relation
parent and can be used as an autonomous expression in the program and in queries.
The idea of “partial application” can be further illustrated with the definition of two higher-
order predicates that we will use in subsequent sections, namely the conjunction and
union predicates over binary relations:

conj(R,Q) (X,Y) :- R(X,Y), QX,Y).
union(R,Q) (X,Y) :- R(X,Y).
union(R,Q) (X,Y) :- Q(X,Y).

Now the expression union(tc(parent), tc(mother)) denotes the union of the two tran-
sitive closure relations while the expression conj(tc(graphl), tc(graph2)) is the set
of common edges that belong to the transitive closures of graph1 and graph?2.

The rest of this section contains some easy definitions of other higher-order predicates
that we will use. Actually, some of them use a powerful feature of logic programming,
namely negation-as-failure. A predicate that checks if a relation is empty can be imple-
mented as follows:

5In the world of functional programming, this idea is called currying.
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nonempty(R) :- R(X).
empty(R) :- not nonempty(R).

The nonempty predicate succeeds if there exists an object that satisfies its argument.
The empty predicate succeeds if nonempty fails for the same parameter. Other useful
operators are the following:

minus(R,X) (Y) :- R(Y), not (X=Y).
diff(R,Q) (X) :- R(X), not Q(X).

The minus operator takes as a parameter a relation R and an object X and returns a
relation that contains all the objects in R except for X. In this sense minus removes X
from relation R. Similar to the minus operator is the diff operator that creates the set
difference of its given two relations. Given the above definitions, we can easily define
the cardinality of a finite relation as:

size(R,0) :- empty(R).
size(R,N) :- R(X), size(minus(R,X),M), N is M+1.

In higher-order logic programming languages, queries of the following form are usually
allowed:

?- tc(R) (john,mary).

The expected answer of such a query is not immediately obvious and this is actually a
thorny subject among the higher-order logic programming approaches. The extensional
approach [10] assumes that predicates denote sets and therefore two predicates that
hold for the same elements are considered equal. An expected answer in the extensional
approach is the substitution R = {(john, mary)}, namely the simplest set whose transitive
closure contains the pair {(john, mary)}. On the other hand, the intensional approach [15]
assumes that each predicate is represented by its name and therefore two predicates are
considered equal only if their names are the same. Under the intensional approach, the
answer to the aforementioned query depends on whether there exists a predicate defined
in the program that satisfies the goal. In the case that there is no such predicate in the
program, the goal fails. As we are going to see, we will need to evaluate queries involving
uninstantiated predicate variables (such as the above) in the case of preferences over
sets. The way that we handle such queries in our implementation will be described in the
following chapter.

4.4 Representing Preferences over Tuples in Higher-Order Logic Programming

In this section, we demonstrate how preference relations over tuples as-well-as operators
over preference relations, can be defined in higher-order logic programming. The lan-
guage that we will be using does not exploit the full power of higher-order logic program-
ming, because most of our examples will be written in “higher-order Datalog”, namely
higher-order logic programming without function symbols. There are only two exceptions
to this issue:

» Our language supports tuples (in a restricted form) because preference relations
are defined over tuples. In other words, we do not need arbitrary function symbols
but we need our language to be able to handle tuples.
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* In order to be able to define some operators over preference relations and some
aggregate operations, we will use recursion and the usual arithmetic operations
over the natural numbers. However, all the essential ideas from Chomicki [17]
can be implemented in our framework without ever using natural numbers or any
function symbols.

In conclusion, our framework is essentially a higher-order version of Datalog that sup-
ports tuples. In this respect, one can also view our proposal as a higher-order deductive
database framework for representing preferences.

441 Representing Database Relations

In this short subsection, we describe how database relations can be represented in our
framework. We follow the standard approach in deductive databases in which relations
are represented by logic programming facts.

We adopt the following notational convention: we assume that every predicate that rep-
resents a database relation, does not have many different attributes but instead a single
attribute that is a tuple. For example, in order to represent the movie relation of Table 4.1,
we do not use a predicate with 6 arguments, but a predicate that takes a single argument
that is a 6-ary tuple, namely movie ((ID,Name,Director,Genre,Runtime,Rating)). The
above convention is a merely technical one since it allows us to write a single generic
version for every operator on preference relations. As we will see later, if we had not
done this, we would have to write a specific n-ary version of each operator in order to
support every possible n-ary database relation.

Apart from the above representation using logic programming facts, we can use logic
programming rules to express a database relation. For instance, we could express pref-
erences over database relations that are defined recursively:

Example 4.6. Consider the relation edge ((X,Y,C)), which defines a weighted directed
graph, where C denotes the cost of edge (X,Y). Then, the following relation represents
the costs of all paths between every pair of nodes (X,Y).

path((X,Y,C)) :- edge((X,Y,C)).
path((X,Y,C)) :- edge((X,Z,C1)), path((Z,Y,C2)), C is C1+C2.

Then, if a path with a lower cost is preferred, then the most preferred path between
two nodes is the shortest path between these nodes. The program that represents this
formulation of the known shortest path problem will be presented in Subsection 4.4.5.

4.4.2 Representing Preference Relations

In this subsection, we describe how preference relations can be represented in our frame-
work. In short, preference relations can be represented using binary logic programming
predicates. This flexibility allows us to express both intrinsic and extrinsic preference
relations.

We can represent a preference relation -. between tuples of an n-ary relation using a
binary predicate c_pref with two arguments, each one of them being an n-ary tuple. That
is, the atom c_pref ((X1,X2), (Y1,Y2)) corresponds to the formula (X1,X2) > (Y1,Y2).
The preference formula C' is encoded by the body of the rule defining c_pref. Notice that
for the representation of intrinsic preference relations, we do not use the higher-order
characteristics of our source language.
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Example 4.7. Consider the movie (ID,Name,Director,Genre,Runtime,Rating) relation.
We can represent the preference relations of Subsection 4.2.1 using predicates over
tuples. Assume we have the preference relation C; of Example 4.1, namely: “prefer one
movie over another iff their genres are the same and the rating of the first is higher”. This
can be represented as follows:

cl_pref((It,6N1,D1,G,T1,R1),(I2,N2,D2,G,T2,R2)) :-
movie((I1,N1,D1,G,T1,R1)),
movie((I2,N2,D2,G,T2,R2)),
R1 > R2.

Consider the preference relation C, from Example 4.1, namely “prefer a movie from an-
other one if the former lasts for less than or equal to 150 minutes while the latter does
not”. This can be represented by:

c2_pref((It,N1,D1,G1,T1,R1),(I2,N2,D2,G2,T2,R2)) :-
movie((I1,N1,D1,G1,T1,R1)),
movie((I2,N2,D2,G2,T2,R2)),
T1 =< 1650, T2 > 150.

Consider the preference relation C3 from Example 4.1, namely “prefer drama movies over
movies of all other genres”. This can be represented as follows:

c3_pref((I1,N1,D1,drama,T1,R1),(I2,N2,D2,G,T2,R2)) :-
movie((I1,N1,D1,drama,T1,R1)),
movie((I2,N2,D2,G,T2,R2)),
not (G=drama) .

In the above examples, we explicitly check that each tuple belongs to the movie relation,
something that cannot be expressed in the preference formulas of Chomicki [17] (which
only check the properties of individual elements of tuples).

The fact that we can check whether each tuple belongs to a specific relation gives an
advantage to our technique. In the above examples, we checked whether a specific
tuple is a movie tuple. Going one step further, we could check whether a tuple (or some
elements of a tuple) belongs to a relation other than the movie relation. As we are going
to see below, this allows us to express extrinsic preferences. In the remaining part of the
subsection, we present some examples of extrinsic preferences that are possible to be
defined in an elegant way in our approach.

Example 4.8. Assume we prefer any tuple from a relation r over any tuple from another
relation s. In the framework of Chomicki [17] such a requirement can only be simulated,
somewhat artificially, by adding an extra argument to each tuple that denotes the relation
name to which the tuple belongs. In our case this can simply be written as:

c_pref(T1,T2) :- r(T1), s(T2).

Notice that our assumption that database facts only take a single attribute that is a tuple,
allows us to use above only the variables T1 and T2 and to avoid listing all the attributes
of relations r and s.

Example 4.9. Continuing Example 4.1, assume that we prefer those movies that have
the most popular directors (namely directors who have filmed the maximum number of
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movies). This is an extrinsic preference because we cannot compare two movie tuples
based only on the information contained in the tuples. Given two movie tuples, the only
way to decide whether the one is preferred over the other is to access the entire movie
relation so as to discover the directors with the maximum number of movies. Such pref-
erences cannot be defined in Chomicki’s framework [17]. In order to solve this problem,
Chomicki follows a specialized approach which is based on the construction of separate
views through the use of SQL queries involving aggregate operators. In our case though,
this preference relation can be expressed as follows:

director_pref((I1,N1,D1,G1,T1,R1),(I2,N2,D2,G2,T2,R2)) :-
movie((I1,N1,D1,G1,T1,R1)),
movie((I2,N2,D2,G2,T2,R2)),
director(D1,K1),
director(D2,K2),

K1 > K2.
movies_of director(D)(I) :- movie((I, ,D, , , )).
director(D,K) :- movie((_,_,D, ,_ , )),

size(movies_of director(D),K).

Notice that we use an aggregate operator, namely the predicate size which was defined
in Section 4.3. Moreover, we use for the first time a higher-order characteristic of our
language: the partially applied expression movies_of _director (D) iS a relation that con-
tains all the different movie IDs that a director has filmed. A difference from Chomicki [17]
is that a unique language is used in order to express our preference relations.

Example 4.10. We give another example of a natural extrinsic preference relation which
can easily be encoded in our framework. Continuing Example 4.1, assume we “prefer
movies that have an above-average rating over those that have a below-average rating”.
This preference requires the calculation of the average rating of all movies, and therefore
it is an extrinsic one. It can be expressed in our setting as follows:

average pref((I1,N1,D1,G1,T1,R1),(I2,N2,D2,G2,T2,R2)) :-
movie((I1,N1,D1,G1,T1,R1)),
movie((I2,N2,D2,G2,T2,R2)),
size(movie,K),
rating sum(movie,S),
R1 >= S/K, R2 < S/K.

rating sum(Rel,0) :- empty(Rel).

rating sum(Rel,S) :- Rel((I,N,D,G,M,R)),
rating sum(minus(Rel, (I,N,D,G,M,R)),S1),
S is S1+R.

The rating_sum predicate calculates the sum of ratings of all tuples in the movie relation;
dividing this sum by the size of the movie relation gives us the average rating of all movies.

4.4.3 Representing Composition Operators

In this subsection, we describe how preference compositions can be represented in our
framework. In short, instead of simply creating new composite clauses that express
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the composition of specific preference relations, we can benefit from the higher-order
characteristics of our approach. This fact offers us the ability to define generic preference
composition predicates.

A straightforward way to compose preference relations in our framework is to create new
clauses that use in their bodies the predicates of the initial relations. For example, in
order to obtain the logical conjunction of two preference relations c1_pref and c2_pref,
we can simply define:

c_pref(T1,T2) :- cl_pref(T1,T2), c2_pref(T1,T2).

However, in higher-order logic programming, we can do better than this since we can
have a generic conj operator, which is defined as follows:

conj(R,Q) (T1,T2) :- R(T1,T2), Q(T1,T2).

The advantage of the above approach is that in order to compose various preference
relations we do not need to create new clauses (or new formulas as in the framework of
Chomicki [17]), but we can specify the compositions in combinatory form. For example,
conj(cl_pref, union(c2_pref,c3_pref)) represents the conjunction of c1_pref with
the union of c2_pref and c3_pref.

The Prioritized and Pareto compositions of preference relations can be easily defined in
an analogous way using generic operators:

prioritized(C1,C2)(T1,T2) :- C1(T1,T2).
prioritized(C1,C2) (T1,T2) :- indifferent(C1)(T1,T2), C2(T1,T2).

indifferent(C) (T1,T2) :- not C(T1,T2), not C(T2,T1).

pareto(C1,C2) (T1,T2) :- C1(T1,T2), not C2(T2,T1).
pareto(C1,C2) (T1,T2) :- C2(T1,T2), not C1(T2,T1).

Another characteristic of our approach is that it allows us to define the transitive closure
on preference relations by using the tc predicate given in Section 4.3. The following
example motivates the need for this operator.

Example 4.11. Assume we have a set of available items together with their color:

item((al,black)).
item((a4,green)).

Moreover, assume we prefer black over red, red over blue, blue over yellow and yellow
over green items. This can be expressed using the following facts:

color_pref ((_,black), (_,red)).
color_pref((_,red), (_,blue)).
color_pref((_,blue), (_,yellow)).
color pref((_,yellow), (_,green)).

Notice that the relation color_pref relation is not transitive, even though the intended
meaning of color_pref should express that e.g. the color red is preferred over the color
green. Therefore, instead of adding extra facts to the color_pref relation that would
express its transitivity, we can instead use in our queries the relation tc(color_pref).
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It should be noted that in the framework of Chomicki [17] the transitive closure of a relation
cannot be directly specified (due to the inability of first-order logic to define transitive
closure on finite structures). However, as shown in [17][Theorem 4.10], if a preference
relation is defined through an ipf, then its transitive closure can also be defined through an
ipf, which can be effectively constructed using a Datalog program. In our case though, no
special construction is required apart from the application of the tc predicate to the given
preference relation. Moreover, in our case, the transitive closure can also be applied to
extrinsic preference relations.

Finally, we illustrate how lexicographic preferences can be expressed using higher-order
logic programming. A lexicographic ordering (cf. Definition 2.18) can be expressed easily
with a simple preference composition:

lexicographic(C1,C2) ((X1,X2),(Y1,Y2)) :- C1(X1,Y1).
lexicographic(C1,C2) ((X1,X2),(Y1,Y2)) :- X1 = X2, C2(Y1,Y2).

The following example uses the above composition for expressing a lexicographic pref-
erence:

Example 4.12. Consider a room((ID,PricePerNight,DistanceFromTheSea)) relation.
Following Example 2.11, a lexicographic preference for hotel rooms that are cheap and
closer to the sea, but the first criterion is more important than the second, can be defined
as follows:

less(X,Y) (- X < Y.

room_pref ((I1,P1,D1),(I2,P2,D2)) :-
room((I1,P1,D1)),
room((I2,P2,D2)),
lexicographic(less,less) ((P1,D1),(P2,D2)).

Notice that the lexicographic preference composition is a multi-dimensional composition,
and it differs from the preference compositions that we presented previously. This is due
to the fact that the domain of the resulting preference relation is the Cartesian product
of the domains of the given preference relations and not the same domain as that of the
given preference relations. Moreover, in Proposition 2.9 we proved that lexicographic
preferences cannot be expressed using the language PrefLog due to the form of its un-
derlying set of truth values. The above example indicates that there exist (at least) one
family of preferences that can be expressed using higher-order logic programming but
not using PrefLog.

4.4.4 Representing Operators on Preference Relations

In this subsection, we describe how operations on preference relations can be repre-
sented in our framework. As previously, operations on preference relations are treated
the same way as preference compositions, namely as higher-order predicates. Apart
from the classical winnow operator, we can define additional preference operators.

An important characteristic of the proposed approach is its ability to define directly new
operators on preference relations. These operators are in fact higher-order predicates
that operate on database and preference relations. We start by recalling the winnow
operator:

we(r)={ter: -3t erst.t' =, t}
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The above definition can be directly transcribed in higher-order logic programming as
follows:

winnow(C,R) (T) :- R(T), not bypassed(C,R)(T).
bypassed(C,R) (T) :- R(T1), C(T1,T).

In the above definition observe that our assumption that database facts take a single
attribute that is a tuple, allows us to use only the variables T and T1 without caring about
how many arguments the relation R has. If our facts did not use the single-tuple notation
we would need to write a different winnow operator for each different tuple size. We can
now use this operator to formulate queries such as:

7- winnow(cl_pref,movie) (T).
that will succeed for all tuples T that belong to the relation movie and are most preferred

with respect to the relation c1_pref. Moreover, one can use the combinators defined in
Section 4.4.3 to create more complex queries:

7- winnow(prioritized(cl_pref,c2 pref) ,movie) (T).

7- winnow(tc(color_pref),item) (T).

In a similar manner, we can define other interesting operators. A simple variation of
winnow is the “iterated-winnow” which is defined in [17][Section 8] as follows:

we(r) = we(r) ,
wet(r) = we(r — UL we(r))

“_

The w? operator selects the “n”-best tuples. For example, w? (r) returns the second-best
tuples of » with respect to the preference relation C. In our framework w¢. can be easily
defined as a higher-order predicate:
w(C,R) (1) (T) :- winnow(C,R)(T).
w(C,R) (N)(T) :- N>1,M is N-1,

winnow(C,diff (R,gen_union(w(C,R) (M)))) (T).

where the gen_union operation is a generalized union operator (over an indexed family
of sets) which can be defined as follows:

gen_union(R) (1) (X) :- R(1) (X).
gen_union(R) (N) (X) :- N>1,M is N-1,
union(gen_union(R) (M), R(N)) (X).

Notice that the definition of w has a strong resemblance to the mathematical definition
given previously. Given the definition of w one can retrieve the second-best tuples of a
relation by posing the query:

7- w(cl_pref, movie) (2) (T).

Assume we want to return all the tuples up to a desired level. We can define the operator
wtd(r) = Ui, wa(r) that uses wy. as follows:

wt (C,R) (N) (T) :- gen_union(w(C,R)) (N)(T).

Finally, we can easily define the ranking operator [17], which ranks the elements of a
relation r with respect to a preference C-

ne(r) ={(t,i) - t € wp(r)}
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The operator n can naturally be defined as follows:
eta(C,R)(T,I) :- size(R,N), between(1,N,I), w(C,R)(I)(T).

where between is a (simple to define) predicate which is true if I is an integer between 1
and N.

4.4.5 Additional Complex Representations

In this subsection, we present additional, more complex preference representations that
are generally not is not generally possible in the approach of Chomicki [17]. Since base
relations, preference relations and preference operations are expressed in the same lan-
guage, we can have complex preference representations that mix all these elements in
a uniform way. In the following, we illustrate this using the shortest path problem as an
example.

As we have seen earlier, an important characteristic of our approach is that we can define
preference relations over database relations that are defined recursively (known as IDBs
in the deductive database literature); this is not generally possible in the approach of
Chomicki [17] (see the discussion in [17][Section 4.3, pages 439-440]).

Example 4.13. Consider the relation edge ((X,Y,C)), which defines a weighted directed
graph, where C denotes the cost of edge (X,Y). We can formulate the shortest path
problem, in a somewhat naive way, as follows:

naive_shortest(X,Y,C) :- winnow(path_pref,path) ((X,Y,C)).

path_pref ((X,Y,C1),(X,Y,C2)) :- path((X,Y,C1)),
path((X,Y,C2)), C1 < C2.

path((X,Y,C)) :- edge((X,Y,C)).
path((X,Y,C)) :- edge((X,Z,C1)), path((Z,Y,C2)), C is C1+C2.

In other words, the most preferred path is the one that has the smallest cost.

The above program enumerates all paths from X to Y, and then uses winnow to select
the most preferable one(s). We can write a more efficient version by embedding win-
now inside the recursive definition of the path predicate. We believe that this is a nice
consequence of a single language for representing preferences and operators on them,
and gives another interesting application beyond the system described by Chomicki [17].
This enhanced path idea was motivated by the “optimal subproblem property” for shortest
distance, discussed by Govindarajan et al. [33][page 94].

Example 4.14. The following program finds the shortest path from X to Y by first finding
the optimal paths from every neighbor Z of X to Y.

enhanced_shortest(X,Y,C) :- winnow(path_pref,opt_path) ((X,Y,C)).

path_pref ((X,Y,C1),(X,Y,C2)) :- opt_path((X,Y,C1)),
opt_path((X,Y,C2)), C1 < C2.

opt_path((X,Y,C)) :- edge((X,Y,C)).
opt_path((X,Y,C)) :- edge((X,Z,Cl1)),
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winnow(path_pref,opt_path) ((Z,Y,C2)),
C is C1+C2.

Notice the use of winnow inside the recursive definition of opt_path.

Both the naive and the optimized path predicates work correctly when the graph is
acyclic. In a graph that contains cycles, there may exist an infinite number of paths
that go from X to Y, because some paths can go around a cycle for an arbitrary number of
times. One can easily extend the above program to take an extra parameter that restricts
the length of the desired path to be less than or equal to the number of vertices in the
graph. This modified path predicate is shown in the following example.

Example 4.15. The following program finds the shortest path from X to Y that uses at
most N edges by first finding the optimal paths from every neighbor Z of X to Y that use at
most N-1 edges.

enhanced_shortest(X,Y,C,N) :- winnow(path_pref,opt_path) ((X,Y,C,N)).

path_pref ((X,Y,C1,N), (X,Y,C2,N)) :- opt_path((X,Y,C1,N)),
opt_path((X,Y,C2,N)), C1 < C2.

opt_path((X,Y,C,N)) :- N>0, edge((X,Y,C)).

opt_path((X,Y,C,N)) :- N>1, edge((X,Z,C1)), N1 is N-1,
winnow(path_pref,opt_path) ((Z,Y,C2,N1)),
C is C1+C2.

Again, notice the use of winnow inside the recursive definition of opt_path.

4.5 Representing Preferences over Sets in Higher-Order Logic Programming

In this section, we illustrate how set preferences are expressed in our framework. The
approach we follow is a generalization of the techniques we have used in order to rep-
resent tuple preferences. More specifically, we now have to define preference relations
over sets. This does not require any changes in our notation: in higher-order logic pro-
gramming, predicates denote sets and therefore sets can be the parameters of other
predicates. As a result, the preference relations here are second-order since their argu-
ments are predicates themselves.

Example 4.16. Consider the movie relation that we have been using as our running ex-
ample. In the following, we demonstrate how the example preference relations discussed
in Subsection 4.2.3 can be represented in our framework.

1. | prefer the sum of the ratings of the movies to be the highest possible. This means
that a set S1 is preferable over a set S2 if the sum of the ratings of the elements of
S1 is greater than that of the set S2. The rating_sum predicate, defined in Exam-
ple 4.10, recursively calculates the cumulative rating of a given set by selecting an
element from the set, calculating the sum of the ratings of the remaining elements
and then adding the rating of the selected element.

rating pref(S1,S2) :- rating sum(S1,R1),
rating sum(S2,R2),
R1 > R2.
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2. | prefer to watch at least one comedy. In other words, a set S1 is more preferred
than another set S2 if the former contains at least one comedy, while the latter does
not contain any comedies.

comedy_pref(S1,S2) :- S1((_,_,_,comedy,_, )),
not S2((_,_,_,comedy,_,_)).

3. Prioritize (1) to (2). In other words, choose the set that has the least cumulative
rating, but if two sets have the same total rating, prefer the one that contains at
least one comedy movie.

ratingcomedy_pref (S1,S2) :- prioritized(rating pref,comedy_pref) (S1,S2).

Notice that we can directly use the prioritized operator we defined in Subsection 4.4.3
for preference relations over tuples. More generally, defining preference relations over
sets in higher-order logic programming is an analogous task to that of defining preference
relations over tuples.

The use of the winnow operator is very similar to that for the tuple case. For example,
in order to find the “best” 3-element subsets of the movie relation with respect to the
preference relation rating_pref, we simply need to ask the query:

7- winnow(rating pref, subsetof (movie,3))(S).

The execution of the above query returns as bindings for the variable S all the “best”
3-element subsets with respect to rating pref. The variable S in the above query is
actually an uninstantiated predicate variable, i.e., it represents a set. The above query
assumes the existence of a predicate subsetof (R,K) (S), which given a relation R and
a natural number K, returns as bindings in the variable S all the subsets of R that are
of size K. As we have already mentioned, the treatment of such queries depends on
the higher-order language under consideration. This means that the subsetof predicate
can be implemented in various ways depending on the higher-order language adopted
and on the applications aimed at. The approach we have followed in order to treat such
variables in our actual implementation will be described in the next chapter.

An advantage of the higher-order logic programming approach to preference represen-
tation is the ability to express non-intrinsic preferences over sets:

Example 4.17. Consider amovie relation (different than that of our running example), de-
fined by the predicate movie ((ID, Name, PID)), where ID uniquely identifies the movie
and PID refers to the id of the movie that this movie is a sequel of. We also have a
prequelOf predicate that identifies a movie tuple that is a prequel of another one:

movie((m01, the Godfather, null)).
movie((m02, the Godfather Part II, mO1)).
movie ((m03, the_ Godfather Part III, m02)).
movie((m04, kill Bill Vol 1, null)).
movie((m05, kill Bill Vol 2, m04)).

movie ((m06, the_Sting, null)).

prequel0f ((Z, , ),(_,_,Z2)).
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Suppose that we prefer collections of movies that are complete, i.e., collections that
contain all parts of a movie. This can be expressed by the following preference relation
over sets of movies:

movie_pref(S1,S2):- not seriesMissing(S1), seriesMissing(S2).
seriesMissing(S) :- S(X), movie(Y), inseries(X,Y), not S(Y).
inseries(X,Y) :- prequelOf(X,Y) ; prequelOf(Y,X).

preferred_sets(N) (S) :- winnow(movie_pref,subsetof (movie,N)) (S).

Consider the following five queries:

?- preferred_sets(1)(8), S(T).
7- preferred_sets(2)(8), S(T).
7- preferred_sets(3)(S), S(T).
?- preferred_sets(4) (S), S(T).
7- preferred_sets(5) (S), S(T).

The first query will return a singleton set S that contains as the only tuple T the one that
corresponds to “The Sting” movie. The second one will return the set S that contains
the two tuples of the “Kill Bill” series. The third one will return two solutions: one that
contains the three tuples concerning the “Godfather” series, and one that contains the
“Kill Bill” series together with “The Sting”. The fourth query will return a set containing
the “Godfather” series together with “The Sting”. Finally, the fifth query will return a set
containing the “Godfather” series together with the “Kill Bill” series.

Notice also that the relation movie_pref is extrinsic since it clearly depends on other
tuples that are outside the subsets we are comparing.

4.6 Summary

In this chapter, we proposed the use of higher-order logic programming for expressing
and manipulating preferences. The proposed framework can express both intrinsic and
extrinsic preference relations, it can be used to define a variety of interesting alternative
operators beyond winnow and it can also represent set preferences in a natural way.

Our framework extends the seminal work of Chomicki [17] which advocates the embed-
ding of first-order preference formulas into relational algebra through a winnow operator
that is parameterized by a database relation and a preference formula. Despite its ele-
gance, Chomicki’s proposal has certain shortcomings: only intrinsic preference formulas
are supported, the preference relations and the preference queries are expressed in two
different languages, and there is no direct way to define alternative operators beyond
winnow. Moreover, another formalism (namely that of features and profiles) needs to be
introduced for expressing preferences over sets [80].

We demonstrated that the use of higher-order logic programming as a logical framework
remedies the above deficiencies. We introduced examples of extrinsic preferences, ex-
amples of preference relation compositions that are defined using generic predicates,
and definitions of alternative preference operations beyond winnow. We showed that the
conciseness of the representation is also evident in the case of set preferences, where
we avoided the concepts of features and profiles, by providing a representation which is
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a simple extension of the one used for tuple preferences. By doing so, we proposed a
uniform framework in which relations, preferences between tuples, preferences between
sets of tuples and operations on preferences are expressed in the same language.
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5. OPTIMIZING PREFERENTIAL HIGHER-ORDER LOGIC
PROGRAMS

In this chapter, we undertake a HiLog implementation of our higher-order preferential
framework. Apart from a basic, unoptimized implementation, we consider optimization
techniques for enhancing its performance. The first family of optimizations targets HiLog
programs that express preferences over tuples, while the second targets HiLog programs
that express preferences over sets. Amongst the techniques that we use, we propose
Predicate Specialization, a novel transformation technique used for optimizing higher-
order logic programs that express preferences over tuples.

5.1 Overview

In order to assess the potential of higher-order logic programming for expressing qualita-
tive preferences, we undertook an implementation of our higher-order preferential frame-
work that we proposed in Chapter 4. The language of the implementation is the lan-
guage HiLog [15], a stable and well-known higher-order logic programming language.
Our implementation has been realized in the XSB system® [70], a mature, goal-oriented,
top-down Prolog system that supports HiLog natively. We argue that higher-order logic
programming is not only a very expressive language for representing qualitative prefer-
ences, but it can offer an effective way of implementing them from a practical point of
view, as well.

Apart from providing a straightforward implementation of our ideas in HiLog, we focus on
techniques that can enhance higher-order logic programming so that it can better handle
and manipulate preferences. We propose Predicate Specialization, a novel technique
that transforms a higher-order program into a faster equivalent first-order program ac-
cording to a specific input query. Tuple-preference HiLog programs are optimized using
Predicate Specialization combined with classical Prolog optimizations such as tabling.
Set-preference HiLog programs are optimized using pruning techniques obtained from
Zhang and Chomicki [80] and adapted to our setting. These optimizations reduce the
program execution time by reducing the number of the generated candidate sets.

The rest of the chapter is organized as follows: in Section 5.2 we present a basic, unopti-
mized implementation of our higher-order preferential framework in HiLog; in Section 5.3
we present Predicate Specialization, a program transformation technique for optimizing
definitional higher-order logic programs by transforming them into equivalent first-order
programs; in Section 5.4 we optimize HiLog programs that express preferences over tu-
ples by using Predicate Specialization; in Section 5.5 we optimize HiLog programs that
express preferences over sets by using two simple pruning techniques adopted from [80];
and finally we close with a brief summary of the chapter.

5.2 A Naive Implementation

In this section, we propose a basic implementation’ of our proposed higher-order logic
programming framework in the logic programming language HiLog. A naive, unoptimized
implementation is relatively straightforward.

6 cf. http://xsb.sourceforge.net/
7 ¢f. http://bitbucket.org/antru/holppref
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Instead of developing a tailor-made higher-order language for executing the preferential
programs of Chapter 4, we thought that it would be more convenient to build upon an
existing language. As we stated in Section 4.3, existing higher-order logic programming
languages fall in two major categories; the itensional and the extensional ones. The
main difference between these two families of languages is the way how they handle the
free (or uninstantiated) predicate variables. Implementations of extensional higher-order
languages have not yet reached the same level of maturity as that of intensional ones.
As a result, we chose an intensional language (i.e., HiLog) for implementing our higher-
order preferential framework. HiLog [15] is a stable and well-known logic programming
language. lIts syntax is embedded in the XSB system [70], a mature, goal-oriented, top-
down Prolog engine.

Programs for tuple preferences do not use uninstantiated predicate variables. Therefore,
regarding the choice of the language of the implementation, for the tuple-preference case
either an intensional or an extensional language would do. Indeed, the higher-order logic
programs that express preferences over tuples that we have considered in Section 4.4
are valid HiLog programs and can be compiled and executed by XSB directly. Even
though we could use various techiques for optimizing the program execution times, a ba-
sic, unoptimized implementation of our higher-order framework in HiLog is pretty straight-
forward.

The case of higher-order logic programs that express preferences over sets is more de-
manding than those that express preferences over tuples, and even their unoptimized
execution requires some nontrivial interventions from our side. Programs for set prefer-
ences make use of uninstantiated variables, but only in the higher-order predicate that
generates the candidate sets. Regarding the choice of the language of the implemen-
tation, it seems that an extensional language would suit better to our needs. This is
because in an extensional language, a query with an uninstantiated predicate variable
can produce a suitable relation that satisfies the query, while in an intensional language,
this query cannot produce a new relation, but it returns the name of the relation that sat-
isfies the query only if this query is already defined in the program. In other words, an
extensional language can produce all subset relations “on the fly”8, but in an intensional
language such as HiLog the subset relations must have been generated beforehand.
More specifically, when a HiLog query contains a variable denoting a set, the imple-
mentation searches to find whether there exists a predicate defined in the program that
could satisfy the given query. If there exists such a predicate, then its name is returned;
otherwise, the query fails.

Example 5.1. Consider the following HiLog program:

p(Q) :- Q(a),Q(b).
qa).

q() .

The query:

7- p(Q.

8 In Chapter 8, we give a hint of how subsetof could have been implemented in an extensional higher-
order logic programming language. Such a system is the logic programming language Hopes [10],
but the corresponding implementation is not as mature as that of HiLog. In Hopes, a query involving
uninstantiated predicate variables directly produces all the potential subsets.
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will return the answer Q = q. However, if there is no predicate q defined in the program,
the above query will fail in HiLog.

The reasons why the above handling of queries with uninstantiated predicate variables
is inconvenient, is clarified by the following example.

Example 5.2. Recall Example 4.17 and consider the following query:

7- preferred_sets(2)(S).

which amounts to the equivalent query:

7- winnow(movie_pref,subsetof (movie,2)) (S).

In order for HiLog to answer properly the above query, there must exist explicitly de-
fined in the program predicates that denote three-element subsets of the movie relation
(because otherwise, the query will fail).

The above example suggests that in order for a query 7- winnow(c,subsetof (r,2)) (S)
to function properly in an unoptimized implementation, all 2-element subsets of r must
have been generated beforehand as named predicates. This means that each subset
is associated with a predicate with a unique name and every such predicate is defined
with exactly 2 facts, which are the elements of the set. There are mainly two approaches
for solving this problem of set generation; in a static approach, the facts that correspond
to the candidate 2-element sets are generated using a preprocessing at compile time;
in a dynamic approach, the corresponding facts are asserted in the dynamic database
during the first time subsetof (r,2) (S) is called. In our implementation, we followed the
dynamic approach. This behavior of the subsetof predicate is illustrated in the following
example:

Example 5.3. Assume that we have defined a predicate r with these facts:

r(a).
r(b).
r(c).

and we have the goal clause:
?- subsetof (r,2)(S).

Then, the implementation proceeds as follows:

» Three new predicate names s1, s2 and s3 are introduced and corresponding facts
are asserted in the program. More specifically, predicate s1 consists of the facts
s1(a) and s1(b), predicate s2 consists of the facts s2(a) and s2(c) and predicate
s3 consists of the facts s3(b) and s3(c).

* The S variable gets the new predicate names s1, s2 and s3 as bindings.

In order to achieve the above behavior, unique symbol names for the dynamically gener-
ated predicates are first produced. Then, a systematic procedure is followed in order to
enumerate the elements of each subset, create the appropriate facts and assert them into
the knowledge-base. The procedure is implemented by a generate_relations predicate
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which produces a list of tuples and asserts each tuple as a fact under the newly gener-
ated predicate name. The generate_relations has been defined in an extensible way
that allows the incorporation of specialized pruning strategies and more sophisticated
optimizations, some of which will be discussed in Section 5.5.

5.3 Predicate Specialization: A technique for optimizing Definitional Higher-order
Logic Programs

In this section, we present Predicate Specialization, a novel program transformation tech-
nique, based on partial evaluation, that can be applied to a modest but useful class of
higher-order logic programs that includes tuple-preference higher-order programs. This
specialization technique transforms a definitional higher-order program into an equivalent
first-order program without introducing additional data structures. The resulting first-order
programs can be executed efficiently by conventional logic programming interpreters and
benefit from other optimizations that might be available. In our context, we can use this
technique for optimizing the program execution time of HiLog programs that express tuple
preferences.

5.3.1 Overview of the Technique

Higher-order logic programming has been long studied as an interesting extension of
traditional first-order logic programming and various approaches exist with different fea-
tures and semantics [10, 15, 52]. The support of higher-order features, however, usually
comes with a price, and the efficient implementation in either logic or functional program-
ming is a non-straightforward task.

The use of higher-order constructs is a standard feature in every functional language in
contrast to the logic programming languages. As a result, there exists a plethora of opti-
mizations that target specifically the efficient implementation of such features. A popular
direction is to remove higher-order structures altogether by transforming higher-order
programs into equivalent first-order ones, with the hope that the execution of the latter
will be much more efficient. Reynolds, in his seminal paper [60], proposed a defunctional-
ization algorithm that is complete, i.e., it succeeds to remove all higher-order parameters
from an arbitrary functional program. There is however a tradeoff; his algorithm requires
the introduction of data structures in order to compensate for the inherent loss of ex-
pressivity [39]. Other approaches [16, 53, 55] have been proposed that do not use data
structures but share the limitation that are not complete.

In the logic programming context there exist many transformation algorithms with the
purpose of creating more efficient programs. Partial evaluation algorithms [29, 51, 47],
for example, can be used to obtain a more efficient program by iteratively unfolding logic
clauses. Most of the proposals, however, focus on first-order logic programs. Proposals
that can be applied to higher-order programs are limited. The prominent technique that
targets higher-order logic programs [15, 79] is adopted from HiLog. It employs Reynolds’
defunctionalization adapted for logic programs. As a consequence it naturally suffers
from the same shortcomings as the original technique: the resulting programs are not
natural and the conventional logic programming interpreters fail to identify potential opti-
mizations without specialized tuning [65].

In this section, we propose a partial evaluation technique that can be applied to higher-
order logic programs. The technique propagates only higher-order arguments and avoids
to change the structure of the original program. Moreover, it differs from Reynolds’ style
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defunctionalization approaches as it does not rely on any type of data structures. As
a result, the technique will only guarantee to remove the higher-order arguments in a
well-defined subset of higher-order logic programs. We have identified a well-defined
fragment of higher-order logic programming for which the technique terminates and pro-
duces a logic program without higher-order arguments. This technique can be used in
optimizing the program execution time for the case of higher-order logic programs that
express preferences over tuples.

In the rest of this subsection, we present an introductory example so as to give an informal
description of our technique. We borrow an example of a simple winnow operation from
the previous chapter (ref. Subsection 4.4.4).

Example 5.4. Recall the definition of the winnow operator, which selects the most pre-
ferred tuples T out of a given unary relation R, based on a binary preference predicate C.
The preference predicate, given two tuples, succeeds if the first tuple is more preferred
than the second.

winnow(C,R) (T) :- R(T), not bypassed(C,R) (T).
bypassed(C,R) (T) :- R(Z), C(Z,T).

The program contains predicate variables (for example, the variable C and the variable R
on both rules of the program), that is variables that can occur in places where predicates
typically occur.

Assume that we have a unary predicate movie which corresponds to a relation of movies
and a binary predicate pref which given two movies succeeds if the first argument has
a higher rating than the second one. Now, suppose that we issue the query:

?7- winnow(pref ,movie) (T).

We expect as answers the most “preferred” movies, that is all movies with the highest
rating.

In the following, we will show how we can create a first-order version of the original pro-
gram specialized for this specific query. Notice that the atom winnow (pref ,movie) (T),
that makes up our given query, does not contain any free predicate variables, but on the
contrary, all of its predicate variables are substituted with predicate names. Therefore,
we can specialize every program clause that defines winnow by substituting its predicate
variables with the corresponding predicate names. By doing so, we get a program where
our query yields the same results as to those in the original program:

winnow(pref ,movie) (T) :- movie(T), not bypassed(pref,movie) (T).
bypassed(P,R) (T) :- R(Z), P(Z,T).

We can continue this specialization process by observing that in the body of this newly
constructed clause there exists the atom bypassed (pref ,movie,T), in which all predicate
variables are again substituted with predicate names. Therefore, we can specialize the
second clause of the program accordingly:

winnow(pref,movie) (T) :- movie(T), not bypassed(pref,movie) (T).
bypassed(pref ,movie) (T) :- movie(Z), pref(Z,T).

There are no more predicate specializations to be performed and the transformation
stops. Notice that the resulting program does not contain any predicate variables, but it
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is not a valid first-order one. Therefore, we have to perform a simple rewriting in order to
remove all unnecessary predicate names that appear as arguments.

winnowl(T) :- movie(T), not bypassed2(T).
bypassed2(T) :- movie(Z), pref(Z,T).

Due to this renaming process, instead of the initial query, the user now has to issue the
query 7- winnowl(T) . Comparing the final first-order program with the original one it is
easy to observe that no additional data structures were introduced during the first-order
transformation, a characteristic that leads to significant performance improvement com-
paring to other transformation techniques that introduce data structures on the resulting
programs (cf. Chapter 6).

This technique, however, cannot be applied to every higher-order logic program. No-
tice that the resulting program of the previous example does not contain any predicate
variables. This holds due to the fact that in the original program, every predicate vari-
able that appears in the body of a clause also appears in the head of this clause. By
restricting ourselves to programs that have this property we ensure that the transfor-
mation outputs a first-order program. Moreover, the transformation in this example ter-
minates because the set of the specialization atoms (i.e., winnow (pref ,movie) (T) and
bypassed (pref ,movie) (T)) is finite, which is not the case in every higher-order logic
program. To solve this, we need to keep the set of specialization atoms finite. This is
achieved in two ways. Firstly, we ignore all first-order arguments in every specializa-
tion atom, meaning that in a query of the form ?- winnow(pref ,movie) (m_001), we will
specialize the program with respect to the atom winnow (pref ,movie) (T). Secondly, we
impose one more program restriction; we focus on programs where the higher-order ar-
guments are either variables or predicate names. Since the set of all predicate names
is finite and since we ignore all first-order values, the set of specialization atoms is also
finite and as a result, the algorithm is ensured to terminate.

The rest of the section is organized as follows; in Subsection 5.3.2 we formally define the
fragment of the higher-order logic programs we will use as an input; in Subsection 5.3.3
we describe the abstract framework of partial evaluation; in Subsection 5.3.4 we intro-
duce the details of our method; and finally, in Subsection 5.3.5 we discuss some details
of our implementation.

5.3.2 Definitional Higher-order Logic Programs

In this subsection, we define the higher-order language of our interest. We begin with
the syntax of the language H we use throughout the section. H is based on a simple
type system with two base types: o, the boolean domain, and ., the domain of data
objects. The composite types are partitioned into three classes: functional (assigned to
function symbols), predicate (assigned to predicate symbols) and argument (assigned to
parameters of predicates).

Definition 5.1. A type can either be functional, argument, or predicate, denoted by o, p
and w respectively and defined as:

o =t | (t—o0)
r =0 | (pom)
p o= | 7
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Definition 5.2. The alphabet of the language H consists of the following:

1. Predicate variables of every predicate type © (denoted by capital letters such as
P,Q,R,...).

2. Individual variables of type . (denoted by capital letters such as X,Y,Z,...).

3. Predicate constants of every predicate type n (denoted by lowercase letters such
asp,q.r,...).

4. Individual constants of type . (denoted by lowercase letters such as a,b,c, .. .).

5. Function symbols of every functional type o #+ 1 (denoted by lowercase letters such
asf,g,h, ...).

6. The inverse implication constant <, the negation constant ~, the comma, the left
and right parentheses, and the equality constant ~ for comparing terms of type ..

The set consisting of the predicate variables and the individual variables of # will be
called the set of argument variables of H. Argument variables will be usually denoted by
V and its subscripted versions.

Definition 5.3. The set of expressions of H is defined as follows:

» Every predicate variable (resp. predicate constant) of type w is an expression of
type «; every individual variable (resp. individual constant) of type . is an expression
of type (;

« iffisann-ary function symbolandE,, ... E, are expressions oftype . then (fE; ---E,)
is an expression of type ;

* if P is a predicate variable or a predicate constant of type p; — --- — p, — o and
E; an expression of type p;, 1 < i < n, then (P E; --- E,,) is an expression of type
0.

* ifE;, E; are expressions of type , then (E; ~ E,) is an expression of type o.

We will omit parentheses when no confusion arises. Expressions of type o will often be
referred to as atoms. We write vars(E) to denote the set of all variables in E. We say that
E; is the i-th argument of an atom P E; --- E,. A ground expression E is an expression
where vars(E) is the empty set.

Definition 5.4. A clause is a formula
pV1Vn $— Ll,...,l_m, NLm+1,...,N Lm-i—k

where p is a predicate constant of type p, — -+ — p, — o, V1,...,V,, are distinct
variables of types pi,...,p, respectively, and L, ... L, .. are expressions of type o,
such that every predicate argument of L;, 1 < i < m + k, is either variable or ground. A
program P of the higher-order language H is a finite set of program clauses.
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The syntax of programs given in Definition 5.4 differs slightly from the usual HiLog syntax
that we have used in Chapter 4 and in Example 5.4. However, one can easily verify that
we can rewrite every program from the former syntax to the latter. For instance, we could
use the constant ~ in order to eliminate individual constants that appear in the head of a
clause that uses the HiLog syntax.

Example 5.5. Consider the following program in HiLog syntax, in which we have three
predicate definitions, namelyp:.—o0,q:t—t—o,andr:(t—0) = (Lt —0) = (Lt —
L) = o.

p(a).
q(X9X) .
r(P,Q,f(X)) :- P(X),Q(Y).

In our more formal notation, these clauses can be rewritten as:

pX « (X = a).
qXyY «+ X = Y).
rPQzZ + (Z ~ £(X)), (PX), (QY).

Notice that all clauses are now valid ‘H clauses.

Notice that in a H program, all arguments of predicate type are either variables or predi-
cate names, which as discussed in Subsection 5.3.1 leads to the termination of our tech-
nique. However, in a H program, all head predicate variables are required to be distinct.
That implies that checking for equality between predicates (higher-order unification) is
forbidden. In other words, the higher-order parameters can be used in ways similar to
functional programming, namely either invoked or passed as arguments. We decided
to impose this restriction because equality between predicates is treated differently in
various higher-order languages [10, 15, 52]. Moreover, in Subsection 5.3.1, we briefly
discussed that the reason why our technique can produce a first-order program is due to
the following property:

Definition 5.5. A clause is called definitional if every predicate variable that appears in
the body appears also as a formal parameter of the clause. A definitional program is a
finite set of definitional clauses.

Example 5.6. Consider the following program in HiLog syntax:

p(Q,Q) :- Qa).
q(X) :- R(a,X).

This program does not belong to our fragment, because the first clause is a non-H clause
and the second clause is a non-definitional clause. Regarding the first clause, the predi-
cate variable Q appears twice in the head, therefore the formal parameters are not distinct.
Regarding the second clause, the predicate variable R that appears in the body, does not
appear in the head of the clause.

We extend the notion of substitution from classical logic programming to apply to A pro-
grams.

Definition 5.6. A substitution 6 is a finite set {V,/E,,...,V, /E,} where the V;’s are dif-
ferent argument variables and each E; is a term having the same type as V;. We write
dom(0) = {V4,...,V,} to denote the domain of 0.
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Definition 5.7. Let 0 be a substitution and E be an expression of H. Then, Ef is an
expression obtained from E as follows:

« E0 = E IfE is a predicate constant or individual constant;
* VO =0(V) ifV € dom(9), otherwise, VO = V;

fE,---E,)0 = (fE0---E.0);

PE, --- E,)0=(PYE0 --- E.0G);

Live oLy~ Ly oo~ L) = (L1, .o L, ~ (Lynin), - .., ~ (L))

Definition 5.8. Let 0 be a substitution and E be an expression. Then, Ef is called an
instance of E.

5.3.3 Partial Evaluation of Logic Programs

In this subsection, we describe the abstract framework of partial evaluation. Our program
optimization technique makes heavy use of this framework, since predicate specialization
is an instance of partial evaluation for a specific type of higher-order logic programs.

Partial evaluation [40] is a program optimization that specializes a given program accord-
ing to a specific set of input data, such that the new program is more efficient than the
original and both programs behave in the same way according to the given data. In the
context of logic programming [29, 47, 51], a partial evaluation algorithm takes a program
P and a goal G and produces a new program Pgpec such that PU{G} and Pg,ec U {G} are
semantically equivalent. In Figure 5.1 we illustrate a basic scheme that aims to describe
every partial evaluation algorithm in logic programming, which is based on similar ones in
the literature [29, 47]. This general algorithm depends on two operations, namely Unfold
and Abstract, which can be implemented differently in several partial evaluation systems.

Firstly, the algorithm uses an unfolding rule [68, 71] in order to construct a finite and
possibly incomplete proof tree for every atom in the set S and then creates a program
Pspec SUCh that every clause of it is constructed from all root-to-leaf derivations of these
proof trees. This part of the process is referred to as the local control of partial evaluation.
There are many possible unfolding rules, some of which being more useful for a particular

Input: a program P and a goal G
Output: a specialized program Pgpec
S:={A:Ais an atom of G}
repeat
Soild =S
Pspec = Unfold(P, S)
S:=SU{A:Ais an atom that appears in a body of a clause in Pgpe}
S := Abstract(S)
until S,y = S (modulo variable renaming)
return Py,

SO XXNIO R ON 2

—_

Figure 5.1: Basic algorithm for Partial Evaluation.
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application than others. There exist many types of unfolding strategies [29, 47]. In some
cases though, taking a simple approach which performs no unfolding at all, or in other
words by using one-step unfolding strategy, may result in useful program optimizations.
In such a case, Unfold exports a program that is constructed by finding the clauses that
unify with each atom in S and then by specializing these clauses accordingly, using simple
variable substitutions.

Secondly, the algorithm uses an Abstract operation, which calculates a finite abstraction
of the set S. We say that S’ is an abstraction of S if every atom of S is an instance of some
atom in §’, and there does not exist two atoms in S’ that have a common instance in S'.
This operation is used to keep the size of the set of atoms S finite, which will ensure the
termination of the algorithm. This part of the process is referred to as the global control of
partial evaluation. There exist many types of abstraction operators [47, 48]. An example
is to distinguish between static and dynamic arguments and then to generalize away all
dynamic arguments for every atom in S [48].

A partial evaluation algorithm should ensure termination in both levels of control. Firstly,
we have the local termination problem, which is the problem of the non-termination of
the unfolding rule, and the global termination problem which is the problem of the non-
termination of the iteration process (i.e., the repeat loop in the algorithm). As we stated
earlier, the global termination problem is solved by keeping the set S finite through a finite
abstraction operation. Regarding the local termination problem, one possible solution is
ensuring that all constructed proof trees are finite. The one-step unfolding rule is by
definition a strategy that can ensure local termination.

5.3.4 Predicate Specialization

In this subsection, we define our technique using the standard framework of partial evalu-
ation (ref. Subsection 5.3.3), by specifying its local and global control strategies (namely
Unfold and Abstract operations). In particular, we will use a one-step unfolding rule and
an abstraction operation which generalizes all individual (i.e., non-predicate) arguments
from all atoms of the partial evaluation.

Definition 5.9. Let P be a H program and S be a set of atoms. Then,
(pE E,) €8S,
Unfold(P,S)=<¢pE;---E, «+Bf: (pV;- V <—B)EP,
0= {Vl/El,..., V., /E.}

Definition 5.10. Let S be a set of atoms. Then,
Abstract(S) = {p E...E':(pE,---E,) ¢ s}

where E; = E; if E; is of predicate type, otherwise E, = V,,;, where V,, is a variable of
the same type as of E;.

Example 5.7. Consider a H program P, encoded in the HiLog syntax, that contains the
predicate union : (1 — 0) — (1« — 0) — ¢ — o with the following definition:

union(R,Q,X) :- RX).

union(R,Q,X) :- Q(X)
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together with the definitions of three first-order binary predicatesp : . — o, q : t — o and
r:.— o. Then,

union(p,q,X) :- p(X).

union(p,q,X), ) union(p,q,X) :- q(X).

Unfold (P’{ union(q,r,X) }) ~ ) union(q,r,X) :- q(X).
union(q,r,X) :- r(X).

union(p,r,0),
union(p,r,s(0)),
Abstract union(p,r,s(s(0))), = { union(p,r,V) }
union(p,r,s(s(s(0)))),

Notice that we use the variable name V instead of V.0 3 for simplicity.

In the following lemma, we make the assumption that all atoms of S are constructed using
predicate constants from a finite set C of predicate constants. We argue that it is safe
to make this assumption because during every stage of the algorithm of Figure 5.1 all
atoms of S are obtained either from initial goal G or from the rules of the input program
P, which both contain a finite set of predicate constants.

Lemma 5.1. Let P be a definitional program, C be a finite set of predicate constants, and
S be a (possibly infinite) set of atoms such that every predicate argument of every atom
in S is predicate constant from C. Then:

1. If S is finite, then Unfold(P, S) is finite.
2. Abstract(S) is a finite abstraction of S.

3. Every atom of Unfold(P, S) does not contain any predicate variables.

Proof. 1. Obvious from the construction of Unfold(P, S).

2. From the construction of Abstract(S) it is obvious that Abstract(S) is an abstraction
of S. Let A € Abstract(S). Then, every predicate argument of A is a predicate con-
stant (taken from a finite set of prediate constants C) and every individual argument
of A is a unique individual variable. Therefore, Abstract(S) is finite.

3. Suppose that Unfold(P, S) contains an atom A that contains a predicate variable V.
If A appears in the head of a clause, then from the construction of Unfold(P, S), S
must contain A. If A appears in the body of a clause, then since P is definitional, V
also appears in the head of this clause. In any case, S must contain an atom that
contains the predicate variable V. O]

The first part of the lemma ensures local termination and the second part of the lemma
ensures global termination. The third part identifies that the transformation to first-order
succeeds, provided that the program belongs to our fragment and the initial goal does not
contain higher-order variables. In the following corollaries, by & we denote the algorithm
of Figure 5.1 combined with the operations in Definition 5.9 and Definition 5.10.
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Corollary 5.1. Let P be a definitional program and G a goal. Then, the computation of
o (P, G) terminates in a finite number of steps.

Corollary 5.2. Let P be a definitional program and G a goal that does not contain any
predicate variables. Then, the output of (P, G) does not contain any predicate variables.

The result of ® is neither a valid H program since it contains predicate names as argu-
ments in the heads, nor a valid first-order program since some symbols appear both as
arguments and as predicate symbols. Therefore, we must apply a simple renaming [29,
Section 3] in order to construct a valid first-order output. In our case, at the end of the par-
tial evaluation algorithm, every atomp E; - - - E,, of Sisrenamed intop’ V; - - - V,,,, where p’
is a fresh predicate symbol and {V,---V,,} = vars(p E; - - - E,)). Moreover, all instances
of every atom of S in the resulting program are renamed accordingly.

5.3.5 Implementation

We have developed a prototype implementation® of our predicate specialization tech-
nique. The source language is HiLog and the target language is Prolog.

A feature that we need and is not supported in HiLog though, is the use of types. Our
algorithm needs types not only for deciding whether the input program belongs to our
fragment, but also for the abstraction operation in Definition 5.10. Since the process of
extending HiLog with types is outside the scope of this dissertation, we assume that the
input programs are well-typed and accompanied with type annotations for all predicates
that contain predicate arguments.

The implementation of our predicate specialization technique is approximately 700 lines
of Prolog code and is realized for the XSB system.

5.4 Predicate Specialization and Preferential Higher-order Logic Programs

In this section, we consider higher-order logic programs that express preferences over
tuples. Since these programs do not contain free predicate variables in the bodies of the
clauses, we can use Predicate Specialization in order to optimize their program execution
time. This technique can be used also for preference operators other than winnow, even
though in some cases (e.g., the operator w) the programs are not contained in the frag-
ment that is considered by Predicate Specialization. Transforming programs and queries
into first-order ones has important benefits from a practical point of view, as we will see
in the experiments of Chapter 6.

Most higher-order logic programs that express tuple preferences have a relatively simple
structure; they consist of a preference relation definition part (which usually is a first-order
program) and a query using winnow. Such programs can be successfully transformed
into first-order using Predicate Specialization. For instance, Example 5.4 produces a
first-order transformation of winnow according to the following query:

7- winnow(cl_pref,movie) (T).

However, not all preferential programs that we have considered in Section 4.4 belong to
the fragment that was discussed in Subsection 5.3.2, because in this fragment the only

9 cf. http://bitbucket.org/antru/firstify
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elements that can appear as predicate arguments are variables and predicate constants.
Consider for example the following queries:

?7- winnow(prioritized(cl_pref,c2 pref) ,movie) (T).
7- w(cl_pref,movie) (2) (T).

These examples use partial applications, which is a useful feature of most higher-order
languages (and HiLog among them). This feature is the ability to invoke a higher-order
predicate with only some of its arguments. In the first goal, notice that the first argu-
ment (which is a predicate argument) is not a predicate constant, but the partial appli-
cation prioritized(cl_pref,c2_pref). In the second goal, even though the predicate
arguments are predicate constants, several partial applications occur in the clauses that
define the w operator. Predicate Specialization can produce a first-order translation in
these cases, even though these examples do not belong in the class of definitional H
programs.

In the following, we present three examples of programs or queries that do not be-
long to the fragment of Subsection 5.3.2. In the first two cases the process of the
transformation terminates and provides a first-order translation, while in the third case
the transformation does not terminate. Moreover, in the following examples, by writing
{A; ~ By,...,A, ~ B,,} we mean that the input program was specialized according to
the set of specialization atoms {A,,...,A,} and every higher-order atom A, is renamed
into B; in the output program.

Example 5.8. Consider the c1_pref, c2_pref and movie relations from Section 4.4 and
the following clauses:

prioritized(C1,C2) (T1,T2) :- C1(T1,T2).
prioritized(C1,C2)(T1,T2) :- indifferent(C1)(T1,T2), C2(T1,T2).
indifferent(C) (T1,T2) :- not C(T1,T2), not C(T2,T1).
winnow(C,R) (T) :- R(T), not bypassed(C,R) (T).

bypassed(C,R) (T) :- R(Z), C(Z,T).

and the query:

?7- winnow(prioritized(cl_pref,c2_pref) ,movie) (T).

By applying Predicate Specialization to the above program, we get the following program:

winnowl(T) :- movie(T), not bypassed2(T).

bypassed2(T) :- movie(Z), prioritized3(Z,T).
prioritized3(T1,T2) :- cl _pref(T1,T2).

prioritized3(T1,T2) :- indifferent4(T1,T2), c2_pref(T1,T2).
indifferent4(T1,T2) :- not cl_pref(T1,T2), not cl_pref(T2,T1).

with the following renamings:

winnowl (T)
bypassed2(T)
prioritized3(T1,T2)
indifferent4(T1,T2)

winnow(prioritized(cl_pref,c2_pref) ,movie) (T)
bypassed(prioritized(cl_pref,c2 pref) ,movie) (T)
prioritized(cl_pref,c2 pref) (T1,T2)
indifferent(cl_pref) (T1,T2)

§ 88

The above query can now be stated as:
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?- winnowl(T).

Example 5.9. Consider a binary preference relation c and a unary base relation m and
the following clauses:

w(C,R) (1) (T) :- winnow(C,R)(T).
w(C,R)(N)(T) :- N>1,M is N-1,

winnow(C,diff (R,gen_union(w(C,R)) (M))) (T).
winnow(C,R) (T) :- R(T), not bypassed(C,R)(T).
bypassed(C,R) (T) :- R(Z), C(Z,T).
gen_union(R) (1) (T) :- R(1)(T).
gen union(R) (M) (T) :- M>1, K is M-1,

union(gen_union(R) (K), R(M))(T).

union(R,Q) (T) :- R(T).
union(R,Q) (T) :- Q(T).
diff(R,Q) (T) :- R(T), not Q(T).

and the query:
?7- w(c,m) (2) (T).

By applying Predicate Specialization to the above program, we get the following program:

wl(1,T) :- winnow2(T).

wl(N,T) :(- N> 1, M is N-1, winnow3(M,T).
winnow2(T) :- m(T), not bypassed4(T).
bypassed4(T) :- m(Z), c(Z,T).

winnow3(M,T) :- diff5(M,T), not bypassed6(M,T).
bypassed6(M,T) :- diff5M,Z), c(Z,T).

gen union7(1,T) :- wi(1,T).

gen_union7(M,T) :- M > 1, K is M-1, union8(K,M,T).
union8(K,M,T) :- gen_union7(X,T).

union8(K,M,T) :- wi(M,T).

diff5(M,T) :- m(T), not gen union7(M,T).

with the following renamings:

( w(c,m) (N) (T) wi(N,T) )
winnow(c,m) (T) winnow?2(T)
bypassed(c,m) (T) bypassed4 (T)

winnow3(M,T)
bypassed6(M,T)
gen_union7 (M,T)
union8(K,M,T)
diff5(M,T)

winnow(c,diff (m,gen_union((w(c,m)),M)))(T)
bypassed(c,diff (m,gen_union(w(c,m)) (M))) (T)
gen_union(w(c,m)) (M) (T)
union(gen_union(w(c,m)) (K) ,w(c,m) (M)) (T)
diff(m,gen_union(w(c,m)) (M)))(T)

I A A

\

The above query can now be stated as:
7- wi(2,T).

Example 5.10. Consider the director_pref, movie, winnow and bypassed predicates
from Section 4.4 and the query:
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7- winnow(director_pref,movie) (T).

Predicate Specialization in this case does not terminate. The non-termination occurs
during the attempt of specializing the predicate size. This predicate is defined using the
following clauses:

size(R,0) :- empty(R).
size(R,N) :- R(X), size(minus(R,X),M), N is M+1.

This behavior is happening due to the fact that the specialization of size according to
size(r,N) causes the specialization of size according to size (minus(r,X1) ,N1) which
causes the specialization of size according to size (minus (minus(r,X2),X1),N2) and
So on, which leads to non-termination.

The above examples illustrate that Predicate Specialization can be effective in the case of
programs that make limited use of complex predicate expressions. In particular, it seems
that the specialization of non-recursive programs (cf. Example 5.8) does not have termi-
nation problems, but the specialization of programs that combine higher-order features
together with recursion may terminate (cf. Example 5.9) or not (cf. Example 5.10). In
order to spot the crucial difference between the terminating and the non-terminating ex-
amples, consider the clauses that define the recursive predicates w, gen_union and size.
Notice that in the terminating example, the recursive calls w(C,R) and gen_union(R) (K)
that appear in the bodies of the clauses do not contain complex predicate expressions as
arguments. This is not the case for the recursive call size (minus(R,X) ,M), which is the
reason why the specialization process does not terminate. Intuitively speaking, Predicate
Specialization can be effective in HiLog programs that contain clauses of the form:

qC...) = ... pC.., r(C.o), L))
where a non-variable and non-constant predicate argument r(...) appears in the ex-
pressionp(..., r(...), ...),onlyif the predicates p and q do not belong in the same

cycle in the predicate dependency graph'®. The transformation, in this case, is ensured
to terminate (because due to the form of the program all predicate variables of a predicate
that depends on itself have to be specialized only with predicate names and therefore the
set of all possible specialization atoms will remain finite). It is worth mentioning though,
that this class of programs has the same expressive power as that of the fragment of
Subsection 5.3.2, and this extension can be viewed as a “syntactic sugar” of definitional
H programs™.

0 An edge from the predicate p to predicate q in the predicate dependency graph means that there exists
a clause that p appears in the head and q appears in the body of the same clause. Recursive definitions
create cycles in the predicate dependency graph of the program.

It is not hard to show that every program of this extended fragment can be translated into an equivalent
program that does not use partial applications. As a simple example, consider the following program:
conj3(P,Q,R) (X) :- conj2(P,conj2(Q,R)) (X).

conj2(P,Q) (X) :- P(X), QX).

This program is equivalent to the following that does not use any partial applications:

conj3(P,Q,R,X) :- P(X), conj2(Q,R,X).

conj2(P,Q,X) :- P(X), QX).

Interestingly, we can use Predicate Specialization to convert a program of the extended fragment into its
equivalent HiLog program without partial applications. This can be done by initializing the transformation
process with a query that consists of the top predicate (here 7- conj3(P,Q,R) (X)).

1

—y
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Regarding the optimization of the size predicate, which is the only predicate that cannot
be transformed into first-order by Predicate Specialization, we can use an alternative
implementation using second-order Prolog built-ins'?. Even though this approach is not
technically a first-order one, it can be useful since it can be executed in almost every
practical Prolog system.

5.5 Optimization Strategies for Set Preferences

In this section, we present two optimization techniques for higher-order logic programs
that express preferences over sets. In particular, we give a relatively high-level descrip-
tion of two optimizations and of their implementation in our framework. For more details,
the interested reader should consult the detailed exposition of these optimizations in the
work of Zhang and Chomicki [80].

5.5.1 Overview of the Optimizations

As discussed in Section 5.2, HiLog’s approach for treating uninstantiated predicate vari-
ables in queries is to instantiate them with predicate names that are defined in the pro-
gram. By trying all possible instantiations for such variables we have a guarantee that if
there exists a predicate that satisfies the query, it will be eventually found by the system.
Therefore, it is evident that the performance of query execution in the case of prefer-
ences over sets heavily depends on the number of the predicate names that must be
substituted and checked, or equivalently the number of the sets that are generated by
the subsetof predicate (which was described in Section 5.2). This process is inherently
slow in the worst case because there exist applications where all the subsets of a spe-
cific size must be tested. Therefore, it would be beneficial to devise techniques that will
reduce the number of the subsets generated and at the same time will not compromise
the soundness of the implementation.

There exist many applications where optimizations may help to get a performance that
is acceptable in practice. In our HiLog implementation, we have experimented with the
two main optimization techniques that have been proposed by Zhang and Chomicki [80]
for speeding-up the subset generation process during query processing, namely super-
preference and M-relation. Each technique uses a mechanism for pruning the set of the
candidate k-subsets. Intuitively, superpreference removes tuples that will not contribute
to the production of any best k-subset, while the M-relation “groups together” tuples that
are exchangeable with respect to a given set preference. It should be noted that these
two optimizations will not work for every preference relation between sets, but it can be
applied only on preferences that are additive, a class that is quite common in practice.

In the following, we present the notion of additive preferences and we give a simple
example. Recall the definitions of profiles and features from Subsection 4.2.3. Suppose
that we are given a relation r. A feature F is a function that maps the subsets of r to a
numerical value, and the profile of a given set is a vector of all features of this set. We
say that a feature F is additive if there exists a function f such that (1) for every tuple
t € ritholds F({t}) = f(t) and (2) for every subset s C r and for every tuple t € r — s
it holds F(s U {t}) = F(s) U f(t). Finally, we say that a set preference is additive if all

2 A possible implementation would be the size (R,N) :- findall(X,R(X),L), length(L,N). which is
the implementation that we used in our experiments.
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Table 5.1: A simple, short movie relation.

ID Name Year Runtime  Rating
m; Raiders of the Lost Ark 1981 115 8.5
ms The Terminator 1984 107 8.0
ms Lethal Weapon 1987 109 7.5
m4 Die Hard 1988 132 8.0
ms Terminator 2: Judgment Day 1991 137 8.5

Table 5.2: The profile relation of all 3-element subsets of the movie relation of Table 5.1.

Set F()
sy = {my, mao,m3} f(my) + f(ma) + f(mz) = 85+80+7.5 = 24.0
SS9 = {ml, ma, m4} f(ml) + f(mg) + f(m4) = 854+80+80 = 24.5
S3 = {ml, mao, m5} f(ml) + f(m2> + f(m5) 8.5 + 8.0 + 85 = 25.0
Sy = {my, mg,my} flmy) + f(ms) + f(my) 85+75+80 = 24.0
s5 = {my, mz,ms} f(my)+ f(ms) + f(ms) = 854+75+85 = 245
s¢ = {my, my,ms} f(my) + f(my) + f(ms) = 85+80+85 = 250
S7 = {mg, ms, m4} f(mg) -+ f(mg) -+ f(m4) = 8.0 + 7.5 + 80 = 235
Sg = {m27 ms, m5} f(mg) + f(m;;) + f(m5) = 8.0 + 7.5 + 85 = 24.0
Sg = {ma, my, ms} f(ms) + f(my) + f(ms) = 8.0+80+85 = 245
s10 = {ms, mg, ms} f(ms)+ f(my) + f(ms) = 7T54+80+85 = 24.0

features of the profile of the set is an additive feature. The following example illustrates
a simple additive preference relation over sets of movies.

Example 5.11. Consider the movie ((ID,Name,Runtime,Rating)) relation illustrated in
Table 5.1. Now, suppose that we want to watch three movies and we prefer that the sum
of the ratings of these movies to be as high as possible (he have already seen this set
preference relation in Example 4.5 and Example 4.16).

This set preference is additive since the profile of each set consists of of one feature F,
and this feature is additive, since it holds F ({t1,ta,t3}) = f(t1) + f(t2) + f(t3), where f(t)
is the rating of the movie t. A set s is preferred to s if it holds F(s) > F(s'). In Table 5.2
we illustrate the profile relation of all 3-element subsets of movie. As we have seen in
Section 4.5, the best sets are found using a winnow query on this profile relation, but this
table has to be constructed beforehand.

The higher-order predicate rating pref that expresses this preference in our higher-
order framework can be found in Example 4.16.

5.5.2 Pruning Sets by Removing Unnecessary Tuples

In this subsection, we give a description of the superpreference optimization. This opti-
mization reduces the input tuples and the generated sets by filtering out tuples that do
not belong to any “best” k-subset.

The key idea behind the superpreference optimization is that in some cases, instead of
examining a preference relation between sets, we can examine a (so-called) superpref-
erence relation between tuples. Given a relation r and a preference relation -, between

105 A. Troumpoukis



Extensions of Logic Programming for Preference Representation
Table 5.3: Superpreference optimization for Example 5.11.

(a) Remaining tuples from the movie relation of Table 5.1 after the 1st Pruning condition.

ID Name Year Runtime  Rating
m, Raiders of the Lost Ark 1981 115 8.5
mo The Terminator 1984 107 8.0
my4 Die Hard 1988 132 8.0
ms Terminator 2: Judgment Day 1991 137 8.5

(b) The profile relation of all 3-element subsets of the relation of Table 5.4a.
The third column shows if the specific set was pruned according to the 2nd Pruning condition.

Set F() pruned?
{ml, ma, m4} 24.5 yeS*
{mag, my, ms} 24.5 yes*
{ml, mao, m5} 25.0 nof
{ml, my, m5} 25.0 nof

* This set s is pruned because ms (resp. m;) =T my and ms (resp. my) ¢ s.
T This set s is not pruned because for every m; € s it holds {m : m = m;} D s.

k-subsets of r, we say that -/ is the corresponding superpreference relation between
tuples of r iff it holds t; =1 to < {t1} Us = {ta} Uss, for every (k — 1)-subset s or
T — {tl, tg}

Consider again the preference relation from Example 5.11 which is defined over 3-element
sets. Itis not hard to see that this preference relation is closely connected to the following
superpreference relation among tuples. A movie tuple is “super-preferred” over another
if the rating of the former is higher than the rating of the latter:

rating_superpref((I1,N1,Y1,T1,R1), (I2,N2,Y2,T2,R2)) :-
movie((I1,N1,Y1,T1,R1)),
movie((I2,N2,Y2,T2,R2)),
R1 > R2.

Given a superpreference relation between tuples, the superpreference optimization ap-
plies two pruning conditions, which we outline below using our running movie example.
First, notice that the movie m3 has at least 3 movies that are “super-preferred” fromit (i.e.,
at least 3 movies with a higher rating). Therefore, m3 and can be filtered out before the
start of the subset generation process, because it is certain that it will not contribute to a
best set (1st Pruning condition). Secondly, notice that any subset that contains the movie
ms (or my) and does not contain both the movies m; and ms (i.e., it does not contain all
movies that are “super-preferred” from it) is not a best subset and can be pruned at the
subset generation step (2nd Pruning condition). Table 5.3 illustrates the superpreference
optimization for Example 5.11.

In our implementation we provide an optimized winnow operator, called winnowsuper,
which is enhanced according to the above two pruning conditions of the superpreference
optimization. In order to get the most preferred 3-element movie sets according to the
preference relation of Example 5.11, we can issue the following query:
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7- winnowsuper(rating pref, rating superpref, movie, 3)(S).

Omitting the details, this call begins by pruning the base relation movie according to
the 1st pruning condition, using the superpreference rating superpref. Then, it gen-
erates all 3-subsets of the pruned movie relation, but it keeps only the appropriate sets
according to the 2nd pruning condition, again using rating_superpref. Finally, it ap-
plies a winnow operator over this pruned set of 3-element sets using the preference
relation rating_pref between sets (which was defined in Example 4.16) in order to get
the most preferred sets. Notice that, in order for the above query to function properly,
the rating_superpref must be the corresponding superpreference relation for the pref-
erence relation of rating pref.

5.5.3 Pruning Sets by Grouping Exchangeable Tuples

In this subsection, we give a description of the M-relation optimization. This optimization
reduces the generated sets by grouping tuples that are exchangeable with respect to the
given set preference.

The key idea behind the M-relation optimization is that in some cases, an exchangeability
relation between tuples can lead us to indifference relation between sets, which can be
used as a pruning mechanism. Given a relation r and a preference relation . between
k-subsets of r, we say that ~. is the corresponding exchangeability relation between
tuples of r iff it holds t; ~¢ t» <= {t;} Us ~¢ {t2} Us for every (k — 1)-subset
s orr — {t1,t2}. By s; ~c sy we denote that the sets si, s, are indifferent or equally
preferred (for the definition indifference relation of a given preference relation refer to
Subsection 4.2.2). Intuitively, two tuples are exchangeable if they contribute equally to
the profile value of a set.

Consider again the preference relation from Example 5.11 which is defined over 3-element
sets. The movies m, and m, have the same rating, so the sets {my, my, m5} and {my, my,
ms} have the same sum of ratings and are equally preferred. So, if we could “group” the
tuples m, and m, into one meta-tuple m. 4, we would be able to “group” these two sets into
the meta-set {m;, ms 4, ms}, thus reducing the number of candidate sets that are of equal
importance, and avoiding unnecessary repetitions of sets that are equally preferred. At
the end, the most preferred sets are the sets that correspond to the most preferred meta-
set. The set of meta-tuples (called M-tuples) is constructed from the original tuples, by
keeping only the fields that are needed for the computation of the best subsets, leaving
out the fields that do not contribute in the computation of the preference relation. For
instance, in the preference relation of Example 5.11, all M-tuples (i.e., the tuples of the
M-relation) contain only one field, which is the rating of the specific movie. The transfor-
mation of a movie tuple into the corresponding single-field M-tuple can be encoded using
this rating mrel predicate:

rating mrel((I,N,Y,T,Rating), (Rating)) :- movie((I,N,D,G,M,Rating)).

The k-subsets are generated from the M-tuples and not from the original tuples (because
the number of M-tuples is smaller than the number of the original tuples). However, the
set generation process here differs from its unoptimized counterpart. Since one M-tuple
t corresponds to n > 1 original tuples, we must allow up to n duplicates of ¢ in the subset
generation step. This is needed because if we did not allow duplicates of the M-tuples,
the set {my, my, ms} which is one of the most preferred sets of Example 5.11 (which is an
instance of the multiset {m, 5, m; 5, m24}) could not be produced. On the other hand, if
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Table 5.5: M-relation optimization for Example 5.11.

(a) M-relation obtained from the movie (b) The profile relation of all 3-multisets of
relation of Table 5.1. the M-relation of Table 5.5a.
ID Count Rating MultiSet F()
mis 2 8.5 {m175, mys, m2,4} 25.0
ma.4 2 8.0 {m175, mips, m3} 24.5
ms 1 7.5 {m1,5, ma.4, m274} 24.5

{my5,mo4,mg} 24.0
{mao4,mo4,ms} 235

(c) The 3-subsets of the movie relation of Table 5.1 that correspond to
all 3-multisets of Table 5.5b.

MultiSet F() Corresponding Sets
{m175,m175,m274} 25.0 {ml,m27m5}, {ml,m4,m5}
{m175,m175,m3} 24.5 {ml,mg,m5}
{mus, mag,maat 245 {ma, ma, ma}, {ma, my, ms}
{m175,m274,m3} 240 {ml,mg,mg}, {ml,mg,m4}, {mg,mg,m5}, {mg,m4,m5}
{m2,4, m274, m3} 235 {m27 ms, m4}

we allowed any arbitrary number of duplicates of M-tuples, the multiset {m, 5, m, 5,m; 5}
would also be produced, which does not correspond to a valid solution of the problem.
Table 5.5 illustrates the M-relation optimization for Example 5.11.

Moreover, in our implementation, we also provide another optimized winnow operator,
called winnowmrelation, which is enhanced with this optimization. In order to get the
most preferred 3-element movie sets according to the preference relation of Example 5.11,
we issue the following query:

7- winnowmrelation(rating_pref, rating mrel, movie, 3)(S).

Omitting the details, this call begins by converting the original tuples into M-tuples using
the rating_mrel predicate and tags every M-tuple with the number of the corresponding
original tuples. Then, it generates all 3-multisubsets of the M-tuples, by allowing up
to the correct number of duplicates, and after the generation step, a winnow operator is
applied on these multisets, using the preference relation rating_pref. Notice though that
since this winnow operator operates on multisets of M-tuples, the rating_pref predicate
should be redefined in order to operate over multisets with M-tuples rather than sets of
original tuples. Finally, since the resulting sets are sets of M-tuples, it concludes with a
final procedure that transforms the 3-multisets with M-tuples back to 3-sets with original
ones, again using the rating mrel predicate. Notice that, in order for the above query
to function properly, if any tuples from the movie relation are mapped by rating mrel to
the same M-tuple, then these tuples must be exchangeable.
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5.5.4 Implementation

We have developed an implementation’ of the superpreference and M-relation opti-
mizations in the higher-order logic programming language HiLog. As we mentioned in
the previous subsections, for every optimization we have implemented an enhanced ver-
sion of winnow, namely winnowsuper and winnowmrelation. The implementation of these
predicates, together with the implementation of the unoptimized subsetof predicate) is
approximately 300 lines of HiLog code and is realized for the XSB system.

Notice that both enhanced versions of winnow require from the programmer to provide
an additional helper relation that is needed for the optimization to operate; that is the
superpreference relation for winnowsuper and a mapping from original tuples into M-
tuples for winnowmrelation. In order to help the programmer on the task of discovering
each helper relation, we implemented two predicates (namely valid_superpreference
and valid_mrelation) such that if the two queries of the following form

7- valid_superpreference(superpref,pref,r,k).
?7- valid mrelation(mrel,pref,r,k).

succeed, then it means that superpref is the superpreference relation of the preference
relation pref among k-element subsets of r and if any tuples from r are mapped by mrel
to the same M-tuple, then these tuples are exchangeable according to the preference
relation pref over k-element subsets of r'4. Therefore, in such a case the winnowsuper
and winnowmrelation operators are ensured to function properly.

To sum up, the fact that these optimizations can be expressed concisely and implemented
efficiently in higher-order logic programming, highlights, one more time, the important
advantage of the higher-order logic programming approach; that is, the ability to express
preference relations, operators for processing preference relations, preference queries,
and even optimizations on preference operators in the same language.

5.6 Summary

In this chapter, we undertook an implementation of our higher-order preferential frame-
work. Instead of developing a tailor-made language only for preferential higher-order
logic programs, we chose instead to use the programming language HiLog, a stable and
mature logic programming language, which is integrated in the XSB system. Apart from a
basic, unoptimized implementation, we considered optimization techniques for enhanc-
ing its performance.

A simple, unoptimized implementation was almost straightforward, since almost all pref-
erential higher-order programs run directly into XSB. The only demanding part of the im-
plementation was the process of generating the candidate sets for set-preferences; the
reason is that the behavior of queries with uninstantiated predicate variables in HiLog
(which is an intensional higher-order language) is not convenient for our case. As a re-
sult, we provide a suitable implementation of a predicate that generates all subsets of a
given relation, that mimics the behavior of an extensional higher-order logic programming
language.

13 ¢f. http://bitbucket.org/antru/holppref

4 These predicates operate in a naive way, meaning that they check for the superpreference and ex-
changeability properties for the full relation r. In practice, instead of using the full relation r, the pro-
grammer could use a carefully chosen or random subset of r for the test.
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For optimizing HiLog programs that express preferences over tuples, we proposed Pred-
icate Specialization, a program transformation technique based on partial evaluation.
This specialization technique transforms a definitional higher-order program into an equiv-
alent first-order program, which can be executed efficiently in conventional Prolog sys-
tems. Predicate Specialization cannot operate on every higher-order logic program, but
in a modest but well defined fragment, which includes HiLog programs that express pref-
erences over tuples that use various preference operators other than winnow.

Predicate Specialization cannot be used for programs that express preferences over sets
since these sets involve queries with uninstantiated predicate variables and such pro-
grams are not definitional. Hence, for optimizing programs that express set preferences,
we experimented with two optimization techniques by Zhang and Chomicki [80]. These
techniques optimize the program execution time by reducing the set of candidate subsets,
and can be used for additive set preferences, a class that is quite common in practice.
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6. EXPERIMENTS AND EVALUATION

In this chapter, we present experimental results that suggest the feasibility of the higher-
order logic programming framework for expressing preferences of Chapter 4. The frame-
work is implemented and optimized according to the techniques presented in Chapter 5,
combined with standard logic programming optimizations, such as tabling. For the eval-
uation of the experiments, we used the XSB system.

6.1 Overview

In this chapter, we conduct a series of experiments that highlight the feasibility of the
higher-order logic programming framework for expressing preferences. The implementa-
tion of this framework was enhanced with the techniques and the optimizations presented
in Chapter 5. We have built a test suite’® to measure the query running time for several
preference queries, and we carried out the following four different types of experiments:

« Winnow queries on tuple preferences.
* Queries of other preferential operators (besides winnow).
* Queries on recursively defined preference relations.

* Queries on set preferences.

The experimental evaluation of this chapter has two main purposes. The first purpose
is to identify the strengths and weaknesses of the logic programming approach to pref-
erence representation. Since (to our knowledge) there do not exist any other available
systems or implementations for representing preferences in a logic programming setting,
we can not provide a comparative assessment of our approach. For this reason, we fo-
cus on providing experimental results regarding the performance of our approach based
on increasing base relation sizes. The second purpose of this experimental evaluation is
to measure the effectiveness of the proposed optimizations of preferential higher-order
programs, especially when these techniques are combined with generic optimizations for
classical logic programs. For this reason, we are comparing the performance between
the unoptimized and optimized versions of every input program. In Table 6.1 we illustrate
the techniques that were used in the optimized version of each one of the experiments.

The most important generic optimization that we use in our experimental evaluation is
memoization. Memoization [27] is a well-known optimization for declarative program-
ming languages, which is based on the idea that we can store already computed results
of calls, which can later be retrieved and used directly when the same calls occur again.
In logic programming, memoization is usually referred as tabling. A re-evaluation of a
tabled predicate is avoided by memoizing (i.e., remembering) its answers. The XSB sys-
tem is known for its elaborate and efficient implementation of tabling for first-order logic
programs. For higher-order HiLog programs, however, XSB’s tabling mechanism may
not be as effective as it is for first-order ones. The reason is that in order to table any
HiLog predicate one has to table all HiLog code. This may lead to high memory consump-
tion and can be problematic for large-scale program development. As we are going to

5 ¢f. http://bitbucket.org/antru/holppref
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Table 6.1: Optimizations used in the experiments.

Section Pref. Type Experiment Optimizations Used

Predicate Specialization,

Section 6.2 tuple winnow Prolog built-ins*

Predicate Specialization,

w(n) Tabled Execution

Section 6.3 tuple
Predicate Specialization,

wi(n) Tabled Execution

Predicate Specialization,

naive_shortest Tabled Execution

Section 6.4 tuple
Predicate Specialization,

enhanced_shortest Tabled Execution

winnowopt Prolog builtins*
Section 6.5 set winnowsuper Superpreference Optimization
winnowmrel M-relation Optimization

* Implementation of size/2 and rating_sum/2 using second-order Prolog built-ins.

see, memoization offers significant benefits in the case of programs that use preference
operators beyond winnow and in programs that use extrinsic preference relations.

All experiments were performed on a Linux Desktop PC (Ubuntu 14.04 LTS) with Intel(R)
Core(TM) i7-4790 CPU, 8 GB RAM. The experiments were executed in XSB'®. The exe-
cution time is measured using the standard time/1 predicate. All data has been artificially
generated.

The rest of the chapter is organized as follows: in Section 6.2 we experiment with winnow
queries that involve tuple preferences; in Section 6.3 we experiment with preference
queries that make use of preference operators other than winnow; in Section 6.4 we
experiment with recursively defined preference relations; in Section 6.5 we experiment
with preference queries that involve preferences over sets; and finally, in Section 6.6 we
provide an additional experiment'” in which evaluate the performance of higher-order
logic programs that are optimized only using Predicate Specialization (an optimization
tehcinque that we proposed in Section 5.3).

6.2 Experiments on Tuple Preferences

In the first series of experiments, we evaluate the performance of the winnow operator
over a randomly generated movie relation, using the preference relations defined in Sec-
tion 4.4. We compare the execution of the HiLog program of in Section 4.4 with the
execution of the equivalent Prolog program that is obtained using Predicate Specializa-
tion. In the case of director_pref, we implement the size predicate with second-order
Prolog built-ins.

'6yersion 3.7, cf. http://xsb.sourceforge.net/
7 ¢f. http://bitbucket.org/antru/firstify
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We begin by generating a random relation of movies that contains n facts of the form
movie ((ID,Name,Director,Genre,Runtime,Rating)), where the first two fields are unique,
the Director field is randomly selected from a set that contains n /5 director ids, the Genre
field is randomly selected from a set that contains 22 genres, and the remaining fields are
random integers, with Runtime ranging in [100, 260] and Rating ranging in [5,95|. Then,
for every preference relation pref we issue in XSB the following queries:

?7- winnow(pref ,movie) (X), fail.
7- winnow_pref (X), fail.

which return all best tuples from movie with respect to the pref relation. The former goal

corresponds to the unoptimized higher-order winnow query, while the latter corresponds

to the optimized version. We use the intrinsic preference relations c1_pref, c2_pref,

c3_pref, the conjunction composition conj(cl_pref,c2_pref), the prioritized composi-

tionprioritized(c2_pref,cl_pref) and the extrinsic preference relation director_pref.
We evaluate the system for n = 100, 500, 1000, 2000, 4000, 8000, 10000 facts.

The results of this experiment are shown in Table 6.2. In the first column, we illustrate
the size of the movie relation, while in the remaining columns we illustrate the winnow
query execution times in seconds. For each preference, we show the query execution
time for both the naive and the optimized version of the query. Regarding the first five
intrinsic preferences, the program execution time of the optimized Prolog version is equal
to the 80% of that of the naive HiLog version. This happens due to the runtime overhead
that is introduced by XSB in order to execute HiLog code. However, a more extreme
time difference occurs in the execution times for the extrinsic preference director_pref.
This behavior is expected because in order to compare two movie tuples in this case,
one has to compute the size of the relation of movies that each of the two directors
has directed. The transformation to first-order and the more efficient implementation of
the size predicate with standard, second-order Prolog built-ins results to a significant
speedup, and therefore, the query execution times differ by an order of magnitude.

The query execution time obviously increases as the size of the relation increases, but
for similar base-relation sizes, the execution time clearly depends on the preference rela-
tion being evaluated. Since these queries return result sets of varying size, in Table 6.2c
we divide the query execution time of the winnow query for each preference relation with
the number of the returned results. This measurement shows how time-consuming is
to obtain a single result and this is clearly analogous to the difficulty of each preference
computation. For the extrinsic preference director_pref we show the different mea-
surements for each of the optimized and unoptimized cases, while in the intrinsic ones,
we display a mean value because the execution times are similar. For the simple intrinsic
preferences c1_pref, c2_pref, c3_pref the execution times per result are quite similar
and relatively low. The use of compositions of preferences though, leads to slower exe-
cution times per result, with the prioritized composition being the slowest of the two. This
is due to the fact that the prioritized composition of two preference relations requires a
more difficult computation than a simple conjunction. Finally, as we saw previously, the
most difficult preference computation is the extrinsic preference relation director_pref.
This fact is also highlighted in this table.
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Table 6.2: Program execution times for the winnow operator.

(a) Winnow execution times for tuple preferences.

winnow execution time (sec)

c1_pref c2_pref c3_pref

#facts unoptimized optimized unoptimized optimized unoptimized optimized
100 0.07 0.08 0.04 0.05 0.02 0.05
500 0.15 0.13 0.12 0.10 0.06 0.04
1,000 0.32 0.30 0.37 0.31 0.08 0.07
2,000 1.00 0.82 1.66 1.36 0.46 0.38
4,000 3.21 2.74 10.51 8.48 2.72 2.20
8,000 13.18 10.94 58.80 45.70 18.86 15.35
10,000 22.51 21.02 96.44 78.09 49.23 39.63

(b) Winnow execution times for tuple preferences (cont.).

winnow execution time (sec)

conj prioritized director_pref

#facts unoptimized optimized unoptimized optimized unoptimized optimized
100 0.05 0.05 0.05 0.05 0.16 0.07
500 0.21 0.16 0.15 0.10 4.72 0.58
1,000 0.91 0.68 0.40 0.31 12.75 1.36
2,000 5.39 4.10 1.57 1.27 99.89 10.84
4,000 30.48 24.27 6.96 5.50 547.88 61.13
8,000 154.49 123.18 29.22 23.37 923.22 94.40
10,000 254.49 204.69 44.23 35.68 1,805.95 165.85

(c) Winnow execution times per result for tuple preferences.

winnow execution time (sec) / # results

director_pref

#facts c1_pref c2_pref c3 _pref conj prioritized unoptimized optimized

100 0.004 0.001 0.004 0.001 0.002 0.015 0.006
500 0.006 0.001 0.002 0.001 0.005 0.236 0.029
1,000 0.011 0.004 0.002 0.002 0.015 1.063 0.113
2,000 0.025 0.010 0.005 0.011 0.065 4.162 0.452
4,000 0.056 0.035 0.015 0.046 0.260 11.414 1.273
8,000 0.140 0.097 0.053 0.164 1.052 65.944 6.743
10,000 0.198 0.124 0.096 0.224 1.480 120.397 11.057
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6.3 Experiments on Preference Operators

In the second series of experiments, we evaluate the performance of the operators w¢
and wty that were introduced in Subsection 4.4.4. For each of the two operators, we
have also implemented an optimized version, as described in Section 5.4. The optimized
version is executed using tabled execution. The datasets we use are generated randomly
with the same manner as in the previous class of experiments. For the evaluation we
use the queries:

7- w(cl_pref,movie) (n) (X), fail.
7- wt(cl_pref,movie) (n) (X), fail.
?- wo(n,X), fail.
?- wto(n,X), fail.

where w and wt correspond to the unoptimized versions of wg and wty. respectively,
and wo and wto are their optimized versions. We use only the c1_pref preference over
the movie relation, and n is the desired level n at which each operator is evaluated.
The results of this experiment are shown in Table 6.3. The empty entries in the table
correspond to query execution times over 2 hours (7200 seconds).

Obviously, the unoptimized implementations of the wi, and wty, operators are completely
impractical. Using the optimized versions of these operators makes the execution times
much more reasonable. Observe that while in the unoptimized versions the execution
times increase dramatically as n increases, the corresponding execution times for the
optimized versions exhibit a graceful increase. This behavior is due to the fact that for
each n the computations of w(r) and wtg(r) both require the recursive computations
wi(r), wi(r), ..., wk ' (r), therefore the complexity of the overall computation is expo-
nential. However, by using the memoization of the individual calls we avoid redundant
computations. This explains both the huge time differences between the unoptimized
and the optimized implementations of w¢ and wt. and the fact that the query execution
time increases smoothly with every increase in n and the size of the base relation.

6.4 Experiments on Path Preferences

In the third series of experiments, we evaluate the performance of our approach for the
path preferences as defined in Subsection 4.4.5. For each of the two operators, we have
also implemented an optimized version, as described in Section 5.4. As in the previous
experiments, the optimized version of every predicate is executed using tabled execution.

For each experiment we generate a directed acyclic graph of the form of Figure 6.1.
Every directed edge of the graph has a random weight ranging in [(k +m), 50 - (k + m)].
We generate several graphs with varying £ and m parameters, and then we measure
the execution times of the following queries, which calculate the cost of the shortest path
from node a to node z:

?- naive_shortest(a,z,C),!.

?- enhanced_shortest(a,z,C),!.

7- naive_shortest_opt(a,z,C),!.

7- enhanced_shortest_opt(a,z,C),!.

As in the previous examples, the first two calls correspond exactly to the first two pro-
grams shown in Subsection 4.4.5. These programs are first, the naive implementation of
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Table 6.3: Program execution times for w¢, wt}. operators.

w(n) execution time (sec) wt(n) execution time (sec)

#facts level unoptimized optimized unoptimized optimized

n=1 0.08 0.06 0.03 0.03

100 "= 2 0.08 0.03 0.09 0.03
n=3 1.69 0.04 1.74 0.04

n=4 42.90 0.04 44.54 0.04

n=1 0.13 0.16 0.05 0.08

500 "= 2 2.62 0.24 2.71 0.13
n=3 219.96 0.18 217.63 0.18

n=4 - 0.20 - 0.23

n = 0.33 0.36 0.16 0.22

1000 "= 12.50 0.39 12.60 0.41
’ n=3 1,367.27 0.54 1,373.70 0.54
n = - 0.64 - 0.63

n = 0.95 1.02 0.54 0.77

n = 73.62 1.52 74.13 1.50

2,000 n = - 1.93 - 1.78
n=4 - 2.32 - 2.29

shortest path, in which a winnow operator is applied over a recursively defined path re-
lation and the enhanced implementation, which embeds the winnow operator inside the
definition of the shortest path relation itself (according to the optimal subproblem property
defined by Govindarajan et al. [33]). The remaining two calls correspond to the optimized
versions of the above predicates, which are derived using Predicate Specialization and
Memoization. The results of this experiment are displayed in Table 6.4. As in the pre-
vious experiment, the empty entries correspond to query execution times over 2 hours
(7200 seconds).

The results in Table 6.4 lead to the following two observations. First, as in the previous ex-
periments, we notice that the non-optimized versions of the path predicates are becoming
impractical for larger inputs and that this situation can be remedied by transforming the
corresponding queries to first-order and using memoization. Second, we notice that in
the non-optimized case, the version that applies a winnow over the recursive definition of
paths is faster than the version that uses winnow inside the definition of the shortest path.
In the optimized versions of these predicates though, we have the opposite behavior; the

Up1 U1 Ukl
Lm Ll we
Uom Ulm, Ukm

Figure 6.1: Input graph for the Shortest Path experiment.
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Table 6.4: Program execution times for path preferences.

shortest execution time (sec)

unoptimized optimized

# edges graph parameters naive enhanced naive enhanced

10 k=1 m=5 0.06 0.03 0.07 0.04
20 k=1 m=10 0.05 0.03 0.03 0.03
40 k=1 m=20 0.05 0.05 0.04 0.04
20 k=2 m=5 0.04 0.07 0.04 0.04
40 k=2 m=10 0.27 1.84 0.06 0.03
30 k=3 m=5 0.14 22.54 0.03 0.03
80 k=2 m=20 1.95 32.84 0.06 0.04
40 k=4 m=5 1047 3,242.15 0.08 0.05
60 k=3 m=10 13.22  2,264.04 0.12 0.03
50 k=5 m=5 179.74 - 0.45 0.04
80 k=4 m=10 - - 1.08 0.03
100 k=5 m=10 - - 1.83 0.02
200 £=10 m=10 - - 20.64 0.07
400 k=10 m=20 - - 98.86 0.05

former method becomes much slower and uses a very large amount of memory (this fact
is not depicted in Table 6.4). Therefore, we argue that in order for an implementation
that exploits the minimum subproblem property (i.e., the latter in this case) to offer an
improvement in the program execution time, the solutions of the individual subproblems
must be memoized. Otherwise, the execution is much slower since, as in the case of the
operators w and wt, we have redundant computations of the individual subproblems. To
sum up, we see that optimization techniques such that memoization and the techniques
that we have developed in Section 5.4 combined with the flexibility of embedding the
winnow operator inside the base relations, as we have shown in Subsection 4.4.5, can
result to much better performance.

6.5 Experiments on Set Preferences

In this series of experiments, we evaluate the performance of our approach for set pref-
erences. We compare the unoptimized implementation for set preferences that we de-
scribed in Section 5.2 with the two optimizations for set preferences described in Sec-
tion 5.5. We use the rating_pref set preference of Section 4.5. Since the queries of
set preferences involve uninstantiated predicate variables, we could not use Predicate
Specialization here.

For each experiment, we first generate n facts of the movie relation as described in the
previous experiments. For each run of the experiments, we measure the execution times
of the following four queries:

7- winnow(rating_pref,subsetof (movie,k) (S), fail.

7- winnow(opt_rating_pref,subsetof (movie,k) (S), fail.

7- winnowsuper(rating pref,rating superpref,movie,k) (S), fail.
7- winnowmrelation(rating pref,rating mrel,movie,k)(S), fail.
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Table 6.5: Program execution times for set preferences.

(a) Program execution times for set preferences.

query execution time (sec)

#facts setsize winnow winnowopt winnowsuper winnowmrel

10 k=3 0.10 0.10 0.08 0.06
25 k=3 0.93 0.28 0.15 0.21
50 k=3 83.27 11.41 1.16 5.14
75 k=3 217.62 41.47 3.99 7.90
100 E=3 2,089.67 350.43 33.02 34.53
25 k=2 0.12 0.11 0.15 0.10
25 k=3 0.93 0.28 0.15 0.21
25 k=4 15.13 2.35 0.19 1.22
25 k=5 179.18 32.51 0.22 9.55
25 k=6 1,434.29 274.41 0.23 04.15

(b) Number of generated sets for set preferences.

# sets

#facts setsize winnow winnowopt winnowsuper winnowmrel

10 k=3 120 120 1 92
25 k=3 2,300 2,300 1 1,603
50 k=3 19,600 19,600 1 8,808
75 k=3 67,525 67,525 1 18,054
100 k=3 161,700 161,700 3 37,558
25 k=2 300 300 1 234
25 k=3 2,300 2,300 1 1,603
25 k=4 12,650 12,650 1 7,948
25 k=5 53,130 53,130 1 30, 384
25 k=6 177,100 177,100 1 93,139

The first two calls select the best k-sets of movies according to rating _pref in a naive
way, the third one is optimized using the “superpreference” technique, and the fourth
one is optimized using the M-relation technique. The difference between the first two
calls is that in the second one we use standard Prolog built-ins in order to construct an
efficient version of the rating_sum/2 predicate (which counts the sum of the ratings in a
set). We evaluate the queries for fixed subset size k£ = 3 and varying base-relation sizes
n = 10,25, 50, 75, 100. Then, we perform again the evaluation for fixed base-relation size
n = 25 and varying subset size k = 2,3,4,5,6. For each run of the experiments, we
also measure the total number of sets that are generated for each approach. The query
execution times are displayed in Table 6.5a and the number of the generated sets for
each query are displayed in Table 6.5b.

As we can see from the results of Tables 6.5a and 6.5b, the superpreference and M-
relation optimizations are both performing very well in our case, due to the effective
pruning of the total number of subsets that need to be generated. Considering the naive
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evaluation, all (Z) subsets have to be generated. However, since the second version of
the naive evaluation (winnowopt) uses a more efficient implementation of the preference
relation predicate we have a significant drop in the execution times which is roughly one
order of magnitude. Despite this decrease, the other two optimizations that focus on the
reduction of the number of the generated sets are performing even better. Considering
the superpreference optimization, notice that in our case only the movies that have the
highest ratings contribute to the best sets. Therefore, at the first step of the superpref-
erence optimization, all movie tuples from the base relation are removed, except for the
ones whose ratings belong to the & highest ones. This results in a radical pruning of the
set of the generated subsets, which results in a significant decrease of the query execu-
tion time. Considering the M-relation optimization, notice that we do not have as much
pruning here as in the superpreference optimization. However, the M -tuples contain only
the required information for the preference comparison, namely the rating of the movie,
and since these tuples are more compact than the original movie tuples, the generation
of all subsets is much faster, resulting to better performance.

6.6 Experiments on Predicate Specialization

Among the techniques that we used for optimizing preferential HiLog programs, we pro-
posed Predicate Specialization, a novel program transformation technique for translating
higher-order programs into first-order ones. In this series of experiments, we evaluate
the performance of this technique in general HiLog programs. The purpose of this set of
experiments is twofold; first, to measure the effectiveness of this transformation without
using any other optimization techniques; and second, to illustrate that Predicate Special-
ization can be used for improving the execution runtime not only for preferential higher-
order programs but for other types of higher-order logic programs as well.

We have tested our method with a set of benchmarks that include the computation of
the transitive closure of a chain of elements, a k-ary disjunction and k-ary conjunction
of k relations (for £ = 5,10). Regarding the k-ary operators, we used two programs for
the same computation. For instance, the first program for k-ary disjunction uses a non
recursive computation of the form ¢, = (... ((r(1)Ur(2))ur(3)) - - -Ur(k)) while the second
one uses a recursive definition of the form ¢; = (1) ; ¢z = r(k) U ¢x—1. The remaining
benchmarks are the winnow, w, wt, path_naive and path_enhanced that were presented
in the previous sections. As previously, the higher-order programs are expressed in
HiLog and executed using the HiLog module of XSB. We compare their execution with
the execution of the Prolog programs produced by Predicate Specialization. Apart from
XSB, we also consider the execution of the specialized program in other Prolog engines.
The Prolog engines that we use are SWI-Prolog'®, and YAP'®. Every program is executed
several times, each time with a predefined set of facts.

Table 6.6 summarizes the experimental results. In the first column, we show the average
execution time of the original, HiLog program and in the following columns, we show the
corresponding execution times for the Prolog programs for each engine. The execution
times are depicted in seconds. Table 6.6 also illustrates the number of the (non-fact)
clauses of the original higher-order program, the number of the (non-fact) clauses of the
resulting first-order program after the transformation, and the ranges of the number of the

8version 7.2.3, cf. http://www.swi-prolog.org/
"Sversion 6.2.2, cf. http://www.dcc.fc.up.pt/~vsc/Yap/
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Table 6.6: Program execution times for Predicate Specialization.

Program execution time (sec) Program size

HiLog Prolog #rules
Program xsb xsb swi yap  h.o. f.o. #facts
closure 1744.829 17.426 15.813 8.782 3 3 1000-8000
closure_1000 12.132 0.801 0.609 0.372 3 3 1000
closure_2000 91.284 2.884 2.644 1.332 3 3 2000
closure_4000 709.356 11.336 10.918 5.464 3 3 4000
closure_6000 2365.728 25.536 23.459 13.532 3 3 6000
closure_8000 5545.644 46.576 41.433 23.208 3 3 8000
conj5 9.887 1.090 0.026 0.010 3 6 1000-8000
genconj(5) 9.921 1.101 0.028 0.0M1 4 4 1000-8000
conj10 21.676 2414 0.023 0.015 3 11 1000-8000
genconj(10) 21.580 2.415 0.039 0.013 4 4 1000-8000
union5 0.035 0.028 0.030 0.023 4 10 1000-8000
genunion(5) 0.034 0.030 0.025 0.021 5 5 1000-8000
union10 0.063 0.062 0.046 0.036 4 20 1000-8000
genunion(10) 0.062 0.079 0.054 0.035 5 5 1000-8000
path_enhanced 971.326 679.557 975.027 54.156 6 6 10-80
path_naive 5.725 4.248 6.661  0.407 6 6 10-80
winnow 0.147 0.130 0.117  0.039 3 3 1000-10000
w(2) 3.920 3.257 3.844 0527 10 12 100-2000
w(3) 129.457 107.183 122556 21.103 10 12 100-2000
wt(2) 4.146 3.288 3.857 0530 11 13 100-2000
wi(3) 130.540 108.048 126.876 21.360 11 13 100-2000

corresponding facts. We do not show the runtime of each transformation from the higher-
order to first-order since the execution of the transformation process was negligible (e.g.
less than 0.01 seconds in all cases).

Firstly, we observe that the first-order programs are in general much faster than the
higher-order ones. Even in the context of XSB which offers native support of HiLog,
the Prolog code is in almost all cases faster than the HiLog code. Especially in the
transitive closure and the k-ary conjunction, we have an improvement by one or more
of orders of magnitude. In most programs in our experiment, we noticed that the ratio
between the execution time of Prolog code and the execution time of HiLog code does
not change much if we increase the number of facts, with the exception of the transitive
closure benchmark, in which the more we increase the number of facts, the more per-
formant is the equivalent Prolog program. Secondly, one of the important advantages
of executing standard Prolog code is that it allows us to choose from a wide range of
available Prolog engines. Notice that from the three Prolog engines that we used, YAP
is the most performant one. Therefore, as a second observation, we notice that we can
get a further decrease in execution times by simply choosing a different Prolog engine,
a fact that is not possible if we want to execute HiLog code directly.
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Finally, regarding the size of the transformed first-order transformations, consider the
programs that deal with the k-ary conjunction and disjunction, i.e. the pairs conj5 — gen-
conj(5), conj10 — genconj(10), union5 — genunion(5), and union10 — genunion(10). Both
programs of each of these pairs are making the same computation, with the former ex-
pressed in a non-recursive way and the latter in a recursive way. These programs differ
also in the size of their first order counterparts. The first-order form of the non-recursive
version has more clauses than the first-order form of the recursive version. We observe
that both the higher-order and the first-order versions of the same computation have
similar execution times, even though the first-order versions have different numbers of
clauses. As a result, this increase in the size of the resulting first-order output did not
produce any overhead in the overall program execution time.
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7. RELATED WORK

In this chapter, we discuss related work regarding preference representation formalisms
in the area of databases and logic programming. We discuss both quantitative and qual-
itative approaches and we compare them with our work; i.e., the infinite-valued logic
programming language PrefLog defined in Chapter 4 and the preferential higher-order
logic programming framework of Chapter 4. Moreover, we discuss related work regarding
Predicate Specialization, which is a proposed technique that we have used for optimizing
tuple-preference HiLog programs.

7.1 Overview

Preferences play an important role in knowledge representation and have many applica-
tions in diverse domains. In this chapter, we discuss related work regarding preference
representation formalisms that have been proposed in the areas of databases and logic
programming. As a general comment, we could say that our approaches are not very di-
rectly related to most of the existing ones, since, to the best of our knowledge, it is the first
time that the uses of an infinite-valued or a higher-order language are proposed as logic
programming frameworks for expressing preferences. However, in some cases there
exist some underlying connections between our approaches and certain of the already
proposed techniques, which we highlight in the rest of the chapter.

As already mentioned, formalisms for representing preferences can be divided [69] into
the qualitative and the quantitative ones. It has been argued that the quantitative ap-
proaches are less general than the qualitative ones: there exists a preference relation
that can not be expressed using a scoring function (see Example 1.2 in [17][page 428] and
the discussion in Subsection 7.1.2 of the same paper). This happens in our case as well;
as we have discussed in Subsection 4.4.3 there exist (at least) one type of preference
relation that can be expressed using our higher-order framework but not with PrefLog.
This is an expected phenomenon because PrefLog is a quantitative programming lan-
guage and the higher-order framework is designed to express qualitative preferences.
In order to draw a fair comparison between works in the literature and our approaches,
in the following sections, we will compare the quantitative approaches with PrefLog and
the qualitative approaches with our higher-order framework.

The process of executing and optimizing preferential programs opened up for us the
possibility of devising specialized transformations and other optimizations for enhanc-
ing their performance. Promising such techniques are given in Chapter 3 and Chap-
ter 5 and their efficiency is verified in Chapter 6. Among all the techniques discussed,
the most interesting one is Predicate Specialization, which was designed for optimizing
tuple-preference higher-order logic programs. This technique is based on partial evalu-
ation [40] and is related to several approaches in the program transformation literature,
especially in techniques that transform higher-order programs into first-order ones. We
include a discussion on how these approaches compare with Predicate Specialization
towards the end of this chapter.

The rest of the chapter is organized as follows: in Section 7.2, we start with a discus-
sion about quantitative and qualitative systems in the area of databases; in Section 7.3
we continue with a discussion about approaches that are used for expressing qualitative
preferences in logic programming; in Section 7.4 we continue with a discussion about
quantitative extensions of logic programming; in Section 7.5 we continue with a discus-
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sion about related work regarding Predicate Specialization; and finally, we close with a
brief summary of the chapter.

7.2 Preferences in Databases

Each one of our logic programming approaches is based on a relevant approach in the
database domain. In particular, our infinite-valued approach is based on the query sys-
tem of Agarwal and Wadge [1, 2], and our higher-order approach is based on the frame-
work of Chomicki [17, 80]. In this section, we present some related work in the field of re-
lational databases. We start with a discussion about quantitative approaches (which are
mostly related to our infinite-valued approach) and then we continue with a discussion
about qualitative approaches (which are mostly related to our higher-order approach).
For a detailed comparison between quantitative and qualitative formalisms in database
systems, refer to a detailed survey by Stefanidis et al [69].

7.2.1 Quantitative Preferences in Databases

In the quantitative approach, preferences are expressed by assigning numerical values
on tuples, such that one tuple is preferred over another if its preference score is higher.
Among the many approaches in the literature, two interesting quantitative approaches are
developed by Agrawal and Whimmers [3] and by Koutrika and loannidis [45]. In the first
approach [3], the preference score of a tuple can be obtained by a function which takes
a tuple and returns a numerical value (e.g., the preference function f(¢) = 0.1 - t.rating
calculates a preference score for every movie according to its rating). In the second
approach [45], the score is obtained by specifying appropriate selection conditions (e.g.,
the preference (movie.genre = ‘drama’,0.9) expresses a preference score of 0.9 on
drama movies). Both approaches offer preference combination mechanisms, in which
two (or more) preference scores are combined, by applying a combining function such
as weighted summation, maximum, minimum, average and so on.

We believe that the above quantitative systems [3, 45] are actually quite sophisticated and
they may prove to have interesting applications. However, when it comes to expressing
preferences at a high declarative level, we feel that expressing preferences directly using
preference scores has a disadvantage. As remarked by Domshlak et al. [24], “humans
are rarely willing to express their preferences directly in terms of a value function. [...] In-
stead of rating complete alternatives immediately, it is normally much easier and arguably
more natural to provide information about preferences in separate pieces, preferably in
a qualitative way”. In contrast, the preference values in PrefLog are not explicit but are
created using appropriate preference operators. This means that even though PrefLog
is a quantitative preference framework, it allows the user to express preferences in a
qualitative way and pushes the quantitative burden to the underlying semantics.

7.2.2 Qualitative Preferences in Databases

One of the earliest works in qualitative preference queries in databases is the approach
of Lacroix and Lavency [46]. The authors propose an extension of relational calculus in
which preferences for tuples satisfying given logical conditions can be expressed. For
example, one could say: pick the tuples of R satisfying Q A P, A Ps; if the result is empty,
pick the tuples of R satisfying Q A P, A—P; if the result is again empty, pick the tuples of R
satisfying Q A =P, A P,. As discussed by Chomicki [17], this approach can be simulated

A. Troumpoukis 124



Extensions of Logic Programming for Preference Representation

by the techniques in his framework [17], and therefore also by our higher-order logic
programming framework.

The framework of Chomicki [17, 80] is one of the most simple and expressive ones in
the database literature regarding preference representation. Since (to our knowledge)
there does not exist any widely available implementation of this framework, it is not pos-
sible to directly compare this approach with our own in terms of efficiency (even though,
we presume that an implementation of this framework over a SQL system will probably
be more efficient and can have a broader impact and real-world applications than our
logic programming approach). A more detailed comparison between the framework of
Chomicki [17, 80] and our higher-order logic programming framework has been given
throughout Chapter 4.

Another influential work in the area of qualitative preferences in the database domain
is that of Kiel3ling [42]. Contrary to the logical approach advocated by Chomicki[17]
KielRling takes an algebraic approach by using a language that offers preference con-
structors. Two basic preference constructors are, for example, the POS and NEG ones,
which are used to provide preferred and non-preferred values respectively. For instance,
a POS(genre, {comedy}) preference states that a comedy movie is preferred, while a
NEG(genre, {drama, scifi}) preference states that a movie is not preferred if it is either
a drama or a science fiction one. These preference constructors can be further com-
bined in order to express more complex preferences. Several preference combinators
are supported, such as Pareto, lexicographic, and so on. In addition, two versions of
this approach are provided, namely Preference XPATH [43] and Preference SQL [44].
Kiel3ling’s framework has some common characteristics with that of Chomicki [17] (see
[17][Section 10.1] for a detailed comparison) and many arguments we have used through-
out Chapter 4 in order to compare our higher-order approach with that of Chomicki [17],
can also be used in order to compare our framework against the work of Kiel3ling [42].
For example, the framework of Kiel3ling [42] does not allow having arbitrary constraints
in preference formulas and it allows only restricted use of extrinsic preference relations
and of the transitive closure operation.

7.3 Qualitative Preferences in Logic Programming

A number of different approaches have been proposed in the logic programming domain
with the purpose of supporting qualitative preferences. These approaches can be cate-
gorized into two main streams:

+ those that use preferences in order to select the best solutions to a given problem
that has been expressed as a logic program.

+ those that use preferences in order to resolve conflicts that appear in non-monotonic
extensions of logic programming (such as multiple minimal models).

To the best of our knowledge, there does not exist any works for expressing quantitative
preferences in the logic programming domain.

7.3.1 Preferences over Program Solutions

Closer to our qualitative higher-order approach are the approaches that fall in the first
category [19, 32, 33, 34, 36, 38]. In order to support preferences, it is common to use
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syntactically-extended logic programs. For example, Govindarajan et al. [32, 33, 34, 38]
study an extension of classical logic programs, called Preference Logic Programming (in
short PLP). These programs consist of two basic parts; the first part is a set of first-order
definite logic clauses while the second part is a set of optimization definitions expressed
as constraints on the atoms of the first part. The proposed semantics selects a preference
model of the program among the possible models, such that it optimizes the second part
of the program. The formalism of PLP programs does not support negation-as-failure.

Cui and Swift [19] in a later extension of PLP, identify this lack of negation and propose
a different technique in order to support logic programs with negation-as-failure. Their
proposed approach is to transform an extended PLP program into an equivalent logic
program with negation. They suggest that the well-founded model of the transformed
program is the intended model of the program with preferences. Moreover, if this pro-
gram is a standard PLP program, they prove that this well-founded model coincides with
that of Govidarajan et al. [32]. The program transformation encodes a behavior that is
similar to that of the winnow operator. Guo and Jayaraman [36] propose a logic program-
ming language, which is also closely related to PLP [32]. The proposed semantics uses
two meta-operators over the minimum model of the non-optimization part of the program
in order to remove the atoms that are not the most desired ones with respect to the pref-
erence definition. These operators, again, resemble the winnow operator that we are
using, but in this case the winnow operator is not hard-coded in the transformed program
(as in the case of Cui and Swift [19]) but in the evaluation of the preference model. PLP
and its extensions [19, 32, 33, 34, 36, 38] have been demonstrated to have many applica-
tions in resolving ambiguity in programming languages and natural language grammars,
in scheduling and optimization, as-well-as in database querying.

In the approaches in this category [19, 32, 36] the preference relations and the winnow
operator cannot appear as building blocks of queries (not can one define alternative op-
erators beyond winnow). The main difference between this line of research and our
own, is that the former uses a specialized formalism that requires the development of
novel model-theoretic techniques in order to express its semantics and also of special-
ized techniques in order to implement it. On the other hand, our approach does not use
any specialized technique outside the realm of higher-order logic programming, and can
be implemented using standard higher-order logic programming languages. However,
as an overall comment, the work reported in these papers [19, 32, 33, 34, 36, 38] is
based on quite interesting concepts, and the idea of the “optimal subproblem property”
discussed by Govindarajan et al. [33] has motivated our optimized path program given
in Subsection 4.4.5.

7.3.2 Preferences over Program Models

The second category of qualitative approaches in logic programming is applicable to logic
programming languages that are extended with non-monotonic features; such features
are disjunctions in the head, default and explicit negation, and so on. In short, non-
monotonicity plays a vital role in the approaches of this category. Many research works
fall into this category [6, 7, 8, 21, 23, 66, 78, 81] (see also the excellent literature review
given by Sakama and Inoue [66]). The key idea behind all these approaches can be de-
scribed as follows. A logic program that is extended with nhon-monotonic characteristics
usually has many minimal models. In order to choose the most appropriate models, we
add to the program preference information. Usually, this preference information is either
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given as an ordering of atoms, literals, or even rules of the program. We will concentrate
on the work of Sakama and Inoue [66] (and similar arguments can be given for the rest
of the cited works). Here, a priority relation, which is reflexive and transitive, is given
over the set of literals of the program. Then, the preferred answer-set semantics of the
program is defined, an approach that generalizes the classical stable model semantics
of Gelfond and Lifschitz [31], and aims to select a subset of preferred minimal models.

There are many important differences between our higher-order framework and the works
in this category [6, 8, 66, 81]. First, our work can be applied both to positive programs
as-well-as to programs that use negation. On the other hand, the work of Sakama
and Inoue [66] (as-well-as other works in this category) is only meaningful when non-
monotonicity is present in the program (if a program is positive then it always has the
same model independently of the preference relation given [66]). Therefore it is not ob-
vious how the technique of Sakama and Inoue [66] (and all other related approaches)
can be applied to express preferences over simple database relations. The task of defin-
ing preferences over sets of tuples appears to be even more difficult. Another important
difference between our higher-order logic programming approach and many other ex-
isting approaches in the logic programming domain is the fact that it is not very hard to
implement and it can be used to directly run some interesting and non-trivial applications.

7.4 Quantitative Extensions of Logic Programming

As we mentioned in the previous section, there does not exist any works for expressing
quantitative preferences in the logic programming domain (to the best of our knowledge).
However, the quantitative language PrefLog is related to various quantitative extensions
of logic programming. In this section, we compare PrefLog with other infinite-valued
approaches in logic programming and with probabilistic extensions of logic programming.

7.4.1 Infinite-Valued Logic Programming

As we mentioned in Subsection 2.1, the programming language PrefLog is based on
infinite-valued logic, which was previously used in order to provide a purely model-theoretic
semantics for logic programming with negation-as-failure [64]. Consider the following
program that uses the negation-as-failure operator {p, q <~ r}. Under the well-founded
semantics [30], both p and q receive the value true. However, Rondogiannis and Wadge
in their article [64] argue that in some sense p is “truer” than q; p is true because there is
a rule which says so, whereas q is true only because there is no evidence that r is true;
the same happens for false values. Therefore, their approach is to understand negation-
as-failure as combining ordinary negation with a weakening (which corresponds to the
operator ¢). Since negations can be iterated, an infinite set of truth values is produced,
similar to the set V of our approach. A similar approach is followed to provide a purely
model-theoretic semantics for disjunctive logic programming with negation-as-failure [9].

From a syntactic point of view, logic programs with negation-as-failure can be viewed as
PrefLog programs with the following set of operators {A, v, ~}. Contrary to PrefLog oper-
ators though, the ~ operator is not monotonic, therefore cannot be used by PrefLog. Due
to the fact that ~ is not monotonic, the minimum infinite-valued model for logic programs
with negation-as-failure [64] cannot be computed simply by iterating the 7T operator until
a fixed point is reached (as this holds in our approach) but this involves a more complex
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computation that evaluates the minimum model of the program in stages?°. The conti-
nuity property of Tp for PrefLog programs guarantees that the fixed point is reachable
through this process in at most w steps, a property that does not hold for logic programs
with negation-as-failure. The final difference from our approach is the size of the under-
lying set of truth values. Logic programs with negation-as-failure [64] require truth values
T, and F, for every countable ordinal «,, while PrefLog programs require truth values T,,
and F,, forevery n € N.

7.4.2 Probabilistic Logic Programming

Quantitative approaches in logic programming can be found in certain many-valued or
probabilistic extensions of traditional logic programming [20, 54, 58, 76]. In probabilistic
extensions, the programmer is usually required to rank rules (or facts) with a certainty
factor or to use a special form of implication in rules that have attached a numerical at-
tenuation factor. These extensions of logic programming are usually not designed to
express preferences but have a flavor of preferential logic programming, since, for ex-
ample, facts that have different numerical factors can be considered to be of different
preferences. As in the quantitative approaches in the database domain, the probabilistic
approaches express the quantitative (propabilistic) scores directly with numerical values;
as we stated previously, expressing preferences directly using numerical values is not
as intuitive and desirable in most preference situations from a user’s point of view. In
contrast, preferences in PrefLog are expressed quantitatively with the use of preference
operators, and the quantitative preference score is inferred. Moreover, the operators
that are offered in these probabilistic extensions [20, 54, 58, 76] are perfectly suited to
the probabilistic domain but are not always suitable for expressing preferences. For in-
stance, the conjunction operator between atoms in ProbLog [58] multiplies the probability
values of these atoms, which is an expected behavior for probabilistic scenarios (since
the probability of a conjunction of events is equal to the product of the probabilities of
these events). However, for preference applications, it is not always the case that the
intended preference score of a conjunction of atoms must be equal to the product of
the individual preference scores. In PrefLog, the standard behavior for the conjunction
operator is the minimum operator. However, PrefLog gives the freedom to define new
preference operators, depending on the application at hand.

7.5 Related work on Predicate Specialization

In this section, we present some related work on Predicate Specialization, which is used
for optimizing preferential higher-order logic programs. This technique is proposed in
Section 5.3. In short, given a higher-order logic program and query that does not contain
any free predicate variables, it transforms the program into a first-order one, specialized
for this specific query.

7.5.1 Partial Evaluation

Predicate Specialization is closely connected with related work on partial evaluation of
logic programs [51, 29, 47]. More specifically, the proposed technique is a special form
of partial evaluation which targets higher-order arguments and uses a simple one-step

20 However, we have used a similar procedure to provide a terminating bottom-up strategy for function-free
PrefLog programs (c.f. Section 3.3).
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unfolding rule to propagate the constant higher-order arguments without changing the
structure of the original program. Consequently, first-order programs remain unchanged.
To the best of our knowledge, partial evaluation techniques have not been previously
applied directly to higher-order logic programming with the purpose to produce a simpler
first-order program.

7.5.2 Defunctionalization and its Extensions

Other techniques, however, have been proposed that focus on the removal of higher-
order parameters in logic programs. D. H. D. Warren, in one of the early papers that tackle
similar issues [79], proposed that simple higher-order structures are non-essential and
can be easily encoded as first-order logic programs. The key idea is that every higher-
order argument in the program can be encoded as a symbol utilizing its name and a spe-
cial apply predicate should be introduced to distinguish between different higher-order
calls. A very similar approach has been employed in HiLog [15]; a language that offers
a higher-order syntax with first-order semantics. A HiLog program is transformed into
an equivalent first-order one using a transformation similar to Warren’s technique [79].
Actually, these techniques are closely related to Reynolds’ defunctionalization [60] that
has been originally proposed to remove higher-order arguments in functional programs.
These techniques are designed to be applied to arbitrary programs in comparison to our
approach. In order to achieve this, they require data structures in the resulting program.
However, on a theoretical view, this imposes the requirement that the target language
should support data structures even if the source language does not support that. This is
apparent when considering Datalog; transforming a higher-order Datalog program will re-
sult in a first-order Prolog program. On a more practical point, the generic data structures
introduced during the defunctionalization render the efficient implementation of these pro-
grams challenging. The wrapping of the higher-order calls with the generic apply pred-
icate makes it cumbersome to utilize the optimizations in first-order programs such as
indexing and tabling. In comparison, our technique produces more natural programs
that do not suffer from this phenomenon. Moreover, it does not introduce any data struc-
tures and as a result, a higher-order Datalog program will be transformed into a first-order
one amenable to more efficient implementation.

In order to remedy the shortcomings of defunctionalization, there have been proposed
some techniques to improve the performance of the transformed programs. Sagonas and
Warren [65] proposed a compile-time optimization of the classical HiLog encoding that
eliminates some partial applications using a family of apply predicates thus increasing
the number of predicates in the encoded program, which leads to more efficient execu-
tion. The original first-order encoding of HiLog, as well as this optimization are included
in the XSB system [70]. In the context of functional-logic programming, there exist some
mixed approaches that consider defunctionalization together with partial evaluation for
functional-logic programs [4, 59], where a partial evaluation process is applied in a de-
functionalized functional-logic program. Even though these approaches can usually offer
a substantial performance improvement, the resulting programs still use a Reynolds-style
encoding; for instance, the performance gain of the optimizations offered by XSB is not
sufficient when compared to Predicate Specialization, as presented in Section 6.6.

7.5.3 Other Higher-order Removal Methods

The process of eliminating higher-order functions is being studied extensively in the func-
tional programming domain. Apart from defunctionalization, there exist some approaches
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that do not introduce additional data structures while removing higher-order functions.
These techniques include the higher-order removal method [16], the firstification tech-
nique [55] and the firstify algorithm [53]. The removal of higher-order values here is
achieved without introducing additional data structures, so the practical outcome is that
the resulting programs can be executed in a more efficient way than the original ones.
The basic operation of these transformation methods is function specialization, which
involves generating a new function in which the function-type arguments of the original
definition are eliminated.

A predicate specialization operation is also the core operation in our approach, so at this
point, these approaches are similar to ours. The remaining operations that can be found
in those approaches (e.g. simplification rules, inlining, eta-abstractions etc.), are either
inapplicable to our domain or not needed for our program transformation. Contrary to
Reynolds’ defunctionalization, these higher-order removal techniques [16, 53, 55] are not
complete, meaning that they do not remove all higher-order values from a functional pro-
gram, and therefore the resulting programs are not always first order. This phenomenon
would happen in our case as well if we considered the full power of higher-order program-
ming. However, because of the fact that we focus on a smaller but still useful class of
higher-order logic programs, we are sure that the output of our transformation technique
will produce a valid first-order program for every program that belongs to our fragment.

7.6 Summary

In this chapter, we compared our approaches with several works in the literature. To the
best of our knowledge, our approaches are not very directly related to most of the existing
ones, since it is the first time that the use of an infinite-valued or a higher-order language
are used for expressing preferences in the logic programming domain. The key advan-
tages of our approaches are the following: Regarding PrefLog, the main advantage is
that even though PrefLog is a quantitative extension of logic programming, the preference
scores are not denoted explicitly with numerical values but are expressed indirectly using
preference operators, making the extension more intuitive from a user point of view. Re-
garding higher-order logic programming, the main advantages are the following; firstly,
the fact that relations, preference relations, and operations on preferences are encoded
in the same language (an important benefit that we have heavily discussed in Chapter 4);
and secondly, the fact that the expressive power of higher-order logic programming al-
lows us to emulate all qualitative preference frameworks that we have discussed in this
chapter. Moreover, the use of higher-order logic programming opened up for us the pos-
sibility of designing specialized techniques for optimizing higher-order logic programs,
such as Predicate Specialization.
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8. CONCLUSIONS AND FUTURE WORK

In this chapter, we conclude the dissertation, beginning with a summary of our contribu-
tions and continuing with a discussion of possible future research directions.

8.1 Conclusions

The dissertation contributes to the area of preference representation and our results can
be perceived as logical frameworks for expressing and manipulating preferences. More
specifically, we propose two approaches for expressing preference using extensions of
logic programming:

» The first approach uses infinite-valued logic programming for expressing quantita-
tive preferences. This language is based on an infinite set of truth values in order
to support operators for expressing preferences.

» The second approach uses higher-order logic programming for expressing qualita-
tive preferences. In this approach, preference relations and operations on prefer-
ences are expressed in the same, higher-order language.

Our approaches attempt to overcome some shortcomings of existing approaches in the
domain of representation of quantitative and qualitative preferences.

We proposed the logic programming language PrefLog (cf. Chapter 2), which uses an
infinite-value domain for expressing quantitative preferences (cf. Section 2.2). The pref-
erence value is not defined directly but is expressed using preference operators. If all
preference operators used are monotonic and continuous over the set of truth values V,
then every such PrefLog program has a minimum infinite-valued model (cf. Section 2.3).
We defined some basic preference operators (such as opt and alt), we described a simple
approach for building new operators and we demonstrated their use in example programs
(cf. Section 2.4). Moreover, we proposed a method for evaluating PrefLog programs (cf.
Chapter 3), which is a terminating bottom-up evaluation (cf. Section 3.3) for a well defined
function-free fragment of PrefLog, namely {¢, A}-programs (cf. Section 3.2). Ensuring
termination in this case is not a straightforward task because the underlying truth domain
and the set of all possible interpretations of a function-free PrefLog program are both
infinite.

We proposed the use of higher-order logic programming as a framework for represent-
ing and manipulating qualitative preferences (cf. Chapter 4). In this approach, base
and preference relations, operations on preference relations (cf. Section 4.4) and prefer-
ences over sets (cf. Section 4.5) are expressed in the same, higher-order language (cf.
Section 4.3). Moreover, we developed specialized optimizations (cf. Chapter 5) for en-
hancing the performance of this framework, since a basic, unoptimized implementation is
almost straightforward (cf. Section 5.2). We proposed Predicate Specialization (cf. Sec-
tion 5.3), a technique that reduces the program execution time of higher-order logic pro-
grams by transforming them into first-order ones. This optimization targets higher-order
logic programs that express preferences over tuples (cf. Section 5.4). Finally, for opti-
mizing programs that express preferences over sets, we used two pruning techniques,
namely superpreference and M-relation. These optimizations reduce the program exe-
cution time by reducing the number of the candidate sets (cf. Section 5.5).
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We undertook an implementation of our higher-order approach for the XSB system (cf. Sec-
tion 5.2, Subsection 5.3.5, and Subsection 5.5.4). Moreover, we provided experimental
results that suggest the feasibility of our approach and the effectiveness of the proposed
optimization techniques (cf. Chapter 6). The source code of the implementations and
the experiments is publicly available?'.

Finally, regarding the comparison between the two proposed approaches in terms of
expressivity, there exists a type of preferences (i.e., lexicographic preferences) that can
be expressed using our higher-order logic programming framework (cf. Subsection 4.4.3)
but not with PrefLog (cf. Section 2.5). This comes as no surprise, because PrefLog is
a quantitative programming language and our higher-order framework is designed to
express qualitative preferences and it is argued that the quantitative approaches are
more general than the quantitative ones [17][page 428].

8.2 Future Work

In this last section, we propose some potential directions for future research. We discuss
some interesting aspects in which the infinite-valued approach and the higher-order ap-
proach can both be extended in terms of expressivity and be enhanced in terms of us-
ability and performance.

8.2.1 Future Work on the Infinite-Valued approach

In this subsection, we reduce our focus on possible extensions of PrefLog. We discuss
some aspects for future investigation in terms of extending the representation capabilities
of our infinite-valued approach.

Possibly the most interesting such topic is the addition of negation-as-failure to PrefLog.
It has been demonstrated [64] that the meaning of negation can also be captured using
the infinite-valued domain V that we adopted for defining the semantics of PrefLog. It
would be interesting to investigate how the preference operators of PrefLog could co-
exist with negation in a unified framework. The following example motivates such an
investigation.

Example 8.1. Continuing Example 2.1, assume that we would now like to fly from Athens
to Boston, but (if possible) avoiding the “Delay Air” carrier. This suggests the use of some
form of negation:

desired_flight(F) < from to(athens, boston, F) A
opt ~ carrier(F, delay air).

In the above program, a flight from Athens to Boston with a carrier that is different than
“Delay Air” is expected to return a true result, a flight that does not go from Athens to
Boston will return a false result and a flight from Athens to Boston with “Delay Air” will
return some false truth value (different than absolute falsity).

It is unclear at the moment whether negation should operate on the same “dimension” of
truth values as the other preferential operators (like opt and alt) or whether a separate
dimension should be used.

21 ¢f. http://bitbucket.org/antru/holppref
http://bitbucket.org/antru/preflog
http://bitbucket.org/antru/firstify
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The PrefLog language depends on a set of preference operators that must be monotonic
and continuous over the infinite-valued domain V. In Section 2.4 we described a simple
approach for building new operators; we used a set of three continuous operators (i.e.,
A, V and €), and we built new operators by combining them. The resulting operators are
continuous since the composition of continuous operators is also continuous. However,
we showed that not all continuous operators over V can be defined using A, V and e. An
interesting aspect for future investigation would be to devise a metalanguage in which to
define new preference operators that are guaranteed to be monotonic and continuous.
One possible candidate for such a language would probably be a fragment of the lan-
guage Hopes [10], which allows the definition of predicates of various types (and even
predicates over boolean domains) that are guaranteed to be monotonic and continuous.

In Section 2.5, we showed that lexicographic preferences cannot be expressed using
PrefLog due to the form of the infinite set of truth values V. One interesting research
direction would be the extension of the underlying set of truth values such that PrefLog
to be able to support lexicographic preferences. Following similar preferential exten-
sions of the set of real numbers R [18, 35, 41], Papadimitriou [56] proposed IxpQL, a
query language which extends the query language of Agarwal and Wadge [1, 2] with a
lexicographic preference operator. Obviously, the underlying set of truth values in Ix-
pQL is not the set V, but it consists of finite sequences of elements from V. Two such
sequences are compared in a lexicographic way, e.g., the sequence (73,7}, F}) is pre-
ferred to (T3, T», Tp). Atthis moment, it is an open question whether the extended domain
and the operators of IxpQL can be used in a logic programming setting.

8.2.2 Future Work on the Higher-Order approach

In this subsection, we reduce our focus on possible future directions regarding evaluation
techniques and real-world applications of the qualitative preference higher-order logic
programming framework.

Chapter 4 suggests that a fragment of higher-order logic programming can be used as
a purely logical framework for expressing preferences. This fragment is essentially a
higher-order extension of Datalog that supports negation and tuples in a restricted way.
We have used natural numbers only in order to define operators over preference rela-
tions (cf. Subsection 4.4.4) and aggregate operators in the case of extrinsic (cf. Ex-
amples 4.9 and 4.10) and set-based preference relations (cf. Example 4.16). It seems
that this framework, apart from its preference representation capabilities, can benefit
from more effective evaluation techniques. A sign that would support this claim is, for
instance, the situation on first-order logic programming, in which bottom-up techniques
are more efficient than top-down ones when it comes to first-order Datalog programs. As
a result, we believe that it would be very interesting to study the properties of this higher-
order Datalog with tuples and negation, a language that generalizes classical first-order
Datalog. For example, it would be interesting to investigate bottom-up proof procedures
or other optimizations (such as a higher-order extension of magic-sets [5]).

For the implementation of our higher-order preferential framework, we have used the XSB
system which provides a mature and stable implementation of HiLog. Despite the fact
that we faced no problems in implementing preferences over tuples, the implementation
of queries over set preferences was not straightforward. The reason for the difficulties
we faced was the way that HiLog treats uninstantiated predicate variables: it searches
the program to find appropriate predicates that can be substituted; if no predicates are
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found, the query fails. This state of affairs is due to a well-known distinction between ex-
tensional and intensional semantics for higher-order logic programming [10]. We believe
that an extensional higher-order logic programming language would offer advantages
in the implementation of set preferences because the interpreter of the language would
automatically produce all the possible sets that should be substituted for the uninstanti-
ated predicate variables. One such language is the extensional higher-order language
Hopes [10]. Set preferences can be modeled in Hopes as follows:

Example 8.2. Recall Example 4.16, and the preference relation rating_pref in which a
set of movies is more preferred to another if the sum of the ratings of its movies is greater.
Moreover, consider the following clauses:

subsetof (R,N) (S) :- subset(S,R), size(S,N).
subset(S,R) :- not nonsubset(S,R).
nonsubset(S,R) :- S(X), not R(X).

Then, the most preferred 3-element sets of movies can be found using the following
query:

7- winnow(rating pref, subsetof (movie,3))(S).

The definitions of the winnow, bypassed and size can be found in Chapter 4.

As we mentioned earlier though, implementations of extensional higher-order languages
(and Hopes among them) have not yet reached the same level of maturity as that of
intensional ones, especially when negation is considered. As a result, an important future
direction is to work on producing a stable and efficient version of Hopes that will support
negation [11], a concept that is very useful in the processing of set preferences.

In this last paragraph, we discuss future work regarding the proposed technique of Pred-
icate Specialization. In Subsection 5.4, we saw that Predicate Specialization can be
effective for a class of higher-order logic programs that make limited use of partial appli-
cations, in the case of predicates that do not belong in the same cycle in the predicate
dependency graph. From a syntactic point of view, this class is a broader class than
definitional programs; however, it seems that both fragments have the same expres-
sive power. An interesting open question that arises is whether Predicate Specialization
can be used as a first-order reduction method only for the fragment of definitional pro-
grams (or a fragment that has the same expressive power) or if it can be used for a
wider and more expressive class of higher-order programs. Until now, we have used
and evaluated Predicate Specialization only as an optimization method for performance
improvement. However, in the functional programming domain, such techniques have
been used in additional applications, such as program analysis [53] and implementation
of debuggers [57]. Therefore, an interesting aspect for future investigation would be the
search of similar or completely new applications of Predicate Specialization in the logic
programming domain.
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