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Abstract

This essay is an introduction to the interdisciplinary field of neuroeconomics. Firstly, we
provide an overview of the existing theories in neoclassic economics and cognitive
neuroscience, which contributed to the creation of neuroeconomics. We thus examine briefly
and critically the meeting points of economics, psychology and neuroscience that remain
important for the evolution of economic thought. The concepts of homo economicus,
bounded rationality, satisficing, cognitive biases and heuristics are analyzed. Subsequently,
the transition from economics to neuroeconomics is presented. The tools and methods
through which neuroscience can help create new improved models are listed. Neuroscience
combines the fields of neuroscience, psychology and economics with the aim of understanding
the way all economic and investment decisions are made. Specifically, the goal is to capture
all the chemical reactions and biological processes that take place in a person's brain that are
related to an economic decision. Thu, this paper presents a review of modern literature on
the effect of human psychophysiology on decision making, taking into account the excretions
of the nervous system (dopamine, oxytocin and serotonin), possible brain lesions, social
interactions and emotions of human beings. Neuroeconomics and the various experiments
that neuroeconomists have conducted enable us to monitor the activity of neurons in real
time, observe how this activity depends on the economic environment, and make
assumptions, whether confirmed or rejected, about how the human mind receives financial
decisions. The opposing views towards the contribution of neuroeconomics in the creation of
behavioral models are then listed. Finally, we present a critical review of neuroeconomics.
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Chapter 1. Scientific Data before Neuroeconomics

1.1 Introduction

Human beings have also been social beings, involved in social and economic
exchanges. As Braeutigam (2012: 11) has stated:

“From ancient bartering to global markets, human activity that consists of producing,
exchanging, distributing, and consuming of goods and services, i.e., economically
relevant behavior, was, is, and will be an important driver of societies.”

As a result, topics such as rationality, decision-making and problem-solving have
always been important and theorists have always been adamant to shed some light in the
aspects involved in social and economic life. Thus, the field of economics was created. We can
describe economics, using the words of Alfred Marshall (1920: 1, in Braeutigam 2012: 11):

“Economics is a study of mankind in the ordinary business of life; it examines that part
of individual and social action which is most closely connected with the attainment and
with the use of the material requisites of wellbeing.”

Neoclassical economics have introduced rational choice theory which is based on the
model of homo economicus. The basic premise of rational choice theory is that aggregate
social behavior results from the behavior of individual actors, each of whom is making their
individual decisions. According to the model of homo economicus, individual preferences are
self-interested. Individuals in this case act as if balancing costs against benefits to arrive at
action that maximizes personal advantage. (Calnitsky and Dupuy-Spencer 2013: 3, Foka-
Kavalieraki 2017: 15, Dow Schiill et al. 2011: 516), Swanson 1996: 735)

However, it has been proven that people often fail to design ‘rational’ decisions.
Economic agents are subjected to multiple biases, which affect the way they perceive events,
act upon them and learn from experience. Especially, experiments conducted by Kahneman
and Tversky (1979) pointed out phenomena that contradict the principles of homo
economicus. These findings and various other experiments and studies made it clear that the
existing economic and decision-making models needed to change in order to better describe
the human psyche, rationality and decision-making processes. (Glimcher and Fehr, 2014: xix)

Subsequently, the interdisciplinary field of Neuroeconomics was created.
Neuroeconomics has bridged the contrasting fields of economics, neuroscience and
psychology. Economics, psychology, and neuroscience are converging today into a single,
unified discipline with the ultimate aim of providing a single, general theory of human
behavior. Economists and psychologists are providing rich conceptual tools for understanding
and modeling behavior, while neurobiologists provide tools for the study of mechanism. The
goal of this discipline is thus to ground economic theory in details of how the brain works in
decision making, strategic thinking, and exchange, to understand the processes that connect



sensation and action by revealing the neurobiological mechanisms by which decisions are
made. (Camerer 2007: C38)

1.2 Neoclassic Economic Theory

The aim of research on economic decision-making is to understand how subjects
choose between plans of action (lotteries, gambles, prospects) that have economic
consequences. (Trommershduser 2011: 4) Thus, various psychological theories have
influenced economic science. Even from the time of Adam Smith, economics have been
systematically investigating the aspect of human behavior inside the context of market, but
also outside of it, the motives, decision making and human welfare. (Foka-Kavalieraki 2017:
10) According to Calnitsky «neoclassical economics posits that the macro-level reality of the
market is no more than a scale model of the actions of this ‘representative agent’». (Calnitsky
2013:3)

Neoclassical economic theory or the theory of rational choice theory (TRC) is a model
of explanation used by social sciences theorists in order to interpret human behavior. (13
Graziano, 2013: 3) This model is based on the principle that society is formed by self-interested
individuals who have different preferences and desires and rationally pursue opportunistic
behavior in order to maximize their pleasure and minimize their pain, in spite of the physical
or social restrictions, such as the uncertainty of future. Thus, the heart of the neoclassical
analysis lies on the concept of homo economicus. (Calnitsky and Dupuy-Spencer 2013: 3, Dow
Schiill et al. 2011: 516, Foka-Kavalieraki 2017: 15, Swanson 1996: 735)

In other words, neoclassical economics are based on the postulate that economic
phenomena are a result of the action of agents who are fully rational, equal and therefore
indistinguishable from each other and they all pursue their own personal and individual gain.
(Graziano, 2013: 3) According to the dominant interpretation of neoclassical theory, human
beings are rational, which means they have preferences and desires that they try to satisfy
through their choices. Economists state that preferences are purely subjective. The
preferences they study are the ones that are expressed through market. In more detail, people
are rational because they set goals in order to satisfy their subjective preferences and at the
same time, they try to maximize their pleasure through satisfying their preferences in the best
way possible. (Foka-Kavalieraki 2017: 16-17)

As a result, each agent compares opportunities and either chooses the choice that
causes them the greatest profit or the lesser evil, either of which will be more advantageous
for him according to his beliefs. In brief, this option maximizes the difference between its costs
and its advantages. (Graziano, 2013: 3-4) This process presupposes that the subject is aware
of his or her preferences, restrictions and available choices and chooses the one that will
maximize his / her benefit. According to Camerer (2005, 1 in Clarke 2014: 201), the agent
makes decisions via a specific dual process:



“Two processes, in the brain—one for guessing how likely one is to win and lose, and
another for evaluating the hedonic pleasure and pain of winning and losing and
another brain region which combines probability and hedonic sensations”.

However, Camerer then claims that we are likely to find psychological data that
contradict this cognitive hypothesis and that the TRC model has failed in many laboratory
tests. (Clarke 2014: 201, Park and Zak 2007:47)

1.3 Principles of Rational Choice Theory

The other important element in decision-making is the presence of specific
“constraints” that make the choice necessary and also illustrate the “pros and cons” of all the
possible alternatives. The four axioms of rational choice are, namely, reflexivity,
completeness, transitivity, continuity and independence.

First, when it comes to different possible options, the preferences should always
possess a value equal to themselves. Preferences must therefore be reflexive: (xi = xi). This
condition is purely a formal necessity and depends on common sense. For example, if two
goods are exactly equal, then the agent must be indifferent. Thus, if (x = y), then (x ~y).

The second axiom, completeness, is necessarily involved in the structural formation of
the agent’s preferences. It is agreed that between two different preferences the individual will
make comparisons and will either choose one of them or will be indifferent. As a result, the
preferences can be ordered: (x 2 y) or (y 2 x) or (x ~ y).

Third, the scale of preferences must be transitive, i.e., it must conform to the classic
example showing that if a person prefers an orange to an apple and an apple to a pear, then
he must also prefer an orange to a pear. Thus, between three different choices x, vy, z, if x>y
andy >z, then x> z. In the same way, if x~yandy~ z, then x~ z. The order of preference is a
reflection of an internal coherence. There must be no ambiguity.

Fourth, an agent’s preferences must be constant. When choosing between two goods,
the agent will prefer one of them because it offers him grater profit. But between those two
goods, there will definitely be another one, which creates less profit than the first good and
grater profit than the later. Preferences are, thus, constant. Generally, if there are two sets of
goods (x, y) and x >y, there will definitely exist a third one, z, which will result tox >z >y.

Fifth, the axiom of substitution points out that there is no good that is absolutely
necessary to a set and that cannot be exchanged for another. For instance, for two goods x
and y, there are at least two sets of goods A (x1, y1) and B (x2, y2), where A ~ B and x2 < x1



and y2 >y1. Thus, the main point is what amount of x the agent is willing to sacrifice for every
extra unit of y. !

Finally, according to the independence axiom, if there are two sets of goods, A and B,
and two goods, x and y, and if these sets contain the same amount of x, the agent will prefer
the set which will contain the biggest amount of y.

Thus, the order of preferences is determined by the axioms of reflexivity, transitivity,
and independence, whereas completeness, substitution and continuity are the conditions that
allow a representation of the utility function. (Graziano 2013: 4)

1.4 Neoclassic Revolution

The model of homo economicus, which described human behavior as a rational effort
to maximize utility, led neoclassical theorists to the development of a coherent basic
mathematical framework. Nonetheless, this model was widely criticized and the work of
scholars like Allais and Ellsberg indicated that there were various examples that agents do not
always make rational decisions. (Glimcher et al. 2005: 214)

Firstly, the French economist Maurice Allais designed a series of experiments with
pairwise choices which led to reliable patterns of revealed preference that violated the central
“Independence” axiom of expected utility theory. This pattern was later called the “Allais
paradox” at a conference in France. One of the participants was Savage, the
founder of subjective expected utility theory, who also made choices which violated his own
theories. Allais’ paradox was based on the idea that a certain outcome may be perceived as
more desirable, in a qualitatively different way, than any random outcome, even if very likely.
A few years later, Daniel Ellsberg (1961) presented a famous paradox suggesting that the
“ambiguity” (Ellsberg’s term) supporting a judgment of event likelihood could influence
choices, violating one of Savage’s key axioms. The Ellsberg paradox is a formal falsifications of
expected utility theory. The Allais and Ellsberg paradoxes thus proved that expected utility
theory as originally proposed could only predict choices under some circumstances and led to
the argument that the neoclassical models worked, but only under some limited
circumstances. (Camerer 2007: C33, Glimcher and Fehr 2014: xix, Glimcher and Rustichini
2004: 450, Levin 2012: 79)

The notion that humans cannot be treated as subjects who aim at maximizing their
utility led to the neoclassical revolution. This notion has nowadays become unquestionable
and has led to radical changes in the second half of the twentieth century. A few years after
Allais and Ellsberg’s findings, Herbert Simon (1997) also concluded that it is possible for
humans to operate rationally by maximizing their utility only in a bounded sense. (Glimcher

1 We have to keep in mind that the substitution rate is not stable due to the law of diminishing marginal utility.
According to this law, the more amount of a good is consumed by an agent, the lesser he will enjoy every extra
unit of that good.



2005: 215, Glimcher et al. 2005: 215). Their experiments thus lead many scholars, particularly
psychologists and economists, to set, through empirical critiques, counterexamples of the
simple axiomatic approaches. This process resulted in the creation of more general axiomatic
systems that were more sensibly rooted in principles of psychology. (Glimcher and Fehr 2014:
Xix)

"[1]t has become abundantly evident', wrote neuroscientists Cohen and Blum (2002:
197), 'that the pristine assumptions of the "standard economic model" - that individuals
operate as optimal decision makers in maximizing utility - are in direct violation of even the
most basic facts about human behavior'.

In other words, the model of homo economicus, which supposes hypperrationality of
individuals, has been rejected in favor of more realistic models of human behavior that
incorporate insights from psychology. Especially, behavioral economics have attributed to the
establishment of new, more realistic models of decision making. (Levine 2011: 287, Calnitsky
and Dupuy-Spencer 2013: 6)

The purpose of behavioral economists has been to explain human behavior, which is
not always rational. For example, in experiments conducted on subjects who state that they
prefer Ato B and B to C, they do not typically select A instead of B and C. (Camerer et al. 2005:
10) Another example, described by Stuphorn (2005: R247) is that of a smoker who recently
decided to quit smoking but when a friend offers a cigarette he accepts the offer. His
attempt to quit failed within the first month, just like 81% of others that tried. This example
illustrates the fact that we often choose self-defeating behavior rather than promote our self-
interest, preferring short-term tempting alternatives rather than long run optimal ones.
Various similar examples promoted the need to establish more realistic model that would
involve the wide range of human behavior, even if it involves irrational decisions.

There are cases where people behave rationally and cases where they behave
completely irrationally. Following these observations, more and more economists have begun
to believe that subjects can behave in two different ways. One is a bounded rational process
which can be described by prescriptive economic theory, whereas the other can only be
described empirically, as it is irrational. (Glimcher et al. 2015: 215) Initially, economists argued
that these two mechanisms coexist in the human brain as two distinct mechanisms. The non-
rational mechanism was explained by the limitations imposed by the biological structure of
the neurons while the rational was considered to be a conscious process that somehow
transcends the biological constraints. Camerer in 2003 suggested that human decision-making
can be viewed as the product of one cognitive and one affective (or emotional) system and
that these two systems co-exist as independent entities within the neural architecture due to
their different evolutionary origins. (Glimcher 2005: 216),

As a result Glimcher and colleagues (2005: 214) pointed out that, over the last two or
three decades, economists have adopted one of two basic approaches. They either argue that
rational decisions based on utility theory occur only under some conditions and that defining
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those conditions is of great importance or they argue that standard utility theory requires
modifications, additions, or new approaches, because as MIT neuroeconomist Drazen Prelec
(in Dow Schiill 2011: 518) put it:

“Utility maximization has the advantage of being mathematical and precise, but the
flaw of being incorrect.”

1.5 Behavioral Economics

Although economic rationality has affected many areas of the social sciences, from the
inside out through Becker and the Chicago School, psychologists offered an external control
over the prevailing economic thought, which led to the establishment of behavioral
economics. This branch of economics is a combination of cognitive psychology and economics.
(Foka-Kavalieraki 2017: 80) The neoclassical school was characterized by a clear theory and
sharp predictions but behavioral economists contributed to the falsification of elements of
that theory with compelling empirical examples.

The main aspect of behavioral economics is that it has pointed out, through detailed
empirical descriptions of human behavior, that subjects appear to systematically violate the
principles of homo economicus. Most importantly, Herbert A. Simon played a principal role in
the undermining of the homo economicus model, when he coined in 1957 the term of bounded
rationality.? Later on, Amos Tversky and Daniel Kahneman developed an alternative decision
making model under uncertainty, the so called prospect theory. Alongside their student,
Richard Thaler, they contributed even more in the developed of behavioral economics. They
carried out various empirical psychological experiments that undermined the homo
economicus model. In their experiments they concluded that subjects use heuristic methods
in the process of decision making which creates various cognitive biases. (Foka-Kavalieraki
2017: 80-82)

More specifically, in the late 1970s and 80s, Kahneman and Tversky (1979), and others,
conducted several remarkable experimental examples that pointed out a range of phenomena
that fell outside classical expected utility theory. The range of these phenomena was much
broader than Allais and Ellsberg’s examples had suggested. Whilst studying the foundations
of economic choice, they replicated in experiments many common choice behaviors that
conflicted with fundamental axioms of choice. (Glimcher and Fehr 2014: xix)

More recently, there have been similar findings in the field of behavioral economics.
For instance, Elizabeth Anderson (2000: 173) states that we are poor judges of probabilities,
we cannot consistently order preferences, and we do not address risk in the perspicacious
manner of the rational man. In other words, we systematically seem to violate the logical

2 He coined this term in his pioneering research into the decision-making process within economic organizations,
for which he won the Nobel Prize in Economics in 1978.

11



implications of decision theory. Moreover, John Conlisk (1996: 670-672), summarizes a vast
amount of empirical literature in psychology, pointing out evidence which demonstrate that
people can make many reasoning errors which undermines the standard theory of
optimization behavior.

Influenced by these experiments and findings, behavioral economists argued
that psychology provided several evidence and ideas that could improve the model of human
behavior inherited from neoclassical economics. Thus, behavioral economics proposes models
of limits on rational calculation, willpower, and self-interest, and using several tools, such as
mathematical theory, experimental theory and data and analysis of several field data, it
attempts to codify those limits formally. (Glimcher and Fehr 2014: xix-xx)

When it comes to rational choice models, Camerer et al. (2005: 55) state that they are
least useful when it comes to the way subjects think about abstract,
complex and long-term tradeoffs. They believe that these models prove to be most useful in
describing the simplest kinds of decisions humans and other species make, such as motor
movements, perceptual tradeoffs and foraging for food.

Finally, it is important to state the connection between behavioral economics and the
human behavior in the market. According to Mcmahon (2015: 147), behavioral economics
nowadays couples different policy techniques with a regime of positivist, social-scientific
truths about the market. It aims in finding out what exists in reality, such as governable but,
at the same time, free subjects, interests and populations, and based on their behavior in the
market it subjects them to the division of truth or falsity. Additionally, behavioral economics
wants to develop, intersperse and institutionalize economic rationality. In the same time, its
goal is to discipline agents to act more rationally on the market in order to enforce market
logics. (Mcmahon 2015: 138)

1.6 Bounded Rationality and Satisficing

First, political scientist Herbert A. Simon had proposed that decision makers are
characterized by a bounded rationality, and had offered a model in which utility maximization
was replaced by “satisficing”. (Kahneman, 2003: 1449, Levin 2012: 79) According to Simon,
economics focus on the empirical study of the limits of individuals’ ability to calculate when
faced with a choice and how these limits therefore affect real economic behavior. (Graziano
2013: 15)

Corcos and Pannequin (2011: 23) stated that the concept of rationality could be
understood from two different perspectives, one being the standpoint of making a decision,
in the strict sense, and the other being from the standpoint of a meta-rationality of the
decision that questions the process of choosing. This distinction is evident in the work of
Herbert Simon (1947, 1976) who made the distinction between substantive and procedural
rationality. On one hand, substantive rationality includes the suitability of behavior in view of
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fixed goals, taking into account the contextual constraints, and thereby enables the coherence
of decision-making to be assessed. On the other hand, procedural rationality, integrates the
imperfection of human decisions and points out the rationality of decision-making processes.
This idea was asserted by Simon in 1947, with his concept of “satisficing” to characterize
decision-making methods that lead to satisfactory, though not optimal, solutions. He
concluded that:

“Both from these scanty data and from an examination of the postulates of the
economic models it appears probable that, however adaptive the behavior of
organisms in learning and choice situations, this adaptiveness falls far short of the
ideal of ‘maximizing’ postulated in economic theory. Evidently, organisms adapt well
enough to ‘satisfice’; they do not, in general, ‘optimize’”. (Simon 1956: 129 in Calnitsky
and Dupuy-Spencer 2013: 7).

Herbert Simon believed that people cannot avoid restrictions in their ability to
perceive various situations, analyze data, recall facts, and create solutions for their problems.
They try to satisfy their preferences, doing the best they can, given these cognitive constraints
of the human nature. As a result, they achieve, not the maximizing of their behavior, but the
pursuit of satisfactory alternatives. Furthermore, he argued that subjects can solve difficult
problems through easy cognitive processes. (Foka-Kavalieraki 2017: 81) He suggested that
rationality is computationally bounded, and that much could be learned by understanding
“procedural rationality”. Simon’s approach in understanding choice procedures empirically
was in the form of algorithms 3 His belief was that we can achieve better understanding of
the methods and the reasons why people make the choices they do through understanding
the way that the machinery of cognition works. (Glimcher and Fehr 2014: xix)

Thus, he created models of artificial intelligence in order to depict which heuristic
methods are used by systems characterized by limited computing capabilities in their attempt
to solve difficult problems. (Foka-Kavalieraki 2017: 81) However, according to Glimcher and
colleagues (2005: 214), there are some problems that occur in the bounding rationality theory.
The fundamental problem is that the resultant models are characterized by little or no
predictive power outside of their bounded domains. In the same time, they often fail to be
parsimonious and appear ad hoc or under constrained.

3 It is important to note that the option to “always choose the object with the highest utility” is one extreme
and computationally demanding procedure.
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1.7 Heuristics and Biases

The pioneering research of Daniel Kahneman and Amos Tversky?, along with along with
Richard Thaler, on human judgment, in the late 1960s and early 1970s, must also be taken
into account, as they created their own perspective on bounded rationality. (Gilovich and
Griffin 2002: 3) They conducted several psychological experiments which led them to
empirical findings that contradicted the TRC model. Their findings also indicated that people
use heuristic methods which lead to various cognitive biases. (Foka-Kavalieraki 2017: 82) It
thus became apparent that the decision-making process is not as rational as it was originally
thought.

The three general-purpose heuristics recorded by Kahneman and Tversky are
availability, representativeness, and anchoring and adjustment. These heuristics were simple
and efficient because they were based on basic computation that the human mind is evolved
to make. ((53) Gilovich and Griffin 2002: 3)

According to the availability heuristic, subjects tend to mistakenly perceive the
probability or the frequency of an event or phenomenon based on direct and individual data
accessed through their personal memory or experiences, without taking into account the
correct statistical factors that influence the occurrence of that particular event. (Foka-
Kavalieraki 2017: 83) In other words, “use of the availability heuristic leads to error whenever
memory retrieval is a biased cue to actual frequency because of an individual’s tendency to
seek out and remember dramatic cases or because of the broader world’s tendency to call
attention to examples of a particular (restricted) type”. (Gilovich and Griffin 2002: 3)

For example, when someone is asked to evaluate the relative frequency of cocaine use
in Hollywood actors, he usually automatically retrieves examples of celebrity drug-users from
his memory. Another example is when we mention “horror movies”, which activates instances
of horror movies in someone’s memory. The availability of horror movies may be used to
answer the question, “What proportion of the movies produced last year were horror
movies?” (Tversky and Kahneman 2002: 20) According to Tversky and Kahneman (2008: 11)
“availability is useful for assessing frequency or probability, because instances of large classes
are usually reached better and faster than instances of less frequent classes”. Nonetheless,
this heuristic is affected by other factors, too. Consequently, the reliance on availability might
also lead to predictable biases. An example that illustrates this point is when someone is afraid
to travel by plane this month only because he heard on the news about a tragic plane accident.
He is thus influenced by his recent memory rather than the actual statistics of airplane crashes.
(Foka-Kavalieraki 2017: 83, Tversky and Kahneman 2008: 11)

4 They also won the Nobel Prize in Economics (Tversky unfortunately after his death) for having integrated
insights from psychological research into economics science, especially concerning human judgment and
decision-making under uncertainty and especially for formulating the alternative decision-making model of
Prospect Theory.
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On the other hand, the representativeness heuristic occurs when the individual judges
the probability of an event based on the degree that this event is represented at the moment
and not on the basis of the statistical factors that apply. (Foka-Kavalieraki 2017: 83) The
representativeness heuristic generally favors outcomes that make good stories or good
hypotheses. (Tversky and Kahneman 2002: 45) As Tversky and Kahneman (2008: 4) have
pointed out, this heuristic might lead to serious errors, because similarity, or
representativeness, is not influenced by several factors that should affect judgments of
probability.

An example of the representativeness heuristic is the “hot hand” in basketball.
According to the “hot hand” assumption, when a basketball player has scored many times in
a row, some fans believe that this incident will affect the player’s next attempt to score. As a
result, the fans expect that the player’s following attempt will also be successful, even though
each of his efforts has the same probability to be either successful or unsuccessful. The
representativeness heuristic might have serious consequences in more important situations
of everyday life, for example when it comes to the stock markets and the way we perceive the
probabilities of a stock rise or a stock decline, a process which is extremely unpredictable.
(Foka-Kavalieraki 2017: 83)

The third heuristic, anchoring and adjustment, takes place when a person
miscalculates the probability or frequency of an event or phenomenon, influenced by an
arbitrary reference point (which is usually a number). (Foka-Kavalieraki 2017: 83)

Tversky and Kahneman (2008: 14) stated that people sometimes make estimates by
starting from an initial value that is adjusted to yield the final answer. As a result, different
starting points yield different estimates, which are biased toward the initial values. They
named this phenomenon “anchoring” or “anchor effect”. Like the other heuristics, anchoring
and adjustment can be a useful way of making judgments but it can also result in biased
answers. (Chapman and Johnson 2002: 120)

For instance, let’s imagine that a person is trying to set a price on an antique chair that
he has inherited. He then recalls seeing a very similar chair in slightly better condition at a
local antique dealer and thus starts with that price as an anchor, and incorporates the
difference in quality. In this context, the anchoring effect seems to be useful and effort-saving.
However, it can also generate biased assumptions. Let’s imagine that the same person had
seen (on Public Television’s Antiques Road Show) a slightly different chair that is signed by the
designer and worth many thousands of dollars. If the person uses this price as an anchor, he
ends up with a very high and thus biased value estimate. (Chapman and Johnson 2002: 120)
Therefore, we can easily assume how the marketing strategy of different products can take
advantage of this phenomenon of cognitive bias. (Foka-Kavalieraki 2017: 84)
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1.8 Cognitive Neuroscience

The brain is considered to be the ultimate "black box”. Camerer (2005: 9) stated that
the foundations of economic theory were constructed assuming that details about the
functioning of the brain's “black box” would not be known. This pessimism was expressed by
William Jevons in 1871:

“I hesitate to say that men will ever have the means of measuring directly the feelings
of the human heart. It is from the quantitative effects of the feelings that we must
estimate their comparative amounts.” (in Camerer et al. 2005: 9)

Nowadays, neuroscience has shed some light in this aspect. Neuroscience is a key tool
that uses various techniques, including imaging of brain activity, in order to discover details
about how the brain works. It studies the brain and nervous system and gives us the ability to
directly measure thoughts and feeling, which challenge the way we understand the relation
between mind and action.

As Camerer and collegues said (2005):

“This “rational choice” approach has been enormously successful. But now advance in
genetics and brain imaging (and other techniques) have made it possible to observe
detailed processes in the brain better than ever before. Brain scanning [...] shows
which parts of the brain are active when people make economic decision. This means
that we will eventually be able to replace the simple mathematical ideas that have
been used in economics with more neurally-detailed descriptions.

Similarly, Aldo Rustichini stated in 2003:

“This new approach, which | consider a revolution should provide a theory of how
people decide in economic and strategic situations.” (in Levin 2012: 125)

The field of cognitive neuroscience, according to Glimcher can be described as an
interaction between two approaches, a neurological approach and a physiological approach.
The neurological approach of the last century included the conduct of various studies in a
range of behavioral tasks, involving either human patients or experimental animals with brain
lesions. The behavioral results of the subjects were then correlated with their neurological
lesions and this correlation used to infer function. The focus of these studies was on damage
to either sensory systems or movement control systems because the outcome of these
experiments was easily controllable, observable and quantifiable. In 1848, the case of Phineas
Gage was a prominent example of the effects of brain damage on decision making. He
exhibited a dramatic change in both his personality and decision making due to a brain
damage that was caused by a steel rod that penetrated his brain. (Foka-Kavalieraki 2017: 76-
77, Glimcher and Fehr 2014: xx-xxi)

By comparison with the neurological approach, the physiological approach to the study
of the brain consists of more precise methodological tools, such as are the correlation of direct
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measurements of biological states, changes in blood flow, and changes in neurotransmitters,
with events in the outside world. However, these methods are subject to a methodological
constraint, as physiological measurements are invasive, and often destructive and as a result,
they are only used in animals.

Due to important advances, during the period from the 1960s to the 1980s, both of
these approaches developed and even fused. Various models from psychology began to be
used in neurology in order to understand better the relationship between brain and behavior.
This development lead to the creation 