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ABSTRACT

The task of robust regression is of particular importance in signal processing, statistics and
machine learning. Ordinary estimators, such as the Least Squares (LS) one, fail to achieve
sufficiently good performance in the presence of outliers. Although the problem has been
addressed many decades ago and several methods have been established, it has recently
attracted more attention in the context of sparse modeling and sparse optimization
techniques. The latter is the line that has been followed in the current dissertation. The
reported research, led to the development of a novel approach in the context of greedy
algorithms. The model adopts the decomposition of the noise into two parts: a) the inlier
noise and b) the outliers, which are explicity modeled by employing sparse modeling
arguments. Based on this rationale and inspired by the popular Orthogonal Matching
Pursuit (OMP), two novel efficient greedy algorithms are established, one for the linear and
another one for the nonlinear robust regression task.

The proposed algorithm for the linear task, i.e., Greedy Algorithm for Robust
Denoising (GARD), alternates between a Least Squares (LS) optimization criterion and an
OMP selection step, that identifies the outliers. The method is compared against state-of-
the-art methods through extensive simulations and the results demonstrate that: a) it
exhibits tolerance in the presence of outliers, i.e., robustness, b) it attains a very low
approximation error and c) it has relatively low computational requirements. Moreover, due
to the simplicity of the method, a number of related theoretical properties are derived.
Initially, the convergence of the method in a finite number of iteration steps is established.
Next, the focus of the theoretical analysis is turned on the identification of the outliers. The
case where only outliers are present has been studied separately; this is mainly due to the
following reasons: a) the simplification of technically demanding algebraic manipulations
and b) the “articulation” of the method’s interesting geometrical properties. In particular, a
bound based on the Restricted Isometry Property (RIP) constant guarantees that the
recovery of the signal via GARD is exact (zero error). Finally, for the case where outliers as
well as inlier noise coexist, and by assuming that the inlier noise vector is bounded, a
similar condition that guarantees the recovery of the support for the sparse outlier vector is
derived. If such a condition is satisfied, then it is shown that the approximation error is
bounded, and thus the denoising estimator is stable.

For the robust nonlinear regression task, it is assumed that the unknown nonlinear
function belongs to a Reproducing Kernel Hilbert Space (RKHS). Due to the existence of
outliers, common techniques such as the Kernel Ridge Regression (KRR), or the Support
Vector Regression (SVR) turn out to be inadequate. By employing the aforementioned
noise decomposition, sparse modeling arguments are employed so that the outliers are
estimated according to the greedy approach. The proposed robust scheme, i.e., Kernel
Greedy Algorithm for Robust Denoising (KGARD), alternates between a KRR task and an
OMP-like selection step. Theoretical results regarding the identification of the outliers are
provided. Moreover, KGARD is compared against other cutting edge methods via
extensive simulations, where its enhanced performance is demonstrated. Finally, the
proposed robust estimation framework is applied to the task of image denoising, where the
advantages of the proposed method are unveiled. The experiments verify that KGARD
improves the denoising process significantly, when outliers are present.



SUBJECT AREA: Signal Processing

KEYWORDS: robust regression, greedy algorithm for robust denoising GARD, robust
nonlinear regression in RKHS, kernel greedy algorithm for robust denoising
KGARD, image denoising



NEPIAHWH

H eUpwotn TaAivopdunon kartéxel Evav oAU onuavtikd pdAo otnv Etregepyaoia Znuarog,
™ ZT1amioTiK Kol T Mnxavikp Mdaénon. ZuvABelg ekTiuntég, OTTWG Ta «EAAyIoTQ
TeTpadywva», QTTOTUYXAVOUV VA EKTIMACOUV OWOTA TTAPAUETPOUG, OTaV OTa dedopéva
UTTEICEPYXOVTAI OKPAIEG TTAPATNPNOEIS, YVWOTEG w¢ “outliers”. To TpORAnua autd civai
YVWOTO €0W Kal OEKAETiEG, MEOA OTIG OTToieg dIdpopeg PEBodoI Exouv TTpoTadEi. MapdAa
QuUTd, TO €vOIAQEPOV TNG ETTIOTNPOVIKAG KOIVOTNTOG yia auTtd avalwTtrupwBnke otav
ETTAVEEETAOTNKE UTTO TO TTPIOUA TNG APAING POVTEAOTTOINONG KOl TWV QVTIOTOIXWV TEXVIKWV,
N OTTOIx KUPIAPXEI OTOV TOUEA TNG MNXAVIKAG HABNoNG 0w Kal dUO deKAETIEG. AUTA €ival Kal
n kareuBuvon n otroia akoAouBbrnBnke otnv TTapouca diatpifr). To ammoTéEAECHA AUTAS TNG
epyaciag Atav n avamrtuén PIag véag TTpooEyyiong, PBAaciopévng o€ ATTANOTEG TEXVIKEG
apaing povrehotroinong. To povtéAo TTou uloBeTeital Baailetal otnv avdAuon Tou Bopufou
o¢ OUO OUVIOTWOEG: A) MIA YIa TO CUUBATIKO (avapevouevo) B6puBo kal B) M yia TIG
aKpaieg TTapatnpnoclg (outliers), o1 otroieg BewpnBnke OTI gival Aiyeg (apaiég) o€ oxéon e
ToV apIBud Twv dedouévwy. Me Bdon auti Tn povTeAOTTOINON Kal TOV YVWOTO ATTANCTO
aAyopiBuo “Orthogonal Matching Pursuit” (OMP), dUo véol aAydpiBuol avatrtuxonkav, €vag
YIO TO YPOAUUIKG Kal €VaG VIO TO JN YPAPMIKO TTPOBANUA TNG eUpWOoTNG TTAAIVOPOUNONG.

O Tmpotevopevog aAyopIBUoG yia TN YPAUMIKA TTaAivOpdunon ovopaletal “Greedy
Algorithm for Robust Demoising” (GARD) kai evaAAdooel Ta PrAuartd Tou METAEU TNG
pMEBOOOU EAaxioTwy TeTpaywvwy (LS) kal TG avayvwpiong TwV akpaiwv TTapaTnproswy,
TEXVIKAG TTou Baciletal otov OMP. 2Tn ouvéxela, akoAoubei n oUuykpion TNG véag uebddou
ME QVTAYWVIOTIKEG TNG. ZUYKEKPIPEVA, aTTd Ta attoTeEAéopaTa TTaparnpeital 011 o GARD: a)
Ocixvel avoxr o€ akpaieg TINES (EUPWOTOC), B) KATAPEPVEI va TTPOCEYYioel TN AUON PE TTOAU
MIKPO AGBOG Kal y) atraiTei JIKPO UTTOAOYIOTIKO KOOTOG. ETTITTAEOV, TTPOKUTITOUV ONUAVTIKA
BewpnTIKA €upruaTa, Ta OToia o@eilovial oTnv aTAGTATA TG HEBOdOU. ApPXIKA,
aTTOdEIKVUETAI OTI N HEBODOG CUYKAIVEI OE TTETTEPACUEVO APIOPO BnUdATwY. ZTN CUVEXEIA, N
MEAETN ETTIKEVTPWVETAI OTNV QVAYVWEION TWV OKPAiWV TTapatnpAoewy. To yeyovog Ot n
TTEPITITWON ATTOUCIAg cuPPBaTIKOU BopuBou PEAETABNKE EeEXWPIOTA, OPEIAETAI KUpiwG OTA
€¢AG: a) OTnVv ATTAOTIoINON OTTAITNTIKWY TTPAEEWV Kal B) oTnv avadeign OnNUavTIKWV
YEWMETPIKWY IOIOTATWY. ZUYKEKPIPEVA, TTPOEKUYE KATAAANAO @pdyua yia Tn oTabepd TNG
ouvenkng «lMepiopiopévng looueTpiagy» (“‘Restricted Isometry Property” - (RIP)), To otroio
e€ao@aliel OTI N avAkTnon Tou onuartog péow tou GARD eival akpiprg (Undevikd o@aAua).
TENOG, yIO TNV TTEPITITWON OTTOU OKPAIES TIMEG Kal CUMPBATIKOG BOPUBOG CUVUTTAPYXOUV Kal
ME TNV TTapadoxr OTI To dIGvVuo A TOU CUUPBATIKOU BopuBou gival payuévo, TTPOEKUYE HIa
avTioToIXN OUVOAKN N oTroia eEao@alidel TNV avAKTNoN TOU QopEéa TOU apaloU dIavUoUATog
BopuBou (outliers). Aedouévou OTI pia TETOIO OUVOAKN IKAVOTTOIEITAI, aTTOdEIXBNKE OTI TO
OQAAPa TTPOCEYYIONG ival @paypévo Kal dpa o ekTIuNTAG GARD €uoTaBAG.

MNa 1o TPORANUA TNG €UPWOTNG KN YPAMMIKAGS TTaAIVOpPOUNOoNG, Bewpeital, TITTALOV,
OTI N AyvwoTn PN YPOUMIKA cuvaptnon avikel o€ éva xwpo Hilbert ye avamapaywyikoug
mupriveg (RKHS). Adyw Tng UTTapgng akpaiwv Trapatnpioewy, TEXVIKEG OTTwWG 1o Kernel
Ridge Regression (KRR) 1 10 Support Vector Regression (SVR) atodeikvuovTal
QVETTAPKEIG. Baolopévol otnv Trpoavagepbeica avaAuon Twv ouvIoTwOowWwY Tou Bopuou Kal
XPNOIUOTTOIWVTAG TNV TEXVIKI TNG APAING MOVTEAOTTOINONG, TTPAYUATOTIOIEITAI N EKTIMNON
TWV AKPAiwV TTApATNPNOEWY CUPQWVA HPE TA PAMATA HPIOG ATTANCTNG ETTAVOAANTITIKAG
dladikaoiag. O TTpoTeIvopevog alyopiBuog ovoudaletal “Kernel Greedy Algorithm for Robust
Denoising” (KGARD), kai evaAAdooel 1a BApard petagu evog ekmiunt KRR kal g



avayvwpiong akpaiwv Trapatneriocwy, upe Bdon tov OMP. AvaAuetal BewpnTiKd n
IKaVOTNTA TOU OAyopiBPouU va avayvwpioel TIG TOAVEG akpaieg TTapatnpnocls. EmAéoyv, o
aAyopiBuog KGARD ouykpivetal pe GAAeg peBGOOUG aIXUNG PEoA ATTO EKTETANEVO APIOUO
TTEIPANATWY, OTIOU KAl TTOPATNEEITAl N 0a@weg KOAUTEPN atrodoor] Tou. TEAOG, n
TTpoTEIVOUEVN HEBODBOGC yia TNV eUpwoTn TTaAIVOpOUNoN €@apudleTal otnv attoBopuBwon
€IKOvVaG, OTTOU avadelkvUovTal Ta oO@r] TTAEOVEKTAMATA TNG MEBOdou. Ta TrelpduaTa
empBeBaiovouv O6TI 0 aAydpiBuoc KGARD BeATiwovel onpavtikd Tnv  dladikacia Tng
amoBopuBwong, OTnV  TIEPITITWON  OTToU  OoTov  BOpuPBO  UTTEICEPYXOVTAl  OKPAIEG
TTaPATNPNOEIG.

OEMATIKH MNMEPIOXH: Emegepyaoia Zriuarog

AEZEIX KAEIAIA: sUpwaoTn ypauuIkn TTaAIvOpOuNnan, AmAnoTog aAyopiBuog yia eUpwaTn
YPAMUIKA TTaAIvOpoOunon, €UpwaoTn MWN YPAMMIKA TTaAivopounon o€
xwpoug Hilbert pe avatrapaywyikoug TTUPAVEG, ATTANCTOG aAYOPIOUOG
yla €0pwoTn  YPAPUIKAR TTaAivopounon o€  xwpoug Hilbert pe
avaTTapaywyIkoug TTUPHVEG, atToBopuworn EIKOVAG
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2uvoTrTiKA Mapouaciaon Tng
A1dakTOopIKNAG AlaTPIRNG

H avadAuon mraAivdépdunong rp atrAd TaAivopounon Bpioketal otnv kapdid Tng Mnxaviknig
Md&Bnong. 2e éva KAaooikd TTpdRAnua TTaAivopounong, divetal Eva oUvoAo OedOUEVWV
EKTTaiIdEUONG, OTTOU OTOXOG €ival N EKUAONON HIOG OeIPdS aTTOd AYVWOTES TTAPANETPOUG.
AUTO £XEl WG ATTOTEAEOUA VA PTTOPOUNE VA TTPAYUATOTTOINCOUNE TTPORAEWEIS i va €€Q-
YOUME XPAOIUEG TTANPOPOPIEG OXETIKA PE TO BABNO £6APTNONG METALU TNG AVEEAPTNTNG KOl
NG e€apTnUéEVNG METABANTAG. H oxéon auTh utropei BeRaiwg va eival ypauuIKA 1 hn ypau-
MIKH, TTOU €ival Kai n 170 YEVIKA KaTnyopia.

H 1Tpwtn ypapuikr TTaAivopdunon TrpaydatotToinonke pe tn uEBodo «EAaxiotwy Te-
TPAyWVWV», n otroia 666nke atn dnuooidtnta atmo Tov Legendre 1o 1805 kai atrd Tov
Gauss 10 1809. Aedopévou OTI N TTPAyPATIK d1adikaoia TTapaywyng Twv dedopévwy gival
YEVIK& AyvwaoTn, N avaAuon TaAivopdunong eEapTaTal CUXVA Kal o€ JEYAAO BaBuo atro Tig
UTTOBE0EIG pag OXETIKA pe auTh Tn diadikacia. Av kal K&troleg pEBodol xpnaoiuoTrolouvTal
OKOPO O€ TTEPITITWOEIG OTTOU KATTOIEG UTTOBECEIC TTapafIalovTal JEPIKWG, N OKPIBEIa TOUug
oev gival KaAA. O TTI0 oNUAVTIKOG TTApAYOVTaG TTOU ETTNPEACEI TNV aTTOd00N MIaG HEBGdOoU
EKTIUNONG TTAPAPETPWY, UTTO TNV TTPOUTTO0EaN OTI TO JOVTEAO Eival CwWaTO, €ival To €id0g
TOoU BopUPOU TTOU UTTEICEPXETAI OTIG TTAPATNPACEIS MOG. MNa TTapddelyua, oTn YPOUMIKA
TTaAIivdpounon kal Trapouacia Acukou Gaussian Bopupou, n nEBodog EAayxioTwy TeTpayw-
vwv gival BEATIOTN, UTTO TNV évvola TNG PEYIOTNG TBavogavelag (ML). AuoTuxwg OuwG,
auTé dev gival IoXUEl OTAV TTEPITITWON TTOU 0 BOPUPOG AKOAOUBEI AAAEG KOTAVOWEG, OTTWG
ylo TTOPAdEIYUA HIA KATOAVOMN HUE MOAKPIEG OUPEG. Z€ MIO TETOIO TTEPITITWOTN, O EKTINNTAG
EAayxioTwyv TeTpaywvwyv atmmoTuyxavel onuavTiké va dwaoel agloTrioTn EKTINNON. ZUVETTWG,
n ammédoon piag uebddou dev Ptropei va e€acPAMOTE KATW aTTd OTTOIECOATIOTE OUVOAKEG.

Mia a11é TIG ONUAVTIKOTEPES TTPOKANCEIS YIa TO TTPORANKA TNG TTAAIVOPOUNONG €ival N
QavAaTITUEN EUPWOTWYV (robust) ueBOdWYV, BNAAdN BaCIOPEVWY OE TEXVIKEG OI OTTOIEG DEV Eival
EUGAWTEG OE ONUAVTIKA E0QOAPEVEG NETPNOEIG, Ol OTTOIEG OVOUALOVTal «OKPAiEG TTAPATN-
proeig» (outliers). Mapaddgwg, av kal dAa autd Ta Xpovia €xel yivel TTpooTTadeia va dob¢i
€vag akpIBAG oploudg yIa TIG AKPAiEG TTAPATNPNOEIC, AuTO eV KATEDTN duvaTo, KaBOTI gival
aueoa egaptwpevo atrd Ta dedopéva. O 1o ouvnBIoPEVOS XaPAKTNPEIOUOG YIa hIa akpadia
TTapaTthpnon €ivai 011 yoIddel aTaiplaoTn YE TO UTTOAOITTO GUVOAO EBOPEVWV ) TO YEVIKO
MOTIBO KATAVOUAG TOUG. OewpouvTal WS ECOAAUEVES UETPAOEIG 01 OTToiEG TTPOAABaY aTTd
SIAPOPETIKI TTNYH KAl CUXVA TTAOPEKKAIVOUV ONUAVTIKA ATTO TIG UTTOAOITTEG TTAPATNPNOEIG.

O1 uéBodol 1Tou €xouv avatrTuxBei yia Tnv eTTiAucn TTPORANUATWY EUPWOTNG TTAAIV-
dpouNoNG xwpidovtal g€ U0 ONUAVTIKEG KATNYOPIES: a) TIG TEXVIKEG AIdyvwaong Kai B) eKei-
veg TNG EupwoTng MaAivopounong. MNapoAo 1Tou o1 BUO0 AUTEG TEXVIKEG EXOUV KOIVO OTAXO,
auTédg TTpooEyyiCeTal JE TNV avTioTpo@n oeipd. Me Tn Xpron d1IayVwOoTIKWY EPYAAEiwy, ap-
XIK& TTPOCTIAB0UE VO avayVwPiIooUUE KAl va eEAIPETOUNE TIG OKPAIEC TTAPATNPNOEIC aTTd
TO OUVOAO TWV OEBOUEVWY, WOTE OTN OUVEXEID VA EKTIUACOUUE TIG TTOPAUETPOUG UE MIT



KAaooIKr péBodo, T1.X. EAaxioTwyv TeTpaywvwyv. AT Tnv GAAN TTAEupd, pia péBodog €u-
PWOTNG TTAAIVOPOUNONG TTPWTA TAIPIAZEI KATA TTPOCEYYIOT TO OEQOUEVA XPNOIMOTIOIWVTAG
KATTOIO EKTIUNTH, KOI OTN OUVEXEIQ EKMETAAAEUETAI TNV QPXIKI) QUTH EKTIMNON yIa TOV €VTO-
TMOKO TWV aKpaiwv TTapatnpriocwy. Kal o1 dUo KaTnyopieg €xouv HEAETNOEI CUCTNPATIKA
yia TTAvw aTTd PIoO alwva Kal atroteAouyv Ta BepéAia TnG EVpwoTnG ZTaTIOTIKAG.

270 €TTIKEVTPO QUTAG TNS O1aTPIRNAS BpiokeTal N PEAETN TOU TTPORARPATOC TNS YPOU-
MIKAG KAl PN YPAPMIKAG TTAAIVOPOUNONG Kal N avAaTITuén eUpwoTwyY aAyopiBuwy, Uutto 10
TIPIOUA TWV VEWV TEXVIKWYV apaifg povTeAoTToinong. MNa Tévw atrd pia OEKAETIA, N ETTIOTN-
MoVIKA KolvoTnTa TNG ETreEepyaaoiag ZRuartog eotiaoe 1o evOIOQEPOV TNG OTNV APAIr) MOVTE-
AoTroinon, N oTToia AKOUA KAl OrUEPA EEAKOAOUBEI va gival pia EpEUVNTIKA EVEPY TTEPIOXA.
H apaidtnTa OXeTICETOI OTEVA YE TNV ETTAPKEIA YIA WIA OIKOVOUIKI) avoTTapAdoToon, évav
MNXaviouod TTou evapuovileTal Ye Tn @UOT, N oTToia Teivel va gival @eIdWAT. Ta TTpoBARuaTa
BeATIOTOTTOINONG YE APAIEG AVATIOPAOTACEIG XwpidovTal o€ dUO BACIKEG KATNYOPIES. TNV
TTPWTN KATNYOPIa avriKouv €KEiVEG oI HEBODOI TTOU E€TMIOILKOUV TNV EAAXIOTOTTOINGN TNG
{o(Weudo)-vopuag, n oTroia IcoUTAl E TOV ApPIBUS TWV PN INOEVIKWY CUVTETAYHEVWYV EVOG
dlavuopaTog. AGyw OTI N £o(WYeUdO)-vOpUa gival Un KUPTH, €XEl ATTOBEIXOEI OTI T TTPOPBARA-
MaTa autd Ogv etmIAUOVTal o€ TTOAUWVUNIKG Xpodvo (NP-Hard). QoTtdoo, £€xouv avatrtuxOei
TEXVIKEG Ol OTTOIEG UTTOPOUV VA TTAPOKANYWOUV TN ouvdUACTIKA @UON AUTWY TwV TTPORAN-
MATWV KAl KATW UTTO OPIoHPEVEG TTPOUTTOBECEIG va 0dnyfioouv oTn Auon Toug. Mia TToAU
ONMAVTIKN TETOIO TEXVIKA €ival auTh Twv «ATTANCTWV» (greedy) aAyopiBuwyv. H delTepn
Katnyopia n otroia gival kal dNUoPIAEcTEPN, atToTEAEITAI ATTO KUPTA TTpoBARUaTa eAaxI-
aTOTToINONG TNG ¢1-VOPUAG.

H ouveio@opd TnG epyaaiag TTou akoAouBEi gival n avamTuén pia véag TTPOoEyyYIong
yla TNV €UpwoTn TTaAivOpounaon, n otroia BacideTal oTnv agloTroinon «ATTANOTWV» TEXVIKWY
apaing PovTeAoTToiNoNG. OewpwvTag ATl Ol OKPAIEG TTAPATNPNACEIG Eival apalég, dnAadn
Aiyeg o€ oxéon JE TO OUVOAO TWV BEDONEVWY, TTPAYUATOTTOIEITAI N av&Auon Tou dlavUola-
TOG TOU BopURoU O€ BUO CUVIOTWOEG, MIA YIA TOV AVAUEVOPEVO BOPUBO, TTOU aVOTTOPEUKTO
UTTEICEPXETAI OTIG JETPAOEIG PJOG, KAl MIO YIA TIG AKPAIEG TTOPATNPIOEIG TTOU EVOEXETAI VA
UTTAPXOUV. ZUYKEKPIPEVA, avaTrTuxBnkav dUo aAyoépiBuol Baciouévol oTov Bacikd ATTAn-
oTo (greedy) aAyopiBuo Orthogonal Matching Pursuit (OMP). 'Evag yia Tn YPOUUIKA Kal
évag OeUTEPOG YIA TN PN YPOUMIKA TTAAIVOPOUNOT, OTToU €yIVE Kal Xprion xwpwv Hilbert pe
AVOTTAPAYWYIKOUG TTUPHVES. H HEAETN Kal yia Ta OUO TTPORARUaTa £yIVE TOOO 0€ BEWPNTIKO
000 Kal o€ TTPOKTIKG eTTITTEDO. TEAOG, 0 BEUTEPOG AAYOPIOUOG TTOU UAOTTOINONKE YIa TO UNn
YPOUMIKG TTPORANUA, EQapudOTNKE yia TNV atmoBopufwaon €IKOVAC.

EvpwoTtn Npappikn MaAivdépéunon

MNa 1o TPOPANUA TG YPOUMIKAG TTaAivopounong Bewprioaue OT1i ota dedouéva eE6dou
UTTEICEPXETAI AVOUEVONEVOG BOPUBOG KAl OKPAIEG TTAPATNPNOEIS, TIG OTTOIEG BEWPOUUE Ai-
YEG 0€ OX£ON PE TOV apIBPO Twv dedopévwy. ETTITTAéoV, uTToBETaPE €vav IKAVOTTOINTIKO
apIBuo, N, armd dedopéva, HEYAAUTEPO TWV AYVWOTWY TTAPAUETPWY TTPOG eKTinon, M. H
TIPOTEIVOPEVN PEBODOG yia TNV EUPWOTN YPAMMIKY TTOAIVOpOUNOoN BacioTnke OTO €TTAVA-
ANTITIKG oxua Tou atrAnoTou aAyopiBuou OMP. O véog alyopiBuog, Greedy Algorithm for
Robust Denoising (GARD), evaAAdooeTal PeTagl evog Bripatog EAGxIoTwy TeTpaywvwyv
KOl TNG avayvwpiong Kal €TMAOYRG YIog HOVO akpaiag Traparthpnong, MEOA ATTO TO UTTO-
AoiTto TnNG peBddou EAaxioTwy TeTpaywvwy. MNpokeital yia évav atrodoTikd aAyopibuo, o
OTT0I0G CUVOUALEI TIG TEXVIKEG TNG OIAYVWONG Kal TG EUPWOTNG TTAAIVOPOUNONG.
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(a): AidoTaon ayvwaoTou M = 100. (B): AidoTaon ayvwoTtou M = 100.

2xNua 1: (a): To yéoo TeTpaywvikd o@aipa (MSE) oe AoyapiBuIkr KAipaka ouvapTroel TOU TTOGOOTOU
akpaiwv TTapaTnperioewy ota dedopéva e€6dou. (B): AoyapiBuIKA KAipaka Tou p€oou Xpovou oUykAIoNnG KABE
pEBOOOU yia To id10 Treipapa. O apiBudg kaGBe deiypartog amoreAeital atré N = 600 TTapaTnpACEIS.

H amAdétnta Tou véou aAydpiBuou GARD trnyader ammd Tov OMP, kai atmodeixdnke
KAEIOi yIa TNV EKTEVI) MEAETN TWV IBIOTATWY TOU. ZUYKEKPIPEVA, TO BEWPNTIKA OTTOTEAEC AT
TTOU TTPOEKUWAYV gival Ta €ENG:

* H amddeign 1ng ouykAiong Tou GARD o¢ Trerepacpévo apiBuo Bnudtwy.

» [1a TNV TTEPITITWON OTToU POVO AKPAIEG TTAPATNPNOEIG UTTEICEPXOVTAI OTIG UETPNOEIG
pag, n atrddeign piag (aviooTiKAG) OUVOAKNG-PAYHOTOS yia Tn oTabepd TnNG ouven-
kng Mepiopiopévng looueTpiag (Restricted Isometry Property - (RIP)), n otroia €€a-
o@aliel 0TI N HEBOBOG ETTITUYXAVEI PE ETTITUXIA VO avayvwPIoEl TIG aKPAIEG TTaPa-
TNPANOEIG, OTTOU eppavifovtal. ETTITTAéOV, OTnNV TTEPITITWON auTr, £€ac@aAifeTal 0TI O
GARD kata@épvel va avakTiioel TNV akpifr) AUon Tou TTPoBAANOTOC, XwpPiG o@AAua.

* H Bgpehiwon evog delTepou @PAyuaTog yia Tn oTalepd TnG ouvenikng Meplopioué-
vng loopetpiag (RIP), To otroio e¢aoc@aAilel 0TI N PEBODOG ETTITUYXAVEI PE ETTITUYXIO
vVa avayvwpioel TIG aKPaieg TTapaTnPAOEIG, TTAPOUTia Kal avauevouevou Bopufou, n
EVEPYEIQ TOU OTTOIOU OPWG €ival ppaypévn.

* [1a TNV TTpoNYoUEVN TTEPITITWON, TTPOEKUYE, ETTITTAEOV, éva @PAyua VIO TO OQAAUaA
TNG TTPOOCEYYIONG, TO OTTOIO Pag e€aa@alilel T oTaBepdTNTa TOU aAYOpIOuou GARD.

A&iCel va onueiwBei 0TI, N avakTnon Twv BE0EwWV TwV aKPAiWVY TTOPATNPNOEWY NEoa aTTd
TO TTAPATTAVW PPAYHA gival Eva ATTOTEAECUA TTOU TTPOEKUWE YIA TTPWTN QOpAa aTa TTAdiCIA
NG €UPWOTNG TTAAIVOPOUNONG.

2Tn OUuVEXEIQ, akoAOUBNOE Jia o€Ipd aTTd EKTETAPEVA TTEIpAuaTa oTa oTroia o GARD
OUYKPIBNKE e avTaywvIoTIKOUG ToUu aAyopiBuoug. Na kaBe pébodo, ueTprOnke To HECO TE-
TPaywVIKO a@aAua (MSE) kai 0 xpbdvog cUyKAIoNG, CUVOPTACEI TOU TTOGOOTOU TWV AKPQiWY
TTapATNPNOEWYV TToU UTTElIoép)ovTal oTa dedopéva £¢odou. MapatnpAdnke OTI 0 aAyopI6-
pog GARD:

* Mpooeyyilel TN AUon Tou TTPoRAAUATOG TTAAIVOPOPNONG KE TO XAUNAOTEPO PECO Te-
TPaywVvIKO o@dApa (MSE).

* MNapouoiddel Tn peyaAuTepn eupwaTia atrd KABe GAAN péBodo.
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(a): Mévo akpaieg TTapaTnPnoelg. (B): Akpaieg TTaparnproeig kol B0pUBOG PPayUEVNG EVEPYEIAG.

ZxAMa 2: H avayvwpion Twy aKpaiwv TTapaTneAoEwY Kal N GUCXETION YE TO BewpnTIKG @PAYUO TNG TUVONKNG
Mepiopiouévng loopeTtpiag ds. (a): O BOpuBog atroTeAeiTal yovo atd akpaieg TTapaTnpenoeis. (B): O B6puBog
atroTeAiTal atmd akpaieg TTapaTnNPROEIG Kal CUPBaTIKG @payuévng evépyelag. AiveTal £TTIONG TO EKTIMWHUEVO
KQlI TO TTPOYUATIKO OQAAPQ TNG TTPOCEYYIoNG TTou emiTuyXavel 0 GARD (kdtw Se€1a).
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(a): AidoTaon ayvwoTtou M = 100. (B): MetaBaon até Tnv emiTuxia oTnv amotuyia pe mlavotnTa 50%.

ZxAua 3: (a): H mBavotnTa yio owoTr €KTIMNON 0€ OXECN PE TO TTOOOOTO TWV AKPAIWVY TTOPATNPHCEWV.
(B): KauTtUAeg petafacng atmmd cwaoTr o AavBaopévn KTiNGON, CUVAPTACEI TOU apIiBUoU TwV ayvWoTwV YIO
oTaBepPs apiBud N = 600 TTapaTnPrnoEwy.

o ATTauTei TO MIKPOTEPO PECO XPOVO OUYKAIONG.

210 ZXAMa 1, TTapartnpeeital n atrdédoaon Tou TTpoTelvouevou ahyopiBpou, KGARD, og oxéon
ME GAAEG NEBOBOUG QIXUAG, EVWD OTO ZXAMA 2 TTAPOUCIACETAI N AVAKTNON TwV BECEWY TwV
akpaiwv TTaparnphoewyv atrd Tov GARD.

210 2xAua 3 (a), dlapop@wveTal n TOavoTNTA yIa CWOTH EKTIUNON YIa KABe u€Bodo,
KaBw¢ aufaveral To TTOOOOTO TwV AKPaiwv TTapaTnpAcewy. 210 ZxAua 3 (B), divovrtal ol
KQUTTUAEG pETABaONG ammd cwaoTh o€ AavBaouévn ekTiunon yia 1o mooooTo 50%, YETA-
BAaAAovTag Tov apIBud Twyv ayvwoTwy. AnAadn, yia TTapddelypa otn didotacn M = 100
(Zxnpa (a)), n opifovtia eubeia TTou diEpxeTal atrd 1o 0.5 divel Ta AVTIOTOIXA TTOCOOTA TWV
OKPAiWV TTaPATNPACEWYV TTOU BPiCKOVTal ATTO Ta ONUEIA TOUAS TWV KAPTTUAWY Kal TNG Ka-
TaKOPUPNG ubtiag TTou TTepVA atod Tn didotacn 100 Tou ZxrpaTog 3 (B). Eival epgavég ot
0 aAyopiBpog GARD, ekueTaAAeUeTal TOV SIABECINO APIOPO TWV TTOPATNPACEWV KAAUTEPO
atro TIG AAAEG peEBOBOUG.

TéAog, oTov lNivaka 1 diveTal TO JETPOUUEVO PECO TETPAYWVIKO OQPAAPQ yIa KABE é-
B0odo, pe Tov B0puPBo va akoAouBei pia o yevikr KaTavoun. ZTig oTAAeg A, B kai C o
B6puBOG TTPOKUTTITEI ATTO HIa KATAVOUN HE MAKPIEG OUPEG, TRV alpha-stable Tng Lévy, evw
otn otiAn D xpnoipoTtroilénke B6puBog e aKPaAiEg TTAPATNPAOEIS KOI AVAREVOUEVOG, TTPO-
epXOuEVOGS aTTd dUOo aveEdpTnTeg Gaussian KATAVOUEG.



Mivakag 1: To yeTpoUpeVO PETO TETPAYWVIKO o@aAua (MSE) yia TTio yevikéG TTepITTTWoElg BopUBou. MNa tng
otiAeg A,B kai C 0 B6pufog TTpoKUTITEl AT JIa KATAVOUR WE HAKPIEG OUPEG, Tnv alpha-stable Tng Lévy. MNa
TNV oTAN D Xpnoiyotroindnke 86puog TTou atToTeAEITaI OTTO AKPAIEG TTAPATNPACEIG Kal ETTITTAEOV aTT6 dU0
avegdptnteg Gaussian KOTAVOUEG.

Algorithm | Test A | TestB Test C Test D
GARD | 0.1772 | 0.0180 0.0586 0.690
M-est | 0.2248 | 0.2859 | 1.844e+06 | 0.704
SOCP | 0.4990 | 0.3502 | 5.852e+05 | 1.011

SBL 0.9859 | 58.3489 | 2.165e+06 | 1.292
ROMP | 0.2248 | 0.2859 | 1.844e+06 | 0.704

EvpwoTtn Mn INpapuikn MaAivopounon

Ma T JEAETN TNG EUPWOTNG KN YPAPUIKAG TTaAIvVOpOunong Bewprnoape 6T N ouvapTnon n
otToia TTapayel Ta dedouéva xwpic B0pufo avAakel o€ Eva xwpo Hilbert pe avamapaywyi-
Koug Trupriveg (RKHS). XpnoigotroiwvTag Toug TTUPAVEG, KATAPEUYOUUE O€ OTTAEG TTPASEIG
(YPOMMIKEG) ME TNV AVTIKATACTACN TNG MATPAS TTAAIVOPOUNONG ATTO IO PATPA TTUPHVWV.
Me auté Tov TpOTTO Kal KAvovTag Xpron Tou Ocwpruatog Avatrapdotaons (Representer
Theorem), kataAngaue o€ éva eTavaAnTTIKO OXAUA, €TTIONG BacIoPEvo oTov aAyopiBuo
OMP. AtiCel va onuelwdei, 0TI TO TTPORANPA auTd ival pun TTOPAPETPIKO, O€ avTiBeon We To
QVTIOTOIXO YPAMMIKO TTPORANMA. ZUVETTWG, O TTPOTEIVOUEVOS aAyOpIBuOGg dlapEépEl onua-
vTIKG atrd Tov GARD yia 10 ypauuIKO JOVTEAO. TEAOG, GTO HOVTEAO TTOU XPNOIMOTIOINCAUE
YIO TO YN YPAUMIKO TTPORANUa BewpAoaue OTI OTIC JETPNOEIG HAG UTTEICEPXETAI AVAUEVO-
pevog B6puBog (11.X. Gaussian) kal Aiyeg akpaieg TTapatnpnoeis (apalEg).

O mpoTteivopevog alyopiBuog ovoudoTtnke Kernel Greedy Algorithm for Robust De-
noising (KGARD) kai evaAAdooeTal heTagl evog Bripartog EAaxioTwy TeTpaywvwy Pe avTi-
OTOBUIOTH Kal €VOG BANATOG avayvwpiong Kal ETTIAOYAG MIAG aKpaiag TTapatripnong HEoa
atrd 10 UTTéAOITTO. H TTPpO0BKN TOU GPOU avTIOTABUIONG OTO PHOVTEAO Odnyei o€ pIa TTIo
ouvBOeTn BewpnTIKA avaAuaon, aAAd gival avatro@eukTn, Adyw TnG avalntnaong yia hia oXe-
TIK& opaAr) cuvdpTtnorn. MNapdAa autd, TTpoékuWav onUAvTIKA BewpnTIKA EUPHATA YIa TOV
aAyopiBpo KGARD, Ta otroia cuvowidovTal akoAoUuBwg:

* H AUon tou TpoBAfuaTog EAaxioTwy TeTpaywvwy pe avTioTabpioTh o€ KA Briua
gival yovadikn.

» AtrodeixOnke éva @pdyua TnG PEYIOTNG 1IB1Gloucag TIUAG (singular value) Tou TTivaka
TWV TTUPAVWY, TO OTTOIO, AV IKAVOTTOIEITAI, EEATPAAIel OTI N uEBodOG TTpwTa Ba ava-
YVWPIOEI TIC CWOTES BETEIG TWV AKPAIWY TTAPATNPACEWY, OTNV TTEPITITWON OTTOU OEV
utreioépxetal AAAog B6puUB0G OTIC HETPHOEIG UAG.

H avaAuon mTpayuatotroifénke yia Tnv TepITTwon 61Tou 010 B0pURO UTTEICEPYXOVTAI HOVO
aKpaieg TTapatnpnoelg. EvrouToig, 6TTwg Trapartnpeital ota meipduara, n péBodog eTmTuy-
XAVEl VO AVOKTAOEI TN CWOTEG BECEIG TWV AKPAiWwY TTAPATNPACEWY KAl O€ TTOAAEG TTEPI-
TITWOEIG OTTOU TO BewpPNnTIKO atToTEAECUa Oev 10XUEl. AUTO 0dnyeEi OTO CUUTTEPACHA OTI
n ouvlAkn autr €ival auoTnpr. ZTNV TTPA&N, OTav OTIG JETPNOEIG UTTEICEPXETAI ETTITTAEOV
KOl avapevopevog B6pufog, n HEBODOC KATaPEPVEL VA avayvwpioel TRV TTAslown@ia Twv
Béocwv Twv akpaiwyv TTapatnpiocwy. O AGyog yia Tov oT1Toio N avaAuon &ev TTPAyPaTO-
TTOIEITAI VIO TNV TTEPITITWON QUTH €ival n SUOKOAIG TwV UTTOAOYICHWYV, KaB4TI n avdAuon
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(a): Napatnprosig pe B6puPo. (B): Extipnon pe EAdxioTa TeTpdywva ge avTioTOBUIOTH. (y): Extipnon pe Tov oAyopi8uo KGARD.

ZxAua 4: O péAog TNG €UpwOTNG KN YPAMMIKAG TTaAivdpounong. (a): Aedopéva pye Gaussian 66pufo kai
akpaieg TTapaTnpenoels. (B): H ektiunon péow piag pn e0pwoTng TEXVIKAG (KOKKIVN OIGKEKOUMEVN YPAUMN)
ATTEXEI ONUAVTIKG atrd TNV TTPAYMATIKA PN YPOUUIKA ouvaptnon (paupn ypauun). To HECO TETPAYWVIKO
o@aApa utrohoyietan oto 10.79. (y): H exTipnon péow tou KGARD (trpdoivn dioKeKOoPPEVN Ypapun) gival
TTOAU TTI0 OKPIPNG KAI TO JECO TETPAYWVIKO O@AAPa uttoAoyiletal oTo 1.21.

yivetal 1Id1aitepa ouvBeTn. H atmoucia Tou avapevépevou Bopuou kKaBIoTd TNV avaAucon
EUKOAOTEPN Kal divel EPpacn o€ BewpnTIKEG TITUXEG TTOU KOTAOEIKVUOUV TOUG AGYOUG YIa
TOUG OTTOIoUG N PEBODBOG Asitoupyei. TEAOG, agiCel va anuelwBei OTI pia TETolIa BewpPNTIKA
avaAuon TTapouaciadeTal yia TTpwTn @opd aTn oXeTIKA BIBAIoypagia. H otrToudaidotnTa NG
€UPWOTNG UN YPOUMIKAG TTAAIVOPOUNONG QaiveTal 0TO ZXNHUa 4, OTTOU YiveTal aUyKpIon TOU
aAyopiBuou pe Tov ekTiuNT EAaxioTwy TeTpaywvwy Pe avTIoTaBUIOTA.

21n ouvexela eAéyEape Tnv attdédoon Tou aAyopiBuou KGARD TreipauaTikd, y€oa atmo
MIa o€lpd peTprioewy. O1 avTaywvioTIKoi aAydpiBuol ue TOUuG OTTOIOUG OUYKPIONKE €TTioNg
BaailovTtal o€ apaléC avaTtapacTACEIS Kal XPNOIUOTIOIOUV avaTTapaywyIikoug TTUPAVES XwW-
pwv Hilbert. H yéBodog RAM BaciCetal otnv €AaxioTotroinon g ¢;-vopuag evog dlavu-
opatog, evw N péBodog RB-RVM kavel xprion Bayesian modeling texvikwv. 2tov lMivaka
2, TTaPOUCIAZETAI TO EKTIMWMPEVO PNECO TETPAYWVIKO a@AAua (MSE) yia Tnv TTpocéyyion Tng
ouvaptnong f(z) = 20sinc(2rz). EmTAéov, divovtal To TT0000TO OCWOTWV Kal AdBog Bé-
O€WV TToU KABE pEB0BOG KATOXWPIOE WG AKPAIa TTapaATiPNOn Kal 0 HEGOG XPOVOG GUYKAI-
ong, yia kaBe emiedo avauevopevou Gaussian BopuBou (o€ dB) kal TTO000TO aKpaiwv
TTaparnpnoswyv. MNapartnpeital 011 yia TIG TTEPICOOTEPES TTEPITITWOEIG, EKTOG ATTO TNV TTEPI-
TITWaon 1Io0XupoU BopuRou e 20% akpaieg TTapatnperoelg, o KGARD trapouaiddel Tn Yikpo-
TEPN TIMN TETPAYWVIKOU OQAAUATOG, EVW TTOPAAANAG KATOQEPVEL PE ETTITUXIO VO avayVvwpi-
o€l TIG BE0EIC TwV aKpaiwVv TTapaTnpAoewyv. TEAOG, agicel va onuelwBei 0TI N arrdédoon NG
MEBOSOU Tav avaloyn Kai yia TV TTEPITITwon o1Tou Ta dedopéva €10600U avAKOUV OTOV
R2.



Mivakag 2: MeTpoUpevo PECO TETPAYWVIKO o@AAua (MSE) yia Tnv TTpocéyyion Tng ouvaptnong f(z) =
20sinc(2rz) yia z € R, yia Ta oUvola ekmraideuang kai empBeRaiwong. EmimAéov, divovTtal To TT0000TO Ow-
OTWV Kal AdBog Béaewv TTou KABe pEB0SOG KATaXWPIoE aKpaia TTapaTAPNon Kai 0 uEoog Xpovog aUykAIong,
yla KGBe emmiTredo avapevouevou Gaussian BopuPou (o€ dB) Kal TToo0OTO aKpaiwy TTAPATNPENCEWV.

Algorithm MSE;,. | MSE,y | Cor.ind. | Wr. ind. | MIT (sec) | Inlier - Outlier
RB-RVM 0.0850 | 0.0851 - - 0.298 20 dB - 5%
RAM (A = 0.07, . = 2.5) || 0.0344 | 0.0345 | 100 % 0.2 % 0.005 20 dB - 5%
KGARD (A = 0.2, = 10) || 0.0285 | 0.0285 | 100 % 0% 0.004 20 dB - 5%
RB-RVM 0.0911 | 0.0912 - - 0.298 20 dB - 10%
RAM (A = 0.07, . = 2.5) || 0.0371 | 0.0372 | 100 % 0.1 % 0.007 20dB - 10%
KGARD (A = 0.2, = 10) || 0.0305 | 0.0305 | 100 % 0% 0.008 20dB - 10%
RB-RVM 0.0992 | 0.0994 - - 0.299 20dB - 15%
RAM (A =0.07, 4 = 2) 0.0393 | 0.0393 | 100 % 0.6 % 0.008 20dB - 15%
KGARD (A = 0.3, = 10) || 0.0330 | 0.0330 | 100 % 0% 0.012 20dB - 15%
RB-RVM 0.1189 | 0.1184 - - 0.305 20 dB - 20%
RAM (A =0.07, 4 = 2) 0.0421 | 0.0422 | 100 % 0.4 % 0.010 20 dB - 20%
KGARD (A =1, =10) || 0.0626 | 0.0626 | 100 % 0% 0.017 20 dB - 20%
RB-RVM 0.3630 | 0.3631 - - 0.327 15dB - 5%
RAM (A = 0.15, u = 5) 0.1035 | 0.1036 100% 0.7 % 0.005 15dB - 5%
KGARD (A = 0.3, = 15) || 0.0862 | 0.0862 | 100 % 0.1 % 0.005 15dB - 5%
RB-RVM 0.3828 | 0.3830 - - 0.319 15dB - 10%
RAM (A = 0.15, u = 5) 0.1117 | 0.1118 100% 0.4 % 0.006 15dB - 10%
KGARD (A = 0.3, = 15) || 0.0925 | 0.0925 | 100 % 0% 0.008 15dB - 10%
RB-RVM 0.4165 | 0.4166 - - 0.317 15dB - 15%
RAM (A = 0.15, u = 5) 0.1186 | 0.1186 100% 0.3 % 0.007 15dB - 15%
KGARD (A = 0.3, = 15) || 0.1001 | 0.1003 | 100 % 0% 0.012 15dB - 15%
RB-RVM 0.4793 | 0.4798 - - 0.312 15 dB - 20%
RAM (A = 0.15, u = 4) 0.1281 | 0.1282 100% 14 % 0.008 15 dB - 20%
KGARD (A = 0.7, = 15) || 0.1340 | 0.1349 | 100 % 0% 0.016 15 dB - 20%

E@apupoyn otnv amoBopuBwon Eikévag

TéNog, Eupaon 060nke oe epappoyEg TG NEBGdou KGARD yia Tnv ammoBopuBwaon €Iko-
vag, TTapoucia akpaiwv Tiywv. O 66puPog TTou xpnaoiyoTroindnke eivar Gaussian yia Tov
avauevouevo Kal aAdTI-TITTéEPI (salt and pepper noise) yia TIG aKpaieg TTapaTnPEOEIG.

H ouuBoAn pag otnv eupwaoTn amoBopuBwaon ATav péow Tou aAyépiBuou KGARD.
2UyKeKpIpéva, TTpoTeivovTal dUO dIOPOPETIKEG PEBOdOI atToBopuBwong yia auTo To €id0g
ToUu BopUPou. H TTpwTn Baciletalr dueca otov aAyopiBuo KGARD. H &eutepn péBodog
oAoOKANPWvETaI o€ U0 OTAdIA: APXIKA TTPAYUATOTTIOIEITAI O EVTOTTIONOG KAl N ATTOUAKPUVON
TWV akpaiwv TTapatnernocwv péow tou KGARD. Z1n cuvéxeia akoAouBei n agaipeon Tou
evatropeivavrog BopuBou péow piag ueBddou aixung Baoiopévng oe wavelets (BM3D).
Ta atroteAéopata TTou TTpoékuwav eival Bdaoel Tou petpouuevou PSNR (Peak singal-to-
noise-ratio). Zt1ov lMivaka 3 divovTal OpICUEVES TIMEG yIa TNV aTToB0pURWaON TNG EIKOVAG
NG Lena kal oto xAua 5 mapatnpeital 1o ammotéAeopa. TEAog, oTov lMivaka 4 divovTal
Ol ONUAVTIKOTEPEG TIMEG YIa TO peTpoupevo PSNR oTtnv armoBopuBwon TnG €IKOVAG Tou
Kapapiou boat. 210 ZxAua 6 traparnpoupe 0TI n ouvduaoTik uEBodog KGARD-BM3D
Oivel éva TTOAU KaAS aTToTéAeCua.



(B)

(V) (9)

ZxAua 5: (a): H eikéva 1ng Lena pe 20 dB Gaussian BopUBou kai 10% akpaieg Trapatnpnoeig (salt and
pepper noise). (B): ATroBopuBwaon pe Tn wavelet uyé6odo BM3D (PSNR=30.66 dB). (y) AroBopUBRwon ue Tov
aAyopiBuo KGARD (PSNR=31.94 dB). (8) AmoBopUBwon pe Tov ahyépibuo KGARD-BM3D (PSNR=33.81
dB).



Mivakag 3: Agaipean BopUBou atréd Tnv eikdva Lena yia didgopa etrireda Gaussian BopURou Kal TTooooTd
aKkpaiwv TTapatnprnoswy. ZUykpion Twv uebodwyv BM3D, RB-RVM, KGARD kai KGARD-BM3D.

Method Parameters Gaussian Noise | Impulses (+100) | PSNR
BM3D s =30 25dB 10% 30.84 dB
RB-RVM =03 25dB 10% 31.25dB
KGARD c=03, =1 25dB 10% 33.49 dB
KGARD-BM3D | 0 =0.3, A\ =1,s=10 25dB 10% 35.67 dB
BM3D s =35 20 dB 10% 30.66 dB
RB-RVM c=04 20 dB 10% 29.09 dB
KGARD c=03,A=1 20 dB 10% 31.94 dB
KGARD-BM3D | 0 =03, A\ =1,s=15 20dB 10% 33.81dB
BM3D s =40 15 dB 10% 29.94 dB
RB-RVM oc=04 15 dB 10% 25.85dB
KGARD c=03,A=2 15 dB 10% 28.47 dB
KGARD-BM3D | 0 =03, A\=1,s=25 15 dB 10% 30.77 dB

Mivakag 4: Agpaipeon BopuBou atod Tnv eikdva boat yia didgopa emiTeda Gaussian BopuBou Kal TTOCOOTA
aKpaiwv TTapaTNEAoEwWY, yia Tig ueBddoug BM3D kai KGARD-BM3D.

Method Parameters Gaussian Noise | Impulses (+100) | PSNR
BM3D s =25 25dB 5% 30.57 dB
KGARD-BM3D | 0 =03, A=1,s=10 25dB 5% 34.61 dB
BM3D s =235 20dB 10% 28.97 dB
KGARD-BM3D | 0 =03, A\=1,s=15 20 dB 10% 31.52 dB
BM3D s =50 20 dB 20% 27.49 dB
KGARD-BM3D | 0 =04, A=1,s=15 20 dB 20% 29.7 dB

ZxAua 6: (a): H eikdva boat ue 20 dB Gaussian BopUpou kai 10% akpaieg rapatnpacels. (B): Apaipeon Bo-
pUBou pe TN péBodo BM3D (PSNR=28.97 dB). (y): Agpaipeon BopUBou pe Tn cuvdiaopévn péBodo KGARD-
BM3D (PSNR=31.52 dB).
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Notation

The following mathematical notation has been used throughout the thesis. The symbols are
summarized:

e Scalars are denoted with lowercase or uppercase italics, e.g., € or N.

e The floor function of any non-negative real number z is denoted as |x] and is equal to
the largest integer less than or equal to x.

e Sets are denoted with capital calligraphic letters, e.g., S, where §¢ denotes the complement
of § and |S| denotes its cardinality.

e Vectors are denoted with boldface lowercase letters, e.g., @ (column vector). Moreover,
the i-th element of vector @ is denoted by 6;.

e Matrices are denoted with boldface capital letters, e.g., X, and the symbol -T denotes
the transpose of the respective matrix/vector. In addition, the j-th column of matrix X
is denoted by x; and the element of the i-th row and j-th column of matrix X by z;;.

e Functions/operators are denoted with lowercase or uppercase roman letters (english -
greek), e.g., f or F - 1 or ¥, except for the expectation operator, where E[-] is employed
and the probability of a random variable, which is denoted by p(-).

e The operator supp(u) is reserved for the support set of the vector w.

e The operator diag(a) denotes the respective square diagonal matrix (this matrix has the
vector’s coefficients on its diagonal, while all other entries are equal to zero).

e An arithmetic index in parenthesis, i.e., (k), k = 0,1, ..., is reserved to declare an iterative
(algorithmic) process, e.g., on matrix X and vector 7 the iteratively generated matrix and
vector are denoted by X ;) and 7, respectively. Following this rationale, r() ; is reserved
for the i-th element of the iteratively generated vector 7).

e The identity matrix of dimension N x N will be denoted as Iy where e; is its j-th column
vector. The zero matrix of dimension N x K is denoted as Oy, while the vector of zero
elements, for appropriate dimension, as 0.

e The matrix that comprises the columns of X whose indices belong to the ordered index set
S ={j1,...,js} is denoted by Xs. As a special case, the columns of matrix Iy restricted
over the set S, as Is. Moreover, for an augmented matrix of the form A = [B C]| the
notation A,s is reserved for the restriction of columns over its second part only, i.e.,



matrix C, over the set S. For example, let A = [X Iy]|; the restriction implies that
A,s = [X Is]. In other words, all the columns of the first matrix are included and only
the columns of the second one are restricted. Finally, the submatrix that comprises rows
and columns of X over the set, S, is denoted by X5 s.

The notation W(s) denotes the dependency of the matrix W on the given set, S. Thus,
it should be not confused with the restriction of its columns where no parenthesis is
employed.

The linear operator Fs(v) := IsIfv is used on a vector v of RY over the index set
S C J ={1,...,N} and has identical coordinates with v in all indices of S and zero
everywhere else. It is clear that for the sparse vector w with support set S, leads to
Fs(u) = IsItu = u. Moreover, for the set S with |S| = S < N, wvs denotes the
restriction of the vector v € RY over the set. Thus, vs € R is a (lower dimensional)
vector with entries the elements of v in indices that belong to the set S; that is, vs = I% .
Hence, Fs(v) = Isvs, directly follows.
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Robust Algorithms for Linear and Nonlinear Regression via Sparse Modeling Methods: Theory, Algorithms
and Applications to Image Denoising

Chapter 1

Introduction

1.1 Regression in Machine Learning

Learning from data is not only at the heart of any scientific field, but it is also closely associated
to what we call human intelligence. From our early days of birth, a large part of our life is
devoted to (mostly empirical) learning. Besides, not only humans learn. Other entities, such
as mammals, also rely on their ability to “learn” and adapt to their environment in order to
survive.

In sciences, the need of humans to learn from data is what led to the development of differ-
ent techniques that unveil the hidden structures and patterns associated with their generation
mechanism. This information, in turn, provides us with an understanding of the nature of the
data and paves the way to take actions or make predictions for the future. Machine Learning
revolves around the development of efficient algorithms and techniques pointing in such direc-
tion. Although Machine Learning has its roots mainly in mathematical disciplines that have
been established over centuries ago, it is only recently, over the last few decades, that has found
widespread applications due to the advent and advances in computers. Nowadays, it comprises
a major part in various disciplines such as Statistics, Pattern Recognition, Biostatistics, Signal
and Image Processing, Computer Science, Industrial Automation and Computer-Aided Medical
Diagnosis, just to name a few. The common and principal goal for any ML method is to use a
computer (machine) in order to to first learn from the available data and then use the acquired
“knowledge” to perform prediction.

At the heart of Machine Learning is the task of regression or regression analysis. In
a classic regression task, given a set of training data, the goal is to learn a set of unknown
parameters in order to make predictions. In simple words, the task could be seen as a curve
fitting problem. Consider a set of training points (y;, z;), v; € R and &; € RM fori=1,..., N.
The task is to estimate a function, f, whose graph fits the data. The target function, f, of the
independent variables, @, is called the regression function. The difference between regression
and classification is that in regression the dependent variable belongs to an interval in the real
axis (or region in the complex plane), while in classification it is a discrete variable, see[l1].

Regression analysis is widely used for prediction and forecasting. It is also used as a means
to extract information concerning the degree of dependence among the dependent (output) and
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(a) (b)

Figure 1.1: Given the training data (gray dots), the task of regression is to learn the underlying
structure, i.e., the regression function f. In (a) the regression function is linear, while in (b) the
regression function is nonlinear.

the independent (input) variables. Thus, useful information and related implications of such
dependencies can be revealed.

The earliest form of regression was the method of Least Squares (LS), which was published
by Legendre in 1805 and by Gauss in 1809, see [2], [3]. Legendre and Gauss both applied the
method to the problem of determining the orbits of comets, based on astronomical observations.
Gauss published a further development of the theory of the LS in 1821 including a version of
the Gauss-Markov theorem, see [4].

Many techniques that perform regression analysis have been developed, since then. Fa-
miliar methods such as linear regression and ordinary Least Squares regression belong to the
parametric class of learning techniques; that is, the model function is defined in terms of a finite
number of unknown parameters that are estimated from the data, as demonstrated in Figure 1.1
(a). In contrast, nonparametric regression refers to techniques that bypass the need for explicit
parameterization of the unknown functional dependence. For example, the regression function
can be assumed to lie in a specific set of functions, which may also be infinite-dimensional. A
popular example, that will be adopted in the current thesis, is to assume that the regression
function lies in a Reproducing Kernel Hilbert Space (RKHS), as shown in Figure 1.1 (b).

The performance of regression analysis methods in practice depends on the form of the
data generating process and how this relates to the regression model being used. Since the true
form of the data-generating process is generally unknown, regression analysis often depends, to
a large extent, on making assumptions concerning this process. Regression models, that are
designed for prediction, are often useful even when the assumptions are moderately violated,
although they may not perform optimally. However, if our goal is to make accurate predictions,
we should look for a model/method that is robust enough, i.e., it can tolerate abnormalities on
the data so that the estimation is not significantly affected.
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Figure 1.2: A data set contaminated by outliers (red dots).

1.2 Estimation in the Presence of Outliers

We have already pointed out that the accuracy of the estimation in a regression model strongly
depends on the data generating process. Undoubtedly, the most common threat that reflects
to the performance of an estimation method is the type of noise, that corrupts the data. For
example, in the task of linear regression, the Least Squares (LS) estimator is optimal, in the
Maximum Likelihood (ML) sense, if the noise is white Gaussian. Unfortunately, this is not the
case if the noise follows other distributions, such as a heavy tailed one. Thus, it is not expected
that a specific model will work under any circumstances. Indeed in some cases, where the data
are contaminated by heavy-tailed noise, certain methods collapse. Thus, the direction we should
take is to seek for robust methods, which match the problem at hand.

The notion of robustness, i.e., the efficiency of a method to solve a learning task from data
under noise uncertainties of various types, has been a major issue in the scientific community for
over half a century [5, 6]. Regardless the nature of the problem, e.g., classification or regression,
the goal is to minimize the effect of the observations that have been corrupted by unexpected
high values of noise, known as outliers. A typical example of observations that are contaminated
by outliers is given in Figure 1.2. Surprisingly, no exact definition of an outlier exists, although
many authors have attempted to give a definition over the years. A few typical characterizations
are:

e “An outlier is an observation that deviates so much from other observations as to arouse
suspicions that is was generated by a different mechanism” (Hawkins, 1980), [7].

e “An outlier is an observation which appears to be inconsistent with the remainder of the
data set” (Barnet and Lewis, 1994), [8].

e “An outlier is an observation that lies outside the overall pattern of a distribution” (Moore
and McCabe, 1999), [9].

e “An outlier in a set of data is an observation or a point that is considerably dissimilar or
inconsistent with the remainder of the data” (Ramasmawy, 2000), [10].
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e “Outliers are those data records that do not follow any pattern in an application” (Chen,
2002), [11, 12, 13].

Outliers are often regarded as erroneous measurements that deviate greatly from the rest
of the observations. This is due to the fact that: either its values are heavily influenced by
another source or that these observations are generated by a different distribution. The focus
of this dissertation is the establishment of reliable estimates for the regression task in the
presence of outliers, both in its parametric (linear) and non-parametric (nonlinear) formulations.
Furthermore, emphasis is given on the application front in the context of the image denoising
task.

In such tasks, classic estimators, e.g., the Least Squares, are known to fail to perform well,
see [14]. This problem was originally addressed since the 1950s, in [5, 6] and it was actually solved
more than a decade later by Huber, in [15, 14, 16, 17]. Eventually, this led to the development
of a new field in Statistics, known as Robust Statistics. However, the need for development of
robust estimators was not only limited within the Statistics scientific community. Similar tasks
(involving robust estimators) emerged in the context of many fields such as Physics, Medicine,
Biology, Engineering and Computer Science, to name a few.

1.2.1 Robust Regression versus Outlier Diagnostics

The variety of methods that have been developed to handle outliers can be classified into two
major categories. The first one includes tools that rely on the use of diagnostics, whereas the
second direction is based on robust regression methods. Diagnostics and robust regression have
the same goals, only obtained in the opposite order. When using diagnostic tools, one first
tries to delete the outliers and then to fit the “good” data by a common estimator, e.g., Least
Squares. On the other hand, a robust regression (or regression analysis) method first fits the
data, using a rough approximation, and then exploits the original estimation to identify the
outliers as those points which possess large residuals. Both approaches have a long history in
field of Robust Statistics.

Diagnostics are statistics generally based on classical estimates that aim at giving numer-
ical or graphical clues for the detection of data points that “deviate” significantly from the
assumed model. There is a considerable literature on outlier diagnostics, and a good outlier
diagnostic is clearly better than doing nothing. However, these methods present two drawbacks.
The first is that, they are in general not very reliable in detecting outliers. The other is that,
once suspicious observations have been flagged, the actions to be taken with them remain the
analyst’s personal decision, and thus there is no objective way to establish the properties of the
result of the overall procedure.

Methods developed under the robust regression framework attempt to device estimators
that are not so strongly affected by outliers. The first great steps forward occurred in the
1960s, and the early 1970s with the fundamental work of John Tukey (1960, 1962), Peter Huber
(1964, 1967) and Frank Hampel (1971, 1974). One of the pioneering research works at that
time was the development of Huber’s M-est, which is a fairly good estimator with relatively low
computational requirements, see [18, 19, 14]. This is accomplished via the use of appropriate
(robust) functions of the residual norm (instead of the square function), in order to penalize
large values of the residual. The applicability of the new robust methods proposed by these
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researchers accelerated by the increased speed and accessibility of computers.

Another approach under the robust regression framework was the development of combina-
torial optimization algorithms, such as Hampel’s Least Median of Squares Regression (LMedS)
[20], Rousseeuw’s Least Trimmed Squares (LTS) [19, 20] and Fischler’s - Bolles’s RANdom
SAmple Consensus (RANSAC) [21]. Combinatorial optimization methods seemed to display
enhanced robustness at that time. However, they were never adopted by the community, due to
the increased computational requirements. In contrast, the desire for low complexity efficient
algorithms has constantly been rising. Nowadays, where the dimensionality of the data can be
inherently large, combinatorial methods are prohibited.

1.2.2 Robust Regression via Sparse Modeling

The revolution of sparse modeling and optimization techniques, marked a major research path
in the machine learning and signal processing communities, since the 2000s. The recent de-
velopment of methods in the spirit of robust analysis owes a lot to the emergence of sparse
optimization methods, during the past decade.

Sparsity-aware learning and related optimization techniques have been at the forefront
of the research in signal processing, encompassing a wide range of topics, such as compressed
sensing, signal denoising and approximation techniques, see [22, 23, 24, 25, 26, 1]. The at-
tribute of sparsity seems to fit in many more applications than initially anticipated. Sparsity
is closely related to sufficiency or economy of a representation, a mechanism that harmonizes
with nature, which tends to be parsimonious. Despite the fact that similar techniques, such
as the minimization of cost functions involving ¢;-norms, have been used since the 1970s, it
is only recently that it has become the focus of attention of a massive volume of research in
the context of compressed sensing. At the heart of this problem lies an underdetermined set of
linear equations, which, in general, accepts an infinite number of solutions. Imposing sparsity,
is interpreted as seeking for a solution where only a few of the unknown coordinates, which we
attempt to estimate, are nonzero.

There are two major paths, towards modeling sparse vectors/signals. The first one focuses
on minimizing the ¢y(pseudo)-norm of a vector, which equals the number of its nonzero coordi-
nates. However, since this is a non-convex optimization task, approximate methods have been
established. The family of algorithms that have been developed to address problems involving
the ¢y (pseudo)-norm, comprises greedy methods, which have been shown to provide the solu-
tion of the related minimization task, under certain reasonable assumptions, [27, 28, 29, 30, 31].
Even though, in general, this is an NP-Hard task, it has been shown that such methods can
efficiently recover a solution in polynomial time. On the other hand, the family of algorithms
developed around the methods that employ the /;-norm, embraces convex optimization, provid-
ing a broader set of tools and stronger guarantees for convergence [29, 22, 32, 23, 33, 1]. Both
methods have been shown to generate sparse solutions.

A more recent application of sparse modeling and optimization methods, which is also the
focus of this work, is that of signal denoising. There, one is interested in recovering the original
signal, which apart from the standard inlier noise, e.g., Gaussian, has also been corrupted by
outliers. The key to this modeling is to assume that the outliers comprise only a small fraction
of the entire data set, thus the outlier vector is modeled as a sparse one.
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1.3 Contributions and Novelty of the Thesis

The scientific contributions that appear in the present work exhibit a novel approach to the
robust regression task. Our first contribution is the development of a greedy scheme that
can be used for the task of robust linear regression. The proposed algorithm is called Greedy
Algorithm for Robust Denoising (GARD) and is published in [34, 35]. Following this path,
an efficient estimator for the task of robust nonlinear regression is proposed, where it is also
assumed that the (unknown) nonlinear function lies in a Reproducing Kernel Hilbert Space
(RKHS). The estimator, called Kernel Greedy Algorithm for Robust Denoising (KGARD), is
published in [36, 37, 34, 38]. Both of these methods are based on one among the most popular
greedy schemes; that is, the Orthogonal Matching Pursuit (OMP). However, they exhibit many
dissimilarities, due to the specific nature of the two regression tasks (parametric for the linear
task vs nonparametric for the nonlinear).

For the task of linear regression the main results are: (a) the proof of convergence for
the GARD scheme in a finite number of steps, (b) the establishment of a bound based on the
Restricted Isometry Property (RIP) constant, see [39, 40], which guarantees that the proposed
robust scheme (after convergence) successfully identifies the sparse outlier vector’s support for
the case where the data are contaminated by outlier and bounded inlier noise and (c) the
establishment of performance bounds on the approximation. It should be noted that, (b) is a
result that has been derived for the first time in the robust regression framework. Finally, the
case where only outliers are present (no inlier noise) is also treated separately. In such a case,
it has also been proven that GARD succeeds to recover both the exact regression solution and
the sparse outlier vector, under the existence and uniqueness conditions. Although this result is
mostly of theoretical importance, it justifies the reasons of the method’s obtained performance.
It should also be noted that, in the early years at the respective literature of linear regression,
there has been an argument about the adequacy of the Least Squares estimator to detect
outliers. As a matter of fact, this assessment was valid, although it was not clear when or why
the detection could fail. Within this work, via the bounds based on the RIP condition, we
believe to have shed some further light into this matter. The derived bounds are strong and
unveil the hidden geometrical structures, which enables us to perform a detection based on the
residual of the Least Squares estimate.

In the sequel, a significant amount of effort was invested on the performance evaluation of
KGARD for the task of robust nonlinear regression employing kernels. Typically, by assuming
that the function to be estimated lies in an RKHS, we resort to simple manipulations by replacing
the regression matrix with a kernel one. However, since this is a nonparametric estimation task,
the proposed algorithm had to be modified again (with respect to GARD). The proposed scheme
alternates between a Kernel Ridge Regression (KRR) task and an OMP-like selection step. The
addition of a regularization term at the estimation steps was inevitable and eventually led to a
more complex theoretical analysis for the method. Thus, a different path, than the previously
reported one for the linear case, had to be followed. The obtained results are: (a) the proof of
the method’s convergence in a finite number of steps, and (b) the establishment of a bound on
the maximum singular value of the kernel matrix, which guarantees that the method identifies
the correct locations of all the outliers, first. The analysis has been carried out for the case
where only outliers exist in the noise. However, as demonstrated in the experiments, the method
manages to recover the correct support of the sparse outlier vector in many cases where the
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Figure 1.3: The Lena image contaminated by outliers (salt and pepper noise).

theoretical result does not hold. This leads to the conclusion that the provided conditions can
be loosen up significantly in the future. Moreover, in practice, where inlier noise also exists, the
method succeeds to correctly identify the majority of the outliers. The reason that the analysis
is carried out for the case where inlier noise is not present is due to the fact that the analysis gets
highly involved. The absence of the inlier noise makes the analysis easier and it highlights some
theoretical aspects on why the method works. It must be emphasized that, such a theoretical
analysis appears for the first time in the related bibliography.

Finally, a lot of effort was invested in the application of KGARD to the task of image
denoising. In Figure 1.3 the popular image of Lena, which is widely used in the field of image
processing since 1973, is corrupted by Gaussian noise plus salt and pepper noise (white and
black pixels). The task of image denoising resorts to successfully removing the noise from
the image. However, since salt and pepper noise is regarded as outliers, the task requires
a more careful handling. Typical methods that have been already proposed to address the
image denoising task include: (a) the wavelet-based image denoising methods, which have
dominated the research in recent years [41, 42, 43|, (b) methods based on Partial Differential
Equations [44], (c¢) neighborhood filters and (d) methods of nonlinear modeling using local
expansion approximation techniques, [45]. The majority of these methods assume a specific
type of noise model and work based on this assumption. In fact, most of them require some sort
of a priori knowledge of the noise distribution. In contrast to this approach, the more recently
introduced denoising methods based on kernel ridge regression (KRR) make no assumptions on
the underlying noise model and thus they can effectively treat more complex models, see [46].
Our contribution is the application of the KGARD algorithmic scheme to the image denoising
task, for cases where the noise model includes outliers. In particular, two different denoising
methods that deal with this type of noise are proposed. The first one is directly based on
KGARD algorithmic scheme. The second method splits the denoising procedure into two parts:
the identification and removal of the impulses, which is first carried out via the KGARD, and
finally the removal of the remaining component from the intermediate output via a cutting edge
wavelet based denoising method. The obtained denoising results (measured in PSNR) of the
second method demonstrate the superior performance of the proposed scheme, which is based
on the combination of the KGARD and a popular wavelet-based one.
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1.4 Outline of the Thesis

The remaining chapters of the thesis are organized as follows.

In Chapter 2 a brief overview of the Least Squares (LS) method, with an emphasis on the
associated problematic estimation in the presence of outliers, is given. Moreover, the challenges
that arise in an attempt to detect a possible outlier via the LS residual are discussed. Finally,
some classical methods on robust estimation are discussed.

Chapter 3 presents an overview of the basics of sparse modeling. Next, the two major
paths, that lead to sparse solutions/representations, are discussed; that is, the greedy methods
and the /;-norm minimization ones. In the context of sparse modeling, the respective tasks of
robust linear regression are formulated and recently established methods are also presented.

In Chapter 4 the proposed robust scheme for linear regression, i.e., GARD, is introduced.
An analysis of the scheme follows and additional tools for optimizing the method are also
provided. Next, the method’s theoretical study is provided, which is where the main results of
this work are included. Moreover, extensive experiments that verify the overall advantages of
the proposed scheme against other competitive methods are performed.

Chapter 5 departs from the linear regression task and proceeds to the nonlinear one. The
study is performed in the framework of the Reproducing Kernel Hilbert Spaces (RKHS), the
basics of which are discussed at the beginning of the chapter. Next, the classic Kernel Ridge
Regression (KRR) task is reviewed and the problems that arise when performing an estimation
in the presence of outliers are stated. Finally, recently established robust methods are also
presented.

In Chapter 6 the novel robust scheme, i.e., Kernel Greedy Algorithm for Robust Denoising
(KGARD), is introduced. The properties of the method are presented and a theoretical analysis
is also provided, in terms of convergence and the method’s capability in identifying the outliers,
followed by an extensive set of experiments performed with synthetic data.

The objective of Chapter 7 is to present some applications of the proposed method, i.e.,
KGARD, in the context of image denoising. To this end, the method has been slightly modified
and adapted to the task, so that no tuning parameters are involved; instead, the parameters are
automatically tuned by the method. As a result, two new parameter-free methods are proposed
for the task of robust denoising: a) a direct KGARD implementation that can perform the
estimation and b) a KGARD scheme combined with a popular wavelet method, which performs
first the identification and estimation of the outliers and then it removes the remaining of the
noise.

Finally, Chapter 8 provides a summary and the conclusions of the research work in the
context of the thesis and outlines some possible future research directions.
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Chapter 2

Robust Methods for Linear Regression

2.1 Introduction

Our goal in this chapter is to introduce the concept of robustness. Initially, since the Least
Squares (LS) estimator is not a robust one, we turn our attention to the LS residual as a means
to identify outliers. From the provided analysis, it turns out that certain general assumptions
should be imposed on the input data matrix. Moreover, the basic challenges associated with
the task of robust estimation are discussed.

In this chapter, the basic robust regression method for the linear task is reviewed; that is,
the core of the Maximum Likelihood type estimates (M-est), for various robust cost functions.
Finally, since the M-est is primarily used for robust estimation with noise on the output data,
other methods that deal with noise on the input data are also discussed. These are: the
Generalized M-est (GM-est), the Least Median of Squares (LMedS), the Least Trimmed Squares
and the Random Sample Consensus (RANSAC). However, due to their heavy computational
requirements, there are only given indicatively.

2.2 Least Squares and the Quest for Robust Methods

In a typical linear regression task, we are interested in estimating the linear relation between
two variables, © € RM and y € R, i.e., y = 70, when several noisy instances are known. To
this end, given a training set, D = {(y;, ;) }Y.,, we adopt the following regression modeling

yi=x0+v, i=1,.. N, (2.1)

where v; is some observation noise. Hence, our goal is to estimate 8 € RM from the given
training dataset of IV observations. In matrix notation, (2.1) can be written as follows:

y=X0+v, (2.2)

where y = (y1,...,yn)T, v=(v1,...,vn)T and X = [z1,...,zN]T € RVN¥M,
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Applying a regression estimator to the given data set D yields
6= : |, (2.3)

where the estimates 6; are called the regression estimates. Thus, the predicted /estimated value
of the observation y; is given by y; = a:lTé and the residual value, between the observation and
the estimate, is given by:

ri =Y — Ui (2.4)
The most popular regression estimator is the Least Squares (LS) one (see [2], [1]) and corre-
sponds to the estimate given by:

N
0, ¢ = ‘ 2 — i — X0|?. 2.
Ous = anganfn 317 = avgn |y~ X0 (2.5)

The respective LS regression estimate is obtained from
§=X0,5=X (X"X) ' X"y = Hy, (2.6)
and the corresponding LS residual is
r=y—y=y(y-H), (2.7)

where

H =X (X"x)" x". (2.8)

As it is common in regression analysis, we consider that the number of observations exceeds
the number of unknowns, i.e., N > M. Moreover, in order to obtain a unique solution, we
should assume that X is a full rank matrix, i.e., rank(X) = M. For the case where N < M
(underdetermined system of linear equations'), an additional constraint/condition should be
imposed, if one wishes to recover the vector of the unknowns.

The matrix H in (2.8) is often called “hat matrix” (since it puts a hat (g) on the vector
of observations) and plays an important role to the task of robust estimation, as it will be
demonstrated later. H depends on the design matrix, X, and it is a symmetric N x N projection
matrix, i.e., H? = H. Moreover, it has M eigenvalues equal to 1 and N — M eigenvalues equal
to 0. Thus,

tr(H) =Y hy =M, (2.9)

and hence the average value for hy’s is h = M/N. We will return to the properties of the hat
matrix, after a more in depth discussion on the properties of the LS estimator.

The LS estimator satisfies some important properties, under certain assumptions on the
statistical nature of the noise samples v;. Assuming that the noise vector v is zero mean and
independent on the input data leads to the fact that the LS estimator is unbiased. Furthermore,
by assuming that the source generating the noise samples is white, i.e., E[vv?] = 021y, the
following properties hold for the estimator:

1 An infinite number of solutions exist.
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e [ts covariance matrix tends asymptotically to zero.

e It is the best linear unbiased estimator (BLUE).

Moreover, under the assumption of white Gaussian noise the estimator becomes minimum vari-
ance unbiased estimator (MVUE). This a strong result, which guarantees that, under the as-
sumption of additive white Gaussian noise (AWGN), no other unbiased estimator will do better
than the LS one, see [1]. However, this is not the case in the presence of outliers or when the
noise distribution exhibits long tails. It is well known that even a single outlier can cause the LS
estimator to collapse, see [19], [18], [16, 17]. Let us now provide a more in-depth investigation
of this issue.

In the following a classic measure of robustness is presented.

Definition 2.1. Consider a data set D = {(y;, z;) N and let T be a regression estimator such
that T (D) = 6. Next, consider all possible corrupted samples D' that are obtained by replacing
any K of the original N data points by arbitrary values and let

bias(K; T, D) := sup ||T(D") — T(D)||, -
’Dl
The finite sample breakdown point of the estimator T at the sample D is defined as

K
en(T, D) := min {N : bias(K; T, D) is mﬁmte} . (2.10)

The Definition 2.1 states that if bias(K;T,D) is infinite, then K outliers can have an
arbitrarily large effect on the estimator T, which is expressed by saying that the estimator
“breaks down”. In other words, en(T,D) is the smallest fraction of contamination that can
cause the estimator T to take on values arbitrarily far from T(D). For the LS estimator the

breakdown point is
1

N
Thus, it can be said that the LS estimator is very sensitive to outliers and hence it is not advised
to rely on estimations performed by the LS method whenever the the data set is suspicious to
outliers. However, as it is shown in the following analysis, it seems that this holds mainly for the
case where the input matrix has certain characteristics or if the input data is also contaminated
with outliers. The sensitivity of the LS estimator to a single outlier, in either = or y direction,
is demonstrated in Figure 2.1.

en(T, D) (2.11)

Since the LS estimator cannot provide any reliable solutions, the question raised is whether
outliers can be identified by looking at the LS residuals in (2.7) or not. At first glance, this seems
natural. One would expect that outliers in certain locations would produce large (positive or
negative) residuals, so that they could easily be detected/diagnosed from (2.7). Unfortunately,
this is not entirely true. The ¢-th element of the residual for the LS estimator can be viewed as

N

ri= (1= hi)yi — Y hijy;. (2.12)
=1
i
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(a)

Figure 2.1: Estimation performed for a data set of five points via the LS method. The blue line
is the LS estimate for the outlier-free data set (gray points). A single outlier may cause the LS
estimator to collapse. (a) The outlier in the y direction (green dot) affects the LS estimation
(green dashed line), but not significantly. (b) The outlier in the x direction (red dot) greatly
affects the estimation (red dashed line). The estimator is said to “break down” and thus the
method is rendered unreliable.

From Equation (2.12), it is evident that the diagonal of the hat matrix contains extremely
useful information ([18], [17]). More importantly, it characterizes whether or not an outlier in
the observations is detectable via the LS residual. By employing some of the properties of the
hat matrix, we also have

”—h2+2hw, fori=1,...,N. (2.13)

J#z

Also observe in (2.13) that its diagonal elements, i.e., h;;, satisfy
0<hy <1, (2.14)

see [18]. Also, if h;; — 0 then h;; — 0 for all j. Thus, it follows directly from (2.12) that it is
safe to decide on whether an observation y; is contaminated by an outlier or not. On the other
hand, if h; — 1 notice that h;; — 0 for all j # ¢ in (2.13), which according to (2.12) leads
to r; — 0. Hence, the evaluation can be misleading, due to the fact that the residual of the
i-th observation is very small. Points with large h;; are by definition leverage points and trigger
effects known as masking and swamping of the outliers, see [18], [19], [20], [47]. However, the
limits are not always indicative of when h;; is considered large. Due to the established properties
of the hat matrix, many authors suggest that a reasonable rule of thumb is if hy; > 2h = 2M /N,
see [48]. However, this is only a rough estimate. Finally, the ratio h = M/N indicates that
the dimension of the unknowns and the number of data should be distant. If the number of
data (for a fixed dimension of unknown parameters) is insufficient, all of the elements in the
diagonal of the hat matrix acquire large values (since M ~ N) and the process of the estimation
is meaningless.

Notice in Figure 2.1 (b) that the outlier in the z direction (red dot) produces a relatively
small residual, whilst other samples (gray dots) that correspond to outlier-free data are now
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considered as outliers. Of course, this is something that could also occur with an outlier in the
y direction for a different data sample. On the other hand, this effect is more dominant in the
former case and requires a different handling. In the following chapters, only the case where
outliers occur in the outputs (y values) is considered. Thus, for some methods (with minimal
breakdown point) many authors assume that the diagonal elements of the hat matrix H are
uniformly small, i.e.,

max h;; = h << 1. (2.15)
1<i<N

However, the analysis based on (2.12) is not very informative. Since h;; — 1 is an extreme
case, it does not provide any answers in the case, for example, h;; >~ 0.5. Is the identification
still unreliable or can it be trusted depending on other factors too? As it will be shown in
Chapter 4, the entire analysis on this issue can be established from a different point of view.

At this point, it should also be stated that, although the breakdown point provides a
measure of robustness, it is a very rough one. For example, it does not provide us with any
information on the number of outliers that a method can handle if no leverage points exist. To
this end, the breakdown point is not employed in the following chapters.

Remark 2.1. If outlier noise errors exist also in the inputs, i.e., x;’s, it is likely that the
condition (2.15) is violated. Thus, in such case, a different handling/model is required. Hence,
from here on, only the case where outliers occur in the outputs (y values) is considered. Besides,
i an outlier-free data set, even if inlier noise errors occur in the inputs as well as the outputs,
the Total Least Squares (TLS) is known to outperform the ordinary LS approach [1], [49].

2.3 Robust Methods

We have already discussed that the LS estimator is not a robust one. Thus, an alternative
path is to replace the squared-error loss function with a different cost function. A step forward
towards another estimator came from Edgeworth in [50] back in 1887, where he proposed the
Least Absolute Values (LAV) regression estimator, which is determined by

N
mgin Z 7] -
=1

This technique is often referred to as the ¢;-regression. However, the estimator is not unique
and also, it does not profit a better breakdown point than the LS estimator. The replacement
of the squared-loss function for the residuals by other robust costs is what finally led to the
development of the entire field of Robust Statistics.

2.3.1 Maximum Likelihood Type Estimates (M-est)

The concept of using a robust function of the residuals in order to perform the minimization
is known as the task of robustizing the LS approach and it is attributed to Huber, back in
1973. The Maximum Likelihood type estimates (M-est) are very flexible and they generalize in
a straightforward way to multiparameter problems. In the following, an overview of the M-est
is given and various types of robust loss functions are also listed.
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Assuming a symmetric function p, i.e., p(—t) = p(t) for all ¢ with a unique minimum at
zero, the M-est approach attempts to perform the following minimization:

N N M
i=1 i=1 j=1
or after taking derivatives, solves
N
> b(r)z =0, (2.17)
i=1

where p = p/. The common approach is to assume that the p function is convex, so that the
two approaches, i.e., (2.16) and (2.17), are equivalent. Moreover, a scaling parameter?, &, is
often used so that the residuals are standardized, see [19]. This is accomplished by defining the
robust function as p := p (r;/d), which leads to the scaled version of M-est:

émp (%) i = 0. (2.18)

Next, by defining w(r) = (r)/r, and w; = w (r;/5), the set of normal equations is cast as

N
i=1

which is the basic version for the M-est. However, the method still remains vulnerable to
leverage points. Besides, this is the reason that led Huber in [18] to the assumption of (2.15)
for the M-est.

The robust cost function p in (2.16) can be selected from a list of various types of func-
tions. The most significant ones are listed in Table 2.1 with their respective derivatives given.
Moreover, in Table 2.2 the respective weight functions are also provided. Finally, in Figure 2.2,
all the respective plots are depicted for the 2-dimensional case.

An alternative way to interpret the M-est in (2.19), is by solving a Weighted Least Squares
(WLS) task, i.e.,

N
. 2 . 1/2 2

m;n;wiri @mgmHW / (y—X0)||2, (2.20)
where the diagonal weight matrix W assigns the weights, whose values depend on the robust
selected function, e.g., in Table 2.2. In simple words, it penalizes large residuals in order to
minimize their effect on the solution. However, the weighted LS task is more general, since other
weights (not only robust weights) can be used too, depending on the application. Also, notice
that for W = Iy in (2.20), the scheme resorts to the ordinary Least Squares solution. The
task in (2.20) is solved by the so called [teratively Reweighted Least Squares (IRLS) algorithmic
scheme, with updates given by:

o —1
O(k) = (XTW(k_l)X) XTW(k_l)y, (2.21)

2The scale parameter corresponds to a robust function with respect to the values of the residual vector.
Usually, the normalized mean absolute deviation is employed, i.e., MADN(x) := Med (| — Med (x)]|) /0.675.
This dispersion estimate offers a measure similar to what the standard deviation is to the normal distribution.
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(a): Huber’s loss for c =1

(b): Tukey’s bisquare for ¢ =3

(c): Hampel’'s loss fora=1, b=2, c =4

(d): Andrews loss

(e): Cauchy for ¢ = 1.5

(f): Welsch for ¢ =2

Figure 2.2: Robust loss function graphs for various types. From left to right, the p(r), the ()
and the w(r) =1(r)/r (weight) functions.
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Table 2.1: Various types of robust cost functions, p, with their derivatives, { = p’, given.

Estimator type Function p(r) Function P(r)
Huber’s %TQ, L, for || <c¢ r, for |r| <e¢
cr| — 5¢2, for |r| > ¢ csgn(r), for |r] > ¢
2/6)[1 — (1 - (r/c)?)’ < 1—(r/c)22,  for |r| <
Takers b /O = (- (/7)) for < M= (/o?E, forfrl<e
c*/6, for |r| > ¢ 0, for |r| > ¢
%r27 for |r| <a T, for |r| < a
alr| —a?/2, fora < |r|<b asgn(r), fora < |r| <b
Hampel’s e—|r|
(@/2)2b—a+ (rl -1+ =Eh, forb<rl<e | \asgu(r)e—|rh/e—b), forb<|r|<c
s(b—a+o), for |r| > ¢ 0, for |r] > ¢
1—cosr, for |r| <m sinr, for [r| <m
Andrews
2, for |r| > 0, for |r| > 7
2 -
Cauchy S In[1 4 (r/c)?] 1+(;7¢)2
Welsch % (1 — e*(T/C)Z) re—(1/0)°

Table 2.2: The respective weight functions.

Estimator type Weight function w(r)
1, for |r| <c
Huber’s ;
Gh for |r| > ¢
1- 212 fi <
Tukey’s bisquare [ (r/e)*)%, or [r|<c
0, for |r| > ¢
1, for |r| <a
Hampel’ > for a < |r| <b
ampel’s
’ (- l/c—b), forb<lr|<c
0, for |r] > ¢
sinr <
Andrews r for |r| <
0, for |r| > 7
Cauchy W
Welsch e—(r/c)

where wg); = 1.

Finally, it should be noted that the breakdown point of the M-est is not improved, thus
it remains 1/N. In order to overcome this issue, a different approach is required, as we will see

in the following section.

2.3.2 Robust Estimators with Higher Breakdown Point

At this point, we have presented robust methods that are vulnerable to gross errors on the input
data, therefore attaining a small breakdown point. Thus, the question raised is whether we can

develop robust estimators with a higher breakdown point. The answer is to the affirmative;
however, this is obtained at the expense of increased computational effort.

In this section, the basic methods that address this issue are discussed. However, due to
the fact that their computational load is heavy, they are limited within theoretical interest only.
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Generalized M-est (GM-est)

A few years after the development of the M-est, an improved model, that gained ground in
terms of robustness and without the assumption of (2.15), was proposed. The authors in
[51, 52], introduced the Generalized M-est (GM-est), by considering the weights w as a function
of &;’s, i.e., replacing (2.18) by

Zw(aci)tb(ri/ff)wi =0, or

=1

N
— w(x;)o
These estimators were proposed with the goal of bounding the influence of a single outlying
observation, the effect of which can be measured by means of the so-called influence function.
However, the breakdown point diminishes with an increasing dimension of unknown coefficients,
i.e., M, see [20]. This fact is quite unsatisfactory, since in such dimensions there are more chances
for outliers to occur. Moreover, not all of the estimators achieve the same breakdown point and
some of them are not even defined for dimension of M > 2.

Least Median of Squares (LMedS)

The Least Median of Squares (LMedS) method estimates the parameters by solving the mini-
mization problem:

min Med 77.
0

That is, the estimator yields the smallest value for the median of squared residuals computed
for the entire data set. It turns out that this method is very robust to false matches as well as
to outliers due to bad localization. In particular, the attained breakdown point of this method
is (|[N/2] — M + 2)/N; the best ratio, to be achieved, is only for dimension of the unknown
M = 2 and corresponds to the value 50% (asymptotically), see [20].

Unfortunately, the LMedS perform poorly from a point of view of asymptotic efficiency.
Unlike the M-est, the LMedS problem cannot be reduced to a weighted LS problem. In fact, it
is probably impossible to write down a straightforward formula for the LMedS estimator. On
the contrary, it must be solved by a search in the space of all possible estimates generated from
the data. Since this space is too large, only a randomly chosen subset of data can be analyzed.
Thus, the method is not applicable to any of the modern practical problems, where large data
sizes are often the norm.

Least Trimmed Squares (LTS)

Another robust estimator that is very similar to the ordinary LS ones is the Least Trimmed
Squares (LTS) estimator:

L
i 2 2.22
mZ{}N (2:22)
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where {r?}.y represents the ordered squared residuals (first squared then ordered). The main
difference with respect to the ordinary LS method is that the largest squared residuals are not
used in the summation. It should be noted that the so-called trimming constant, L, satisfies
N/2 < L < N. It also determines the breakdown point of the LTS estimator, whose maximum
breakdown point is ([ (N — M)/2] + 1) /N, attained for L = |N/2| + [(M + 1)/2], see [20].
Finally, it is evident that if L = N the LTS corresponds to the LS estimator with breakdown
point equal to 1/N.

However, the disadvantage of the LTS is its computational complexity. Searching for a
solution requires a combinatorial search for every subset, thus we have (]LV) candidates for this
estimator. Of course, since the exact solution is not easily computed, several approximation

methods exist. However, there are no theoretical assurances on the quality of the resulting fit.

RANdom SAmple Consensus (RANSAC)

The RANdom SAmple Consensus (RANSAC) algorithm was proposed by Fischler and Bolles
in [21] and was used in order to solve the Location Determination Problem (LDP). It is a non-
deterministic algorithm in the sense that it produces a reasonable result only with a certain
probability, which is increasing with respect to the number of the iterations that are allowed.
This general parameter estimation approach is designed to cope with a large proportion of
outliers in the input data. Unlike many of the common robust estimation techniques, such as
the M-est or the LMedS that have been adopted by the computer vision community from the
statistics literature, RANSAC was developed in the computer vision community.

RANSAC is a resampling technique that generates candidate solutions by using the min-
imum number of observations (data points) required to estimate the underlying model param-
eters. Unlike conventional sampling techniques, that use as much of the data as possible to
obtain an initial solution and then proceed to prune outliers, RANSAC uses the smallest set
possible and proceeds to enlarge this set with consistent data points. The basic algorithm is
summarized as follows:

Algorithm 1 RANdom SAmple Consensus: RANSAC

1: Select randomly the minimum number of points required to determine the model parameters.

2: Solve for the parameters of the model.

3: Determine how many points from the set of all points fit with a predefined tolerance e.

4: if the fraction of the number of inliers over the total number points in the set exceeds a
predefined threshold 7 then

5: re-estimate the model parameters using all the identified inliers and terminate.

6: else

7 repeat steps 1 through 4 (maximum of k times).

The number of iterations, k, is chosen to be high enough to ensure, with probability p
(usually set to 0.99), that at least one of the sets of random samples does not include an outlier.
Finally, it should be noted that this method attains an asymptotically breakdown point greater
than 50%, which is the upper bound for many methods.

However, the gains of this method too do not appear without a trade-off. The shortcomings
of the RANSAC method are:
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e There is no upper bound on the time it takes to compute the parameters (except exhaus-
tion); moreover, if the number of iterations computed is limited then the obtained solution
may not be optimal.

e [t requires the setting of problem-specific thresholds.
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Chapter 3

Robust Linear Regression via Sparse
Modeling: Greedy Methods and

¢1-norm Minimization

3.1 Introduction

The recent developments of methods in the spirit of robust analysis owes a lot to the emergence
of sparse optimization methods.

In this chapter, the reader is introduced to the fundamentals of sparse optimization tech-
niques. To this end, two basic paths are discussed: a) the task is formulated so that to min-
imize the {y(pseudo)-norm of a vector and b) the minimization is built around the ¢;-norm.
The latter is the closest convex relaxation to the ¢y(pseudo)-norm, and it turns out that both
approaches generate sparse solutions. Although the methods that employ the {y-norm are by
nature NP-Hard (combinatorial), several variants have established suboptimal solutions to the
task, bypassing its combinatorial nature. Moreover, under certain assumptions, such techniques
guarantee the optimal solution. At the core of these methods lies the Orthogonal Matching
Pursuit (OMP), which belongs to the greedy family of methods. The OMP is presented in
detail, since it is the motivation for our proposed robust scheme for signal denoising, which is
introduced in the next chapter.

Finally, the formulation of the robust regression task via sparse modeling is presented and
the recently established methods are reviewed. This includes: a) the Second Order Cone Pro-
gramming (SOCP) technique, b) the Alternating Direction Method of Multipliers (ADMM), c)
the Sparse Bayesian Learning (SBL) robust scheme, which employs sparse Bayesian optimiza-
tion techniques to deal with the task and d) the so-called Robust Orthogonal Matching Pursuit
ROMP, which is based on both the OMP and the M-est.
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Figure 3.1: The function f(s) = |s|P for various values of p. As p — 0, f approaches the indicator
function, which is 0 for s = 0 and 1 elsewhere. Convexity is retained for p > 1, while for p < 1
the epigraph is non-convex.

3.2 Searching for Sparse Representations

Let A € RVM with N < M, be a full-rank matrix, b € RY and s € R™. Since A is an
overcomplete dictionary, the linear system of equations b = As is known to have infinitely
many solutions. Hence, if we wish to restrict the set of all possible solutions and narrow the
choice to a well-defined one, an additional constraint is required. One way to accomplish this
is by employing the corresponding ¢,-norm, i.e.,

M 1/p
sl := (Z \si\”> , .)

for p > 1. The most frequently used norm is defined for the choice of p = 2 and the respective
minimization task becomes:
min ||s||3, subject to b = As, (3.2)
S

which corresponds to the so-called minimum-norm solution. This norm defines a strictly convex
function, which guarantees the uniqueness of the solution. However, the f>-norm is a measure
of energy and it does not designate sparse representations; if we are interested in generating
sparse solutions a different measure is required.

Although the definition of a norm implies that 1 < p < +oo, it turns out that the
interesting range of p for imposing sparsity is 0 < p < 1. However, if we let 0 < p < 1
in equation (3.1), the resulting function does not define a norm (the triangular inequality is
violated). An even more interesting case is for p — 0, leading to the following definition for the
lo(pseudo)-norm:

M
— i P _ 1 P _ -
Isllo := lim ls|f,, = lim ;1 |sil” = #{i: s #0}. (3.3)

The definition in (3.3) does not imply an actual norm (the positive homogeneous property is
not satisfied). In simple words, it represents the number of nonzero coefficients for a vector. In
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-1.54

Figure 3.2: The 2-dimensional unit balls for the /,-norms: a) p = 400 (max-norm), b) p = 2,
c)p=1,d) p=0.5and e) p =0 ({p-norm). As p — 0 the unit sphere covers the axes with the
exception of the center (0,0). Observe that for p < 1 the unit balls are non-convex.

Figure 3.1, the graph of | - [P demonstrates the contribution of each component of a vector to
the ¢,-norm, for various values of p. As p — 0, the function approaches the indicator function.
Although not truly a norm (the ¢), in the sparsity-aware learning literature it is still referred
to as a norm or a (pseudo)-norm.

The heart of the sparse modeling methods beats around the following optimization task:

min ||s|o, subject to b = As, (3.4)

which seeks for the sparsest solution of the underdetermined system of linear equations®. Ac-
cordingly, if it is assumed that b = As + 1, where 7 is a noise vector of bounded energy, i.e.,
Inll2 < €, the task is formulated as:

min ||s|o, subject to ||b— As||5 <e, (3.5)

which is known as the task of sparse denoising in the respective literature [53], [1]. This is a
task of major importance, since noise is also involved, something that almost always occurs in
practice. It should be noted that, the value of the parameter € > 0 is used for controlling the
noise level?. Also, notice that, if € = 0 the task in (3.5) resorts to (3.4).

Unfortunately, in [54], it was proven that the task in (3.5) is NP-Hard (combinatorial -
not solvable in polynomial time). Moreover, the solution is not always unique. However, there

exist methods that under reasonable assumptions manage to overcome the stated problems, see
[53].

1Recall that the number of columns exceed the number of rows for matrix A.
2Tt is obvious that € = €? is considered.
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3.2.1 Greedy Methods - Orthogonal Matching Pursuit (OMP)

One among the most popular algorithms that attempts to solve the task in (3.4) or (3.5) is
the Orthogonal Matching Pursuit (OMP) and it belongs to the core of the greedy family of
methods, see [55, 56, 27]. The iterative scheme is an offspring of the classic Matching Pursuit
method, which was proposed for signal compression, see [57, 58, 29|, although it was already
known to the Statisticians. Under certain assumptions imposed, e.g., on the spark, the mutual
coherence, the ERC in [59, 1, 56], the OMP algorithm is guaranteed to recover the sparsest
representation for the noiseless case, in (3.4), or to provide sufficiently good sparse estimates
for the noisy one, in (3.5). Apart from the OMP, other variants also exist [60, 30, 31, 61, 62],
although they fall out of the scope of this dissertation.

The OMP algorithm is summarized in Algorithm 2. Initializing at the zero solution and the
respective residual, the vector b, the scheme sequentially selects columns from matrix A (called
atoms) that correspond to nonzero elements for the sparse vector estimate §. In particular, at
the selection step 6, the method identifies the column from matrix A which is more correlated
to the residual up to this point. Next, the set of active columns, i.e., S (associated with indices
of previously selected columns), is augmented by the newly selected column. Finally, at step 8,
the LS minimization task is performed by projecting on the subspace that originates from the
columns a; of A that belong to the set S of active columns, i.e., the column vectors of matrix

Ag. In fact, the set S forms the support for the sparse vector estimate, s.

The scheme also preserves an interesting geometric interpretation. Under the assumption
of certain conditions, which guarantee that the columns of matrix A approximately form an
orthogonal system, e.g., bounds on the Restricted Isometry Property (RIP) constant in [39],
the spark or the mutual coherence in [53], the method successfully selects the atoms that are
more informative to the representation of the signal vector, b. Moreover, because of the orthog-
onalization, once an atom is selected, it can never be selected again in subsequent iterations.

Algorithm 2 Orthogonal Matching Pursuit: OMP
procedure OMP(A, b, ¢)

1:

2 50

3 T~ b—-As=0»

£ S+ 0

5: while ||r|2 > € do

6 Jk 1= argmax; Iﬁ’;j@ | > Selection step.
7 S« SU{jr}

8 § 1= argmin, ||b — Ags||3 > Least Squares solution step.
9 r<b— As
10: Output: a sparse vector s.

3.2.2 Convex Relaxation to the /i-norm

An alternative to the greedy selection methods is the relaxation of the fy-norm to its closest
convex one, i.e., the £;-norm. The task of interest in (3.5) is reshaped to:

min ||s;, subject to [|b— As|; <&, (3.6)
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or equivalently to its Lagrangian formulation
1 2
min ¢ 5 [|b— Asll, + Allsll o, (3.7)

which is known as the Basis Pursuit (BP) in the Signal Processing literature and as the Least
Absolute Shrinkage and Selection Operator (LASSO) in the Statistics literature.

3.3 Sparse Outlier Modeling for Robust Linear
Regression

Now that the previous fundamental formulations of sparse modeling have been discussed, the
direction taken is to apply the aforementioned techniques to the robust linear regression task.

While for the standard linear regression task it is assumed that the observations are gen-
erated via (2.1), for the robust task, the noise variable is expressed as a sum of two independent
components, i.e., v; = u; + 1n;, and the model transforms into:

yi = @] 0 +u; + 1 (3.8)
Moreover, since the compact form of the noise model decomposition is:
v=u-+n, (3.9)

sparsity constraints are imposed to w € RY. Thus, if S is the support set for the sparse outlier
noise vector, it is assumed that |S| < S << N. Thus, (3.8) results in the following compact
robust linear regression form:

y=X0+u+mn, (3.10)

where wu is a sparse (unknown) vector. Furthermore, if we assume that 1 is a bounded vector
of inlier noise, the respective robust minimization task, according to (3.5), is formulated as:

rgin||u||0, subject to ||y — X0 — u||5 < e. (3.11)

On the other hand, the respective robust minimization task, according to (3.5), is given via:

rgin||u|]1, subject to ||y — X0 —u||3 <¢, (3.12)
K7}
or in its equivalent formulation

. 1
gin {1y~ X6~ wliz Al . (3.13)

where \ is a tuning parameter (depending on the selection of €) that controls the amount of
regularization. It is clear that the task in (3.13) shares resemblance to the Ridge Regression
(RR) task. However, although the latter has a solution obtained in closed form, this is not the

case for the task in (3.13). Recall that the ¢;-norm is not a differentiable function; to this end,
one has to resort to sub-differential techniques.
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As expected, the task in (3.11) is also NP-Hard, in general, while its relaxation is a convex
one, solvable with the use of a variety of methods. Moreover, if certain conditions/assumptions
are considered, the solution is unique and a solution is readily obtained.

Finally, it should be noted that in the majority of the linear regression tasks, the vector
of unknowns, @, is considered as a dense (without non-zero coefficients) vector. However, if
one considers that the observations admit a sparse representation then both vectors 8 and u
are sparse. Consequently, this leads to the original sparse denoising task presented in (3.5) for

. . 0 o
the observation vector y, the augmented matrix A = [X Iy| and vector s = u )’ which is

assumed to be sparse.

3.4 Related Works

The existing works that deal with the robust regression task are divided into three major
categories. The first one consists of methods that employ convex optimization techniques in
order to minimize the ¢;-norm of the sparse outlier vector. The methods that are presented
here are based on a) the so-called Basis Pursuit (BP) formulation in (3.12) and b) the LASSO
formulation in (3.13). The second approach is probabilistic and it is based on sparse Bayesian
inferring techniques. The final one revolves around the core greedy scheme, i.e., the OMP,
albeit via the weighted LS minimization path. All of these method are reviewed in the following
section.

3.4.1 Robust Denoising via the Minimization of the /;-norm

Although several algorithms are established for the minimization tasks in (3.12) or (3.13), e.g.,
the Least Angle Regression (LARS), the forward stagewise, the pathwise coordinate descent
e.t.c., we present two of the most commonly used in practice, i.e., the convex optimizer via the
Second Order Cone and the Alternating Direction Method of Multipliers (ADMM), which have
been employed in previously published research, related to the robust regression task.

Second Order Cone Programming (SOCP)

The task in (3.12) is also known as Basis Pursuit for Robust Regression-(BPRR) and it can be
solved via quadratic optimization methods, read [63, 64]. In particular, by expressing it as a
Second Order Cone Programming (SOCP) task, leads to:

¢ := argmin g’ ¢, subject to Blc >0, y— A.ce CNT! (3.14)
0 0 Oyxy Onxn
wherec = |u |, g=[0]| e RM?2N B, = | —Iy Iy |, A, = [X Iy Oynxy] and
w 1 IN IN

CN*1 is the unit second order (convex) cone of dimension N + 1 and e is the bound for the
f5-norm of the noise vector.
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Generalized LASSO and the Alternating Direction Method of Multipliers
(ADMM)

The convex optimization task in (3.13) can also be expressed in its more general form; that is,
the Generalized LASSO one. Its solution is given by

X . 1
z:= argmzln{§\|y—Az||§~|—)\||GLzH1}, (3.15)

where z = <z), A = [X Iy] and G, = [Onxpy Iy]. The G matrix is related to the

formulated task, thus other choices are available too; for example, for G = Iy, one obtains
the standard LASSO form.

The ADMM is a technique established for obtaining a solution to (3.15) for appropriate
multiplier values A > 0 and was studied in the 1970s and 1980s, as a good alternative to
penalty methods, although it was originally established as a method to solve partial differential
equations, [65, 66]. An application in the context of robust denoising was proposed in [67, 68, 69].
According to (3.15), the task is expressed via a linear constraint as

1
%= argmin{_|ly — Az|[3 + AlJull,}, subject to Gz = u, (3.16)

and its solution is given by Algorithm 3. The Soft-thresholding operator in 8-th row of Algorithm
3 is defined as: S, (v;) := sgn(v;)(|vs| — )4, where (z)1 := max{x, 0}. Finally, it should be noted
that various additional termination criteria could also be adopted. For example, the iteration
loop could also be terminated (prior to the maximum number of iterations) if the estimate is
not significantly altered (in the fo-norm sense) from one iteration to the next.

Algorithm 3 Alternating Direction Methods of Multipliers: ADMM

1: procedure ADMM(X, y, A\, p, Nmaz)

2 n <0

3 A=[X Ix], G, = [Onxy IN]

4 () < randomly chosen, o < 0, p(g) < p
5: while n < n,,,, do
6
7
8
9

n+<n+t+l1
Zm) — (ATA+ p(i-)GLGL) ATy + p(n-1)GLU(n-1) — GLOm-1))
Um) < S_ 2 (Grz@m) + 0m-1)/p(n-1))

P(n—1)
: O(n) 4= O(n-1) + Pin-1)(GLEZ(n) = U(n))
10: Pn) min{5, 1.1p(n_1)}

(o7

~T T
(nmaa:)’ u(n'maz)) :

11: Output: 2,,,..) =

3.4.2 A Probabilistic Approach for the Robust Denoising Task

Another path that has been exploited in the respective literature for the Robust denoising task
is via Sparse Bayesian Learning (SBL) techniques [70, 71], [72, 73, 71, 1].
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Algorithm 4 Sparse Bayesian Learning: SBL
procedure SBL(X, vy, knaz)
k<0
0.0, &(20) and 7y(p),; for i =1,..., N randomly chosen
L) « diag(y).1, - -5 0).)
while £ < k., do
k+—Fk+1 )
ﬂ(k) — (IN + 0(2,671)1“(‘,6171))—1(3/ — XO(k,l))
Ulhy ¢ @y + (07 In + Tl )™
V)i Wy i
?-(Qk) — ylly = X043 + 5 tr(Uyy) — 5y — X0p—1) ag
G(k) — (XTX)_lXT(y — ﬂ(k))
Output: 6,...)

Sparse Bayesian Learning (SBL)

The model is based on equation (3.10). The development, analysis and experimental study of
the original SBL for sparse signal recovery has been extensively discussed in [72, 73, 74].

To this end, it is assumed that u, is a random variable with prior distribution u; ~ N(0,;),
where ; is the hyperparameter that controls the variance of each u; and has to be learnt. The
hyperparameters are stored in a vector 4 and the diagonal matrix I' := diag(v1,...,7vn) is also
involved. If v; = 0, then u; = 0, i.e., no outlier is identified. In contrast, a positive value of ;
corresponds to an outlier in the i-th observation, g;. The regression coefficients are estimated,
by jointly searching for

(0.7.6%) = argmax p(y| X . 0,7,0°). (3.17)
7‘770.
where v := (v1,...,7n)" and n; ~ N(0,0%). The posterior estimation of u, follows, from:
@ =E[u|X,0,7,57. (3.18)

At each iteration, the method obtains the current estimate of the outlier components and then
it performs an ordinary LS estimation on the corrected data, i.e., y — «. The termination of
the scheme could be set either when the number of iteration reaches a user-defined threshold or
when successive iterations no longer offer significant gains in term of estimation. The scheme
is described in Algorithm 4.

Finally, it should also be noted that, the authors in [72, 73] suggest that the hyperparam-
eters, ()i, that are smaller than a predefined threshold, are pruned from future iterations.

3.4.3 A Combined OMP Selection-based and M-est Method

Robust Orthogonal Matching Pursuit (ROMP)

The Robust Orthogonal Matching Pursuit (ROMP) method, that the authors have developed
in [75], is based on a combination of the popular OMP algorithm with the M-est. The key
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Algorithm 5 Robust Orthogonal Matching Pursuit: ROMP

1. procedure ROMP(X, y, ¢)

2: k<+ O .

3 To 0,00)=0,710)=1y

4: X = [a:l/||a:1||2,,mM/||a:MH2]

5. while |rg|l2 > € do

6 k+—k+1 .
7 0+ MAD(T’(k_l)), T(k—1) < II)(T'(k_l)/é') and Ap—1) < ,’I:g];_l)X
8 I — argmax; ‘a(k_l) y Te ¢ T Uiy

9 B + argming ||W"*(y — X7,0)|3

10: Tk <Y — Xne(k)
11: Output: é(k)

aspect of the algorithm, which is also the feature that introduces robustness, is the execution of
a weighted LS step (M-est), instead of an ordinary one, each time the support set is augmented
by an atom.

As presented in Algorithm 5, the main procedure starts with the computation of the
Median Absolute Deviation®, 6 = MAD(r), and the residual pseudo-values r; 1\ is a robust
function that could be selected from Table 2.1. At the selection step, the atom is chosen from
matrix X based on the maximum correlation between its normalized columns and the residual
pseudo-values. At the weighted Least Squares step, 9, the diagonal elements of matrix W,
(weights) are assigned according to the selected 1V function. The difference to (2.20) is that at
cach k-th step, X7, includes only the columns of X that have been selected until the current
step. Unfortunately, no theoretical justifications are established, either on the selection of the
atom based on the residual pseudo-values or on the iterative employment of the M-est. Although
a variety of termination criteria exist, we let the algorithm terminate, as soon as the length of
the residual vector drops below a predefined threshold.

SMAD(zx) = Med; (|z; — Med;(x;)|).
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Chapter 4

Greedy Algorithm for Robust
Denoising

4.1 Introduction

The basic methods that deal with the linear regression task via sparse modeling have already
been addressed in Chapter 3. The focus of this chapter is to introduce a novel robust scheme
for the task of linear regression, which is based on the popular Orthogonal Matching Pursuit
(OMP). The method combines the two approaches of regression and diagnostics, in order to
perform a single-outlier detection step iteratively.

The path taken here is to split the noise into two components: a) the inlier noise and b)
the outliers, which are explicitly modeled by employing sparsity arguments, according to (3.9).
Based on this model, an efficient algorithm, i.e., the Greedy Algorithm for Robust Denoising
(GARD), is derived. The method alternates between a Least Squares (LS) optimization cri-
terion and an Orthogonal Matching Pursuit (OMP) selection step, that identifies the outliers.
Furthermore, efficient implementations are proposed for the method. Next, the evaluation of the
algorithm in terms of its convergence is studied, where it is proved that it converges in a finite
number of iterations. The establishment of conditions/bounds, based on the Restricted Isome-
try Property, which guarantee the recovery of the sparse outlier vector’s support, follow. The
case where only outliers are present has been studied separately; it is derived that the recovery
of the original signal via GARD is exact. Moreover, for the case of additional inlier bounded
noise, results concerning the recovery of the sparse outlier vector’s support and the error of
the approximation are given. Finally, extensive experimentation demonstrates the comparative
advantages of the new iterative scheme.

4.2 Greedy Algorithm for Robust Denoising (GARD)

The proposed algorithmic scheme attempts to solve problem (3.11) by using the split noise
model of (3.9). It is built around the celebrated Orthogonal Matching Pursuit (OMP) rationale
and alternates between a Least Squares minimization task and an OMP selection technique.
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Algorithm 6 Greedy Algorithm for Robust Denoising: GARD
procedure GARD(X, vy, )

1:

2 k<0

3 So{1,..,. M}, S+ {1,...N}, A=[X Ix]

4 Zq) (AgoAgo)‘lAgoy > Initial LS solution step.
5: To) — Y — A§02(0)

6 while |7, ||, > € do

7 k< k+1 B

8 Jk < argmaxjese 7 (—1),5]5 ik = Jr + |So] > Selection step.
9: Sk — 81671 U {Zk}, S;é < 812—1 \ {jk}

10: Z(k) < (AgkAgk)_lAgky > LS solution step.

11: Tk <Y — Agk,%(k)

12:  Output: z() = (9(7,;), afy,y)" after k iterations.

Thus, it generates sparse solutions in a greedy way, in line with the standard OMP.

The task in (3.11) can readily be expressed in the form:

2
<e, (4.1)
2

. : 0
min ||ullo, subject to Hy —A (u)

where A = [X Iy] € RV*N*M g the augmented matrix. The key feature of the proposed
scheme is the restriction of the greedy-selection over atoms of the second half of matrix A, i.e.,
matrix Iy = [e; es ... ex], where e; are the vectors of the standard Euclidean basis of RY. Asit
is demonstrated, the improved performance of the proposed scheme is due to the orthogonality
between the columns of Iy.

The method is described best, via the use of subsets, corresponding to a set of active
and inactive columns of matrix A. The active set, S, which contains the indices of the active
columns from A at the k-th step, and the inactive set, Si, which contains the remaining ones,
i.e., those that do not participate in the representation. Moreover, the set of indices that refers
to the selected columns of the identity matrix, Iy, and with respect to the set S, is defined as:

S, = {j—‘§0| : jegk\go} for k=1,2,... (4.2)
0 for k=0 ’

where |S,| denotes the cardinality of the set Sy and S, \ So := {j : j € S and j ¢ Sy}. The
set Sy is of great importance, since it indicates the support for the sparse outlier estimate. Also
note that, Sf is used for its complementary set. For example, at the initial step, So = 0, the first
selection of an index is performed over the set S§ = {1,..., N}. Suppose now that the index
J1 = 2 is selected; according to the selection step 8 of GARD, the update for the active set is
S ={1,..., M, M + 2}, which results to S; = {2}. At the second iteration of the algorithm,
the next index is selected from the set S = S5\ {2}. The algorithmic scheme is provided in
Algorithm 6, see [35].

In simple words, following OMP’s rationale, we have that:

e Initially, the method performs a LS minimization by projecting the measurement vector y
onto the subspace formed by the columns of matrix X and computes the initial residual.
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e At each subsequent step, it selects that atom of matrix Iy, which is more correlated with
the current residual (corresponding to an outlier identification) and augments the set of
(active) columns that participate in the representation by the newly selected one. The
correlation is measured with respect to the angle, which in turn leads to the maximization
of ‘(’r(k),e,)‘ = ‘r(k)7,~| for an indexi=1,..., N.

e Finally, it performs a new LS minimization step over the current set of active columns and
updates the residual. The procedure is repeated until the residual drops below a specific
predefined threshold.

Remark 4.1. In the following, in order to keep the notation as simple as possible, Ay is used

for the restriction of active columns of matriz A over the set Sy, instead of using A§k' The
numerical index, (k), also refers to the current iteration of the algorithmic scheme.

The complexity of the algorithm is O((M + k)3 +2N(M + k:)z) at each k-th step; although
k << N (there are only few outliers compared to the number of data), it is considered barely
adequate. Thus, an improvement should be considered for large dimensionality. Since at each
step the method solves a standard LS task, the complexity could be further reduced by using:
a) a Cholesky decomposition, b) a QR factorization or c¢) the Matriz Inversion Lemma (MIL).
For details on those implementations of the classic OMP, see [76]. Playing with all schemes, the
most efficient implementation was found to be the Cholesky decomposition, as described below:

e Replace the initial (k := 0) solution step 4 of Algorithm 6 with:

Factorization step: X7 X = L(O)L(TO).
Solve L(O)L{O)z = X"y using:

— forward substitution Lpq = X Ty

— backward substitution LF{O)E(O) =q.

e Replace the update (k := k + 1) solution step 10 of Algorithm 6, with:
Compute v such that: L_1v = Ag;c—l)ejk

Compute: b= +/1— ||v]|3

Matrix Update: L) = (L’(j;l) 2)

Solve Ly L}z = A}y using;
— forward substitution L;)p = A%;c)y

— backward substitution La)ﬁ(k) =p.

This modification leads to a squared cost for the main iteration steps. Analytically, the
cost at the initial factorization plus that of the forward and backward substitution is O(M?3/3 +
(N +1)M?). At each subsequent step, neither inversion nor factorization is required. The lower
triangular matrix L) is updated, only with a minimal cost of square-dependence. Furthermore,
the cost required for solving the linear system using forward and backward substitution at the
k-th step is O(3(M + k)?/2 + N(M + k)), for k = 1,2,.... Thus, the total complezity of the
efficient GARD implementation via the Cholesky decomposition is

O(M?/34k*/2+ M*(N +1+3k/2) + k*(N +3M)/2+ kMN).

75 George K. Papageorgiou



Robust Algorithms for Linear and Nonlinear Regression via Sparse Modeling Methods: Theory, Algorithms
and Applications to Image Denoising

Remark 4.2. The algorithm begins with a LS solution to obtain 2. Thus, if no outliers ewist,
GARD solves the ordinary LS problem; it provides the Maximum Likelihood (ML) estimator,
assuming that the noise is Gaussian.

Remark 4.3. Since a LS task is implemented at each step, the new residual, T, is orthogonal
to each column that participates in the representation. Specifically, for the inner product between
the residual and the identity matriz (the second part of matriz A) it holds that (ryy,e;,) =
Tk, = 0, for every ji € Sg. Thus, the column vector e;, of matriz Iy cannot be selected in
subsequent iterations.

Remark 4.4. Considering the complexity of the efficient implementation of GARD, the algo-
rithm speeds up in cases where the fraction of the outliers is very low, i.e., the outlier vector is
very sparse (S << N).

Remark 4.5. The proposed scheme should not be confused with other OMP-based schemes, such
as Robust OMP in [75]; although both are OMP-based, they perform in a distinctive manner
and for dissimilar purposes. As both the selection step as well as the minimization step work
quite different, GARD selects a column, based on the residual and performs an ordinary LS
procedure. On the other hand, ROMP selects a column based on the residual pseudo-values and
then solves a weighted LS minimization task. However, the major drawback of the ROMP is
that the scheme does not perform any kind of outlier identification.

4.3 Theoretical Analysis

This section is devoted to the study of the basic properties that the novel iterative robust
scheme, GARD, satisfies. First, the convergence properties of the proposed scheme are derived.
In the sequel, it is shown that GARD recovers the exact solution (if this is unique), under the
condition of a derived bound in terms of the Restricted Isometry Property (RIP) constant and
in the presence of outlier noise only. Finally, for the case of both inlier and outlier noise, bounds
on the recovery of the sparse outlier support and the reconstruction error are also presented.

4.3.1 General Results

Lemma 4.1. At every k < N — M step, GARD selects a column vector e;, from matriz Iy,
that is linearly independent of all the column wvectors of matriz Ay—1y. Hence, Ay has full
rank and the solution to the Least Squares task at each step is unique.

Proof. The proof relies on mathematical induction. At the initial step, the matrix Ay = X
has been assumed to be full rank, hence the solution of the LS task is unique. Suppose that at
(k —1)-th step (k € N*), matrix Ag_y) is full rank, hence let 2(;_1) denote the unique solution
of the LS task and 741y = y — A—1)Z4-1), the respective residual. Assume that at the k-th
step, the ji-th column of matrix Iy is selected from the set Sp_;. It is readily seen that the
columns of the augmented matrix at this step, i.e., the columns of matrix Ayy = [Ax-1) €],
are linearly independent. Notice here that rg_y); # 0, otherwise either the index would have
not been selected or the residual vector would be equal to zero. Next, we assume that the
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columns of matrix Ay are linearly dependent, i.e., there exists v # 0 such that e;, = Ay_1)v.
Also let zg,—1) = Z(—1) + k-1, 0. Thus, it is readily obtained that

||r(k—1)||2 = ||y - A(k—l)z(k—l)H? =
= |y — Ap—1)Zk-1) — "(-1) s A—1)V||2 =
= [lrg—1) — r-1g€illz < P12,

which contradicts the fact that the residual of the LS solution attains the smallest norm. Thus,
all the selected columns of matrix A are linearly independent. O]

Theorem 4.1. The norm of GARD’s residual vector
Tk =Y — A Z(k)

15 strictly decreasing. Moreover, the algorithm will always converge.

Proof. Let Z(,_1y denote the unique LS solution (Lemma 4.1) and r(;_1) = y — Ag_1)Z4—1) the
respective residual at the (k — 1)-th step. At the next step, the algorithm selects the column jj
and augments matrix A_;) by the column e;, in order to form matrix A). Let Z() denote
the unique solution of the LS task at the k-th step (Lemma 4.1) and 74y = y — Ax)Zx) the
respective residual. Moreover, let P(;)(2) = ||y — Ax)z||2, be a cost function defined for every
vector z € RM** at the k-th step. Thus,

[r@yll2 = Py (20) < Pwy(2), (4.3)
holds for every z € RM**. Finally, let zw) = (2{_y)7(6-1)4,)", where 741y, is the ji-th
coordinate of the residual r(;_;). Hence, it is obtained that

Py (zw) = ly — Awzmlle =

=y = Ap-1)Z-1) = To-1) 55|12 =

= I7ge-1) = ree-ngi€ill2 < IrE-nll2- (4.4)
Combining (4.3) and (4.4) leads to

@ llz < [lr@-1ll2- (4.5)

Since y € RY, the residual equals zero as soon as N — M columns are selected. However, since
the noise bound is a positive value, the algorithm terminates at the first step k£ < N — M, where
the residual’s norm drops below e. O

4.3.2 The Presence of Outliers Only

The scenario where the signal is corrupted only by outliers is treated separately. This leads to a
simplification of the provided analysis and an attractive presentation of the derived properties,
compared to the noisy case. Moreover, the established results, pave the way for the study of
the more complex case where inlier noise is also present.

In order to simplify the notation and reduce the size of the subsequent proofs, we or-
thonormalize X by the reduced QR decomposition, i.e., X = QR, where Q is a N x M matrix,
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whose columns form an orthonormal basis of the column space of X, i.e., span(X), and R is a
M x M upper triangular matrix. Since X has full column rank, the decomposition is unique;
moreover, the matrix R is invertible. By using this decomposition, the split noise modeling
described in equation (3.10) for 7 = 0 (noiseless case) is expressed as

y=Qw+u=[Q Iy] (w) ; (4.6)

u

where w = R@. If w is recovered, the unknown vector @ can also be recovered from 8 = R~ 'w.
Also, by defining
® = [Q I], (4.7)

Equation (4.6) can be cast as y = ®z, where z = (Z))

In this section, the goal is to solve the following fy-norm minimization task with equality
constraint:
min [|ul|g, subject to y = Qw + wu. (4.8)
w,u

It is further assumed that the vector w is sparse over the support subset S C J :={1,..., N},
with |S| = S << N; that is, u; # 0 for i € S and u; = 0, for all i ¢ S. Moreover, S < N/2
should also be satisfied; if S > N/2, it seems unlikely that the task is solvable, see [32]. Also,
let

(I)3|S = [Q IS]? (49)

denote the restriction of columns from the augmented matrix ® over its second part only, i.e.,
the identity matrix, over the set S. Obviously, Equation (4.6) could also be written as

Yy =Pz, (4.10)

Z5 = (;l;) : (4.11)

Equation (4.10) and in particular matrix ®..s reveals the hidden geometrical structure of the
robust regression task. It should also be noted that, while u € RY has N — S zero elements,
the vector ug € R and has no zero entries.

where

In the following, the notion of the smallest principal angle between subspaces is employed.
Given the information concerning the index subset S (i.e., assuming that the support of the
outlier vector is known), w can be recovered if and only if the matrix ®.s has full rank. The

latter assumption can also be expressed in terms of the smallest principal angle, (f}g, between
the subspace spanned by the columns of the regression matrix, i.e., span(Q) and the subspace
spanned by the columns of I, i.e., span(Iy).

<&
Definition 4.1. Let dg be the smallest number that satisfies the inequality
<&
[(w, w)| < ds||wl]2|[wl]2,

> <
for all w € span(Q) and w € span(Is). Then wg = arccos(dg) is the smallest principle angle

between the spaces span(Q) and span(Ig).
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However, since the support set of the outlier vector, w, is in general unknown to us, we
resort to a generalized form of Definition 4.1, i.e.,

(5S:m§xx {35, forSETKJ, KgS}, (4.12)

where the 7,7 denotes the set of all possible K-th cardinality combinations of subsets over
J ={1,...,N} for K =1,...,S. Thus, the smallest principal angle between the regression
subspace, span(Q), and all the at most S-dimensional outlier subspaces, span(Is) for all possible
combinations of S such that |S| < S, is defined as follows:

wg = arccos(dg). (4.13)

It can readily be seen that dg can be defined by employing only the value K = S instead of all
K < S. Furthermore, for any w € span(Q) and any at most S-sparse vector u (regardless of
its support) the important property holds:

[(w, w)| < dsl|w]]s||u]l2. (4.14)

Remark 4.6. The quantity s € [0,1] (or equivalently wg € [0°,90°]) is a measure of how well
separated the regression subspace is from all the S-dimensional outlier subspaces.

The following condition, which is also known as the Restricted Isometry Property (RIP),
plays a central role in sparse optimization methods, [39]. Although the definition can be ex-
pressed with a more general matrix we present it with a specific one.

Definition 4.2 (Restricted Isometry Property-RIP). For an orthonormal matriz Q the constant
s >0, S =1,2,....N, is defined as the smallest number such that for the matriz defined in
(4.9)

(1= ps)lleslls < [[@ysauslls < (1+ ps)llecys|l2, (4.15)

for all vectors o and every set S with cardinality at most S.

Simply stated, the condition ensures that the matrix involved, is approximately an isometry. In
[40] (Lemma III.1), it has been proved that for a matrix of the form in (4.9) and @ orthonormal,
the smallest principal angle constant coincides with the one defined in the RIP condition, i.e.,
0s = ps, S = 1,2,...,N. Finally, the following theorem guarantees the uniqueness of the
decomposition, see [32, 40].

Theorem 4.2. Assume that the vector y € RN can be decomposed as follows:
y=Qw +u,

where w € RM and w is an at most S-sparse vector. If 655 < 1 the decomposition is unique and
the Lo-norm minimization task has a unique solution.

One of the main theoretical results, established in this work is the following theorem,
which guarantees the recovery of the support for the sparse outlier vector for the noiseless case.
Moreover, it turns out that both the vector of unknowns and the outliers are recovered with
ZETro error.
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Theorem 4.3. Let X be a full column rank matriz and assume that the vector of observations
has a unique decomposition y = X0 + u, such that ||ullo < S (at most S outliers ezist in the
y variable). If

5 < - (4.16)

where min |u| is the smallest absolute value of the sparse vector w over the nonzero coordinates.
Then, GARD guarantees that the unknown vector @ and the sparse outlier vector u are recovered
ezxactly, with no error.

Remark 4.7. Since matriz X s assumed to be full rank, equation y = X80 + u could be
transformed into (4.6). Thus, the smallest principal angle defined in (4.13) is now involved.

Remark 4.8. The condition under which the measurement vector y can be uniquely decomposed
into parts Qw plus u, is given in Theorem 4.2 (see also [32, 40]).

Remark 4.9. The bound that appears in (4.16) has also an interesting geometrical interpreta-
tion. The ratio, min |u|/||u||2, corresponds to the cosine of the largest direction angle of vector

u. Moreover, it can be readily seen that this ratio is no greater than 1 (attained only for 1-sparse
vectors), which leads to the fact that the right hand side of (4.16) is bounded by \/2/2. In other
words, the condition of Theorem 4.3 forces wg to lie within the interval (45°,90°].

Rather than delving into the main arguments of the proof, it is first required to establish
the following proposition and lemmas.

Proposition 4.1. Let Q be the orthonormal matriz of the reduced QR decomposition of the full
rank matriz X and dg the smallest principal angle constant between the subspace spanned by
span(Q) and the subspace spanned by all the S-dimensional outlier subspaces. Then,

1Q"vll> < dsl|v]| (4.17)

holds for every vector v € RN with ||v]|y < S.

Proof. The proof is straightforward by the definition of g and (4.14):

1Q"v|3 = |(v,QQ"v)| < d5|v]2[| QR W||2 < ds|v]2]| Q2 |Q v ||2 = ds|v]2[| QT V]2,
which leads to (4.17). O

Lemma 4.2. Let the assumptions of Proposition 4.1 be satisfied and S be any non-empty subset
of T =A{1,..., N} with cardinality |S| = K < S < N. Then

1Q" Is||> < b5 (4.18)

holds for every such set S.

Proof. Let v # 0 be a vector of RE| K < S. Tt is clear that Isv = v € RY, with ||v||o < S and
llv||l2 = ||v||2- Hence, it holds that

1Q  Isv||> = ||Q ||2 < dsl|]|2,
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due to Proposition 4.1. Since the matrix 2-norm is subordinate, by definition we have

T
T 1Q" Isv||2
I||s = max ————————.

19 Ll = 33 [|2]]

Since it is proved that [|Q Isv||a/||v|]2 < &5 for every v # 0 inequality (4.18) directly follows.
[l

The importance of Lemma 4.2 is twofold. First of all, it is a bound on the 2-norm of the
matrix QT Is. Moreover, since ||[IZQQT Is||> = ||QT Is||3 and assuming that (4.16) is satisfied,
we have that

I5QQ Il < 8% < 1/2, (4.19)
which leads to the fact that the matrix
W) = Ix — I3QQ" Is (4.20)

is invertible (see Appendix A). The matrix W/g) is specified by the set, S, on which the columns
of the identity matrix are restricted, and its cardinality, |S| = K < S. The matrix notation
with the index of the set in parenthesis is adopted in order to distinguish from the notation of
the restriction of its columns over the set. Furthermore, the following bound is obtained

Wiglls < (1= [I5QQ" Is]5) " < 2, (4.21)
due to a very popular lemma of linear algebra (see Appendix A).

Lemma 4.3. Let the assumptions of Lemma 4.2 be satisfied. Then
115QQ" |2 < 55[v]]2 (4.22)

holds for every vector v € RN, with ||v]|y < S.

Proof. Let &' denote the support set of the vector v, with |S'| = K < S. The tricky part
of the proof is that the support of the K-sparse vector v € RY does not necessarily coincide
with the set S; however, both sets, S,S’, are S-sparse at most. Thus, by using vs € RX to
denote the non-sparse vector we have v = Isvs (notice that ||v]|s = ||vs||2). Hence, due to
the sub-multiplicative property of the matrix 2-norm, we have

s QQ™vl> = |I;QQ" Isvs |2 < | L Q[2]1Q" Is |12 [lvs |2 < 35 [v]l-,

where we have used |[IZQ||> = ||Q” Is||> and both the results of Proposition 4.1 and Lemma
4.2. [

Remark 4.10. For the simplification of the calculations in the following proofs, we make use
of an equivalent GARD implementation. Instead of taking into account equation (3.10) and
letting GARD(X,y,€) run, we employ the QR decomposition of X, i.e., X = QR, so that
y=Qw+u+mn and let GARD(Q, y, ) run. Since for the two implementations, H = QQT,
the respective residuals at each step are equal; however, their solutions are not, albeit related.

Thus, running GARD with the regression matriz X and solution Zg, = (Z(k)> 1S equivalent
(k)

to running GARD with the regression matriz Q and respective solution z, := (:f:(k)) taking
(k)

~

into account that at each step, ) = Rfltb(k).
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Proof of the main Theorem 4.3

Proof. Since the matrix X is full rank, the observation vector, y, can be uniquely decomposed
as in (4.6) via the QR decomposition, X = QR. Suppose we let GARD run with ¢ = 0 and the
replacement of matrix X by matrix @ (® is also used instead of A), which serves the purposes
of the proof. Moreover, let § = supp(u) C J denote the support set for the sparse outlier
vector, with |S| < S.

At the initial step of GARD, the LS solution, W), is computed over the columns of matrix
Q. The corresponding residual is rg) = y — QW) = y — QQ"y. The matrix Pg := QQ" is
the projection matrix onto the range of matrix Q. Thus, taking into account (4.6), the residual
is expressed as

ro) = (In — QQ")u,
due to the fact that (Iy — Pg)Qw = 0.

At the first step, in order to ensure a selection from the correct subset, S, we impose
7@yl > Ir©)l, Vi€ S and je S (4.23)

The basic concept of the proof is to obtain lower and upper bounds for the left and right part
of equation (4.23). Employing Lemma 4.3, the left part is bounded below by
7.l = [(ro) e)| = (u — QQ"u, e;)| =
> |u] ~ (QQ u, &)| = |u;| — |e] QQ"u| >
> min fu| — 02][ul|> (4.24)
Following similar steps, the right part is upper bounded by

7.4l = l(ro). el = [(u — QQ"u, e;)| =
= le; QQ"u| < 53|lull», (4.25)

using that (u, e;) = 0, since j € S°.

Hence, by imposing
min [u| — 0g[ull> > 05]|ull2,

condition (4.23) is guaranteed and one of the correct columns, i.e., j;, is bound to be selected
at the first step (note that the selection does not necessarily correspond to the largest valued
outlier).

Considering S; = {j1} C &, the matrix of active columns, ®;) = [Q e;,], is augmented
and the new residual is computed with the requirement of the inversion of

I Qle;
T _ M J1

Taking into account that Iy, is invertible and 8 = 1 — [|Q%e;,||5 > 1/2 (inequality (4.19) for
|S| = 1) and using the Matriz Inversion Lemma (MIL) in block form (see Appendix B), we

obtain: I, +QT T Q/p QT /8
_ €5, €5, - €1
(q)a)q)(l)) L= [ " —e]TIQ/B 1/8 ] '
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After a few elementary algebra calculations
@(1)((1)%1)‘1)(1))71(1){1) = QQT + QQTeh €5 QQT/ﬁ €€ ]1QQT/5 QQTejl j1/ﬁ t+eje i/ﬁ

Hence, the new residual, 7y =y — Q(l)(éa)fﬁ( )~ 1'1>(T1)y, is cast as

ray=(In —QQ" — QQ"e;,e; QQ" /B + e, QQ" /3 + QQ"ej e /B — ;€] /B)u.
(4.26)

The relation in (4.26) is further simplified by the use of the following decomposition for the
outlier vector:
u = Fs (u) + Fs\s, (), (4.27)

where Fg, (u) = u; e;, and Fg\s,(u) is the vector which has the same elements as u over the
set S\ S; and zero at its ji-th coordinate. Obviously, the second term in the right hand side of
(4.27) is an (S — 1)-sparse vector at most and its support is a subset of S. Thus, we have:

ray=In —QQ" —QQ%e; el QQ" /5 + ej,el QQ"/B)Fs\s,(u) = upy — QQ upy, (4.28)
where

u) = Fas,(u) + % (e/,QQ"Fs\s,(u)) - ey, (4.29)

It should also be noted that supp(u()) = supp(u) = S; however, their values at the j;-th
coordinate are not equal. Following a similar rational, for the next step, we impose |r();| >
[71),;| for all i € S\ S; and j € S¢. Hence, using lower and upper bounds leads to

Iraydl = {ray. e = {ug) — QQ uqy, e;)| >
> |u,| — |e QQ" u | > min |u| — 5S||u )25 (4.30)

where it is employed that (e;,,e;) = 0 for every i € S\ ;. Moreover

Iray = [{ray, €)= {uq) — QQ M), e;)| =
= ]eJTQQT nl < 8wl (4.31)

where the relationship (u(1),e;) = 0 is used, for every j € S¢ as well as Lemma 4.3. By
imposing min |u| — 63||u |2 > 02]|u)|l2, leads equivalently to

min |u|

0g < 4| ——.
2/ w2

(4.32)

Although (4.32), seems inadequate, it can be proved indeed that it always holds true, provided
(4.16) is satisfied. One needs to prove that ||u||s > ||u)||2, which is equivalent to showing that
| (1 QQ"Fs\s,(n)) /B] < |u;,|, using the aforementioned decompositions of u, wu;) and the
Pythagorean Theorem. Thus, it is obtained that

| (€,,QQ" Fs\s, () /8] < 205][Fs\s, (w)ll2 < minfu| < Juy,,

due to B > 1/2, (4.22), (4.16) and the fact that the inequality ||Fs\s, (u)||2 < ||u||2 holds for
any non-empty set S;. Hence, it is guaranteed that a second index which belongs to the support
set § is selected.
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At the k-th step Sy = {Jj1,Jo, ..., Jx} C S and the matrix that corresponds to the set, gk,
of active columns is @) = [Q Is,]. Once again, by the use of the MIL for the inversion of
@ﬁ)é(k) the new residual is expressed as follows:

Tk = (IN - QQT - QQTISkW(gi)ngQQT + ISk W(;i)fngQT) FS\S,C (’le) =
= up) — QQ ), (4.33)

where (4.20) and the following identities are employed:

u = F‘Sk (y’) + FS\Sk;(u>7 (434)
U(k) = ISkW(Bi)ngQQTFS\Sk(U) + Fs\s, (). (4.35)

It is readily seen that supp(w)) = supp(u) = S still holds. For a correct outlier index selection
from the set S, at the (k4 1)-th step, one needs to impose |rey) ;| > [rw),;| for all i € S\ Sy and
j € 8¢ Using lower and upper bounds on the inner products, one obtains relations similar to
(4.30), (4.31) with w, instead of ), which leads to

min |u|

O0g < | ——.
2|y |2

(4.36)
The proof ends, by showing that the last bound is looser than that of inequality (4.16),
simply by proving that ||ug|l2 < ||lull; for all & = 1,2,...,.S — 1. Using the decomposi-
tions of these vectors (4.34), (4.35) and the Pythagorean Theorem, it suffices to show that
W5 16, QQ Fs\s, (w)l]a < ||Fs, (u)||2, which follows from the fact that

W5 L5, QQ" Fs\s, (w)ll2 < [[Wig,) 2]l L5,QQ" Fs\s, ()| |2 < min [u] < |[Fs, (w)ll2, (4.37)

where we employed the sub-multiplicative property of the matrix 2-norm, inequality (4.21),
Lemma 4.3 and (4.16).

Thus, at the final selection step, kK + 1 = S, the final index, j.1, that belongs to the
set § is selected and the correct support is recovered; that is, Sp.1 = S. Hence, the linear
subspace, onto which the measurement vector y lies, is formed. In turn, this results to a LS
solution of zero error for GARD, i.e., Zg41) = z,s; hence, it follows that é(k+1) =R 'w=20
and U(41) = Ug. ]

4.3.3 The Presence of Both Inlier and Outlier Noise
In the following section, the theoretical results regarding the performance of GARD for the case
both inlier bounded noise and outliers exist are provided.

Theorem 4.4. Let X be a full column rank matriz and assume that y = X80 + u + 1, such
that ||ullo < S (at most S outliers exist in the y variable) and ||n|, <e. If

Js < \/min ul = 2+ \/6)6, (4.38)

2||ull2

where min |u| is the smallest absolute value of the sparse vector w over the nonzero coordinates.
Then, GARD guarantees that the support of the sparse outlier vector w is recovered.
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Proof of Theorem 4.4

Since Theorem 4.4 is the generalization of Theorem 4.3 (notice that if € = 0 (4.38) resorts to
(4.16)), some intermediate results regarding the proof presented in Section 4.3.2 are also used
here. Moreover, once again, for the simplification of the following proof, we let GARD run with
matrix @, from the QR decomposition of X. On the other hand, the technical parts that share
obvious similarities are omitted.

Proof. Due to the QR decomposition of matrix X the equation (3.10) is expressed as:
y=Quw+u+n, (4.39)

where w = R@. Since GARD initially performs a LS step, where the columns that participate
in the representation are only those of matrix @, the obtained residual is 7o) = (In — QQ")y.
However, taking into account (4.39), we have the following expression for the initial residual:

ro)=u+1-QQ"u—QQ"n, (4.40)

where the extra terms are due to the existence of the noise vector . Once again, we should
impose (4.23). Also, recall in Theorem 4.3, that!' §, < v/2/2. Thus, we have:

Pl > 1w — [(QQ"w, ) — (n, e:)| — (QQ"m, e;)| > min |u] — 55 |ull> — € — eds >
3

> min [ul — 3/ull; — € — —= > min|u| — 8[ull, — e — ey/

V2 2

and

Irl < e+ 02l + eds < €+ 83lulla + —= < e + 0 ull + 6\/3
V2 2
for every ¢ € S and j € S¢, respectively. Thus, inequality (4.38) follows for the initial step. From
this point, we proceed with the general k-th selection step. The second one is omitted, since it
could be viewed as a special case of the general step; it was included in the proof of Theorem
4.3 for comprehension reasons only. It should also be noted, that the matrices augmented and
inverted at each step, are those presented in the proof of Theorem 4.3. However, this is not the
case for the solution and the residual, which is of our greatest interest.

The condition in (4.38) guarantees that at each selection step the support of our sparse out-
lier estimate is a subset of the sparse outlier vector, u. Simply stated S, C S and @) = [Q Is,]
is the matrix that corresponds to the set of active columns. Employing familiar techniques, we
have the expression for the residual after the LS solution of the k-th step:

Tky = U + Ny — QQ ug) — QQ Nk, (4.41)
where ) is the vector defined in (4.35) and

Tn the noiseless case, v/2/2 is the upper bound for the left hand part of (4.16), which is achieved only
for 1-sparse outlier vectors. Thus, if dg exceeds this bound, GARD has little chance in recovering the correct
support, even in the presence of outlier noise only.
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where J = {1,2,...,N}; simply stated, the vector is decomposed into two disjoint subsets
(recall that the noise vector m is not sparse). From (4.42), it is clear that the only difference
between 7y and n lies solely on the elements indexed as j € Sy, i.e, indices that GARD has
selected as outliers. Prior to completing the proof, it is required to establish appropriate bounds
for the inner products }(ei, QQTn(k)>’ and ’(ei, 77(k)>|- Due to the Pythagorean Theorem, (4.18)
and (4.21)

2
Hﬂ(k)H; - HFJ\SI@(T’)”; + HW(Ei)ngQQTFJ\sk(ﬂ)HZ < €2 4262 = 362
Hence,

3
Q@ | < s [, < 5eevs < 2

where we have also used the maximum bound for the smallest principal angle, i.e., that dg <
V2/2. Also, for all i € J \ S, it holds that |(e;, nw)| = |(e:, Fs.(m))| < e. Thus, adopting
bounds on the absolute value of the inner products we obtain

.l > u| = (QQ uy, €| — (e, )| — {QQ M), e:)| >

: 3
> min u| — 65| [uglls — € — € 3

and

3
ragal < 031 ugella +e+e\[§,

for i € S\ Sk and j € S, respectively. Thus, imposing |r@):| > |rx),;], leads to

5s < \/min|1_¢| — (24 V6)e

2[|uay||2

)

which is satisfied, supposing (4.38) holds true. This is due to the fact that Hu(k)Hz < ||ul|, for
all £ =1,2,...,8 — 1. Thus, the selection of the final index, ji.1, that belongs to the set S, is
guaranteed. The procedure ends with the projection of the measurements’ vector y onto the
subspace originating from the columns of matrix ®.s, which produces an error |7y 1|2 <e. O

Now that the bound on the support for the sparse outlier estimate is established the goal
is to evaluate the error of the approximation.

Lemma 4.4. Assume that there exists 0 < dg < 1, such that the RIP condition holds. It stems
directly that the smallest singular value 0., of the matriz ®,5 = [Q Is)| is lower bounded by

Omin Z vV 1-— 55. (443)

Proof. Let vy, be the eigenvector which is associated with the smallest singular value of ®. s,
then

2
||¢:|S’vminH2 = J?mjn ||’Umang :

Since (4.15) holds for every vector, (4.43) follows. O
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Theorem 4.5. If the conditions of Theorem 4.4 are satisfied, GARD approzimates 0, with

estimate 0, acquiring an error
€

T\/l—(SS'

where T is the smallest singular value of matriz X .

16— 8]|> < (4.44)

Proof. The proof follows the same concepts as the stability result of Theorem 5.1 in [77]. Theo-
rem 4.4 guarantees that the support is recovered at the last iteration step of GARD. Thus, the
corresponding solution of GARD (Q, y, €) is*:

. [(w) : B 2 _ gt
z= (’lls) = argmin |y — ®.s2||; = 5y,

where <I>:T| s denotes the Moore-Penrose pseudoinverse of matrix ®.s in (4.9). Thus, according
to (4.11), y = @525 + 1 and the estimated solution is expressed as:

2= ‘I’;T|sy =zt ‘I’;T|s"7-
Finally,

12— zsll2 < [|@]smll2 < (1@ 5]z - |Imll2

<ol e<e/\/1— s, (4.45)

where we have also used that ||¢>:T‘ sl|2 is bounded, engaging the smaller singular value o, of
matrix ®..s, as well as (4.43). However, the original approximation process is performed with
the regression matrix X, instead of the orthonormal @, which was used for the simplification
of the calculations. Hence, the result of the theorem follows from the fact that

16— 0]l> < [R7[2]ld — wll2 < [R7|2]|2 = zs]l2,

where ||[R7Y||, is the spectral norm of R equal to o (R)™. Since X = QR, the smallest
singular value of R equals® the smallest singular value, 7 = o, (X), of X, thus the proof is
complete. O

At this point, it is interesting to recall the discussion in Chapter 2, related to the leverage
points. It is evident from (4.40) that the relation similar to (2.12) is:

N
ri = (1 — hy)v; — Z hi;vj, (4.46)

j=1

J#i
where v; = u; + ;. This is the general case for the initial residual, while specifically for the
noiseless case it is considered that 7, = 0. At each subsequent iteration, a similar condition
holds and it is obtained with the replacement of v; by v ;. Although the general feeling is that

the LS residual is an unreliable source for the detection of the outliers, this is not entirely true.
In order to justify our claim, the following analysis is provided.

2The indices referred to the iterative process are omitted.
3Matrices X and R share the same singular values.
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First of all, there exist other values too, e.g., h;; >~ 0.5, for which the analysis based on
(4.46) is blur. Secondly, the fact that the detection also depends on other aspects too, e.g., the
dimension of the unknowns versus the number of observations, should also be considered. On
the other hand, in the analysis provided via the perspective of sparse modeling and optimization,
the whole issue is investigated from another point of view. The bounds derived in (4.16) and
(4.38), where the values of the outliers are also taken into consideration, are greater guarantees
for a safe detection via the residual. Thus, if such conditions are satisfied, the detection of an
outlier is valid, despite the fact that leverage points may exist (possibly not in extreme sense of
hi; = 1). However, our humble opinion is that, if such abnormalities exist, it is rather unlikely
that the derived conditions/bounds are satisfied.

Remark 4.11. Let

_ \/min|u| -2+ \/6)6

2|l

Although c is readily computed, recall that ds is not, since it inherits the combinatorial nature of
the problem for all the possible subsets of cardinality at most S. As a consequence, inequalities
(4.16), (4.38), (4.43) and (4.44), cannot be wverified in practice; nonetheless, they all serve
significant theoretical purposes.

Remark 4.12. Combining (4.44) with (4.38), we also have the following bound for the approz-
imation of 0:

~

0—0

€

[ —
2 T 1y/1-¢
which due to its immediacy will be tested and verified later, in section 6.4. Howewver, it is looser
than that of (4.44).

(4.47)

Remark 4.13. The bound c in (4.38) clearly depends on the sparsity level, the values of the
outlier vector and finally the level, €, of the inlier noise. Also notice that, ¢ = 0 leads to the
bound of dg for the noiseless case, i.e., in (4.16). Since in (4.38) more terms affect the bound,
we cannot expect to recover the support perfectly in the case of both dense outlier noise and
heavy inlier noise. Such a scenario would imply the bound on dg to be extremely tight, thus it
is likely not satisfied. Finally, notice that min |u| should be greater than (2 + \/6)6, if we would
like (4.38) to be valid.

4.4 Experiments

In this section, GARD is directly compared against its competitors in various experiments. The
set-up for each one of the methods established prior to GARD, is the following:

e M-est: The Tukey’s biweight (or bisquare) robust (but nonconvex) function is employed,
see Tables 2.1, 2.2 and Figure 2.2. This option is included in the MATLAB function
“robustfit”; for &, we have used the default parameter value (unless otherwise stated), see
20, 19].

e SOCP: For the (SOCP) formulation the MATLAB function “SeDuMi” is employed; this is
included in the optimization package “CVX” of Stanford University, (CVX RESEARCH:
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Table 4.1: Computational costs for the methods that deal with the linear regression task. For
GARD, £ is the number of times the algorithm identifies an outlier. For GARD and SOCP
total complexity is given, while for the rest of the methods the total complexity depends on
the number of iterations for convergence. For ROMP, many parameters are involved, thus its
complexity is not readily computable in closed form.

Algorithm Complexity
GARD || O(M?/3+ k3*/2+ M*(N + 1+ 3k/2) + k*(N +3M)/2+ kMN), k << N
M-est O(M?/3 + NM?) [step
SOCP O((N + M)*>5N)
ADMM O((N + M)?/3+ N(N + M)?) /step
SBL O(M?/3 + NM?) [step
ROMP -

http://cvxr.com/ (6/02/2016)). The input parameter for SeDuMi is the bound of the
inlier noise that is used for the definition of the second order cone.

e ADMM: For this method, the parameter \ is given for each experiment. Furthermore, the
parameter, p, that is used for the soft- thresholding operator is also given initially (low)
at p = 107" and adapts at each step via p(,) = min{5,1.1p(,—1)}. Finally, a termination
criterion is employed, when the norm of the estimate undergoes changes from one step to
the next, less than the predefined threshold of 1074

e SBL: The input parameters, 0(20), 00y and (g),; are initialized. Following [72, 73], we have
also pruned the hyperparameters () ; from future iterations, if they become smaller than
a predefined threshold (set low to 107°). Although the computational cost for SBL is
O(M?3/3 + NM?) per step, the total cost depends on other variables too; such are the
number of hyperparameters that are pruned from future iterations, as well as the number
of iterations until convergence. This is also the case for other methods, too.

e ROMP: Since the method employs an IRLS algorithm at each step, its complexity is
not given in closed form. The Tukey’s biweight function “robustfit” (with the default
parameter settings unless stated) is used, once again, as in the M-est. The algorithm is
chosen to terminate once the residual error drops below the bound of the inlier noise e.

In the current section, we have tested and analyzed the performance of each related algo-
rithm. The computational cost for each method is depicted in Table 4.1; it is observed that the
total cost is computable in closed form only for SOCP and GARD. The experimental set-up
parallels that of [40]. Our data (y;, x;), i = 1,2,..., N, ©; € RM is generated via equation (3.8);
for the case where no inlier noise exists, we have set n; = 0. The x;’s, i.e., the rows of matrix
X, are obtained by uniformly sampling an M-dimensional Latin hypercube centered around
the origin. Finally, @ € RM are random vectors with values chosen from the normal distribution
with mean value 0 and standard deviation set to 5.
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4.4.1 Mean-Square-Error (MSE) Estimation

In the first experiment, all methods are compared with respect to the mean-square-error (MSE),
which is computed as the average, over 100 independent realizations at each outlier vector
density, of the squared norm of the difference between the estimated vector 0 and the unknown
vector 6. In parallel, the Mean Implementation Time (MIT) (in sec), that is required for each
method in order to complete the estimation task, is measured for each outlier density. Aiming
for detail, the given plots of the results are presented in a logarithmic scale, for each dimension,
M = 50,100, 170, of the unknown vector /signal 6.

The values of the outliers are equal to +25, in S indices, uniformly sampled over N
coordinates (S < N). Although outlier vectors are in general considered sufficiently sparse, in
some experiments the density level is extended, so that each method is tested to its limits. The
inlier noise vector has elements drawn from the standard Gaussian distribution, with ¢ = 1 and
inlier noise bound e.

The input parameter for GARD, SOCP and ROMP is the inlier noise bound €. For ADMM,
the regularization parameter is set to A = 1.2. Note that all methods are carefully tuned so
that their performance is optimized. For the SBL, a major drawback is its sensitivity to the
choice of the initial values. Recall that, this is a non-convex method, which cannot guarantee
that the global minimum is attained for each dimension M, while the time required for each
implementation cannot be assured, since the number of iterations until convergence strongly
depends on those parameters. Hence, for this method, random initialization is performed a
number of times and the best solution is selected. Finally, it should be noted that the M-est
does not require any predefined parameters.

In Figure 4.1 (a), (¢) and (e), the MSE (in dBs) versus the fraction of the sparse outlier
vector is depicted, for various dimensions of the unknown vector 8. The Mean Implementation
Time (MIT) is also plotted in logarithmic scale (right column) in Figure 4.1, for each dimensions
of the unknown vector. Although the complexity for each method is already discussed in Table
4.1, in certain algorithms, the number of iterations until convergence greatly influences the
required total implementation time. Observe that GARD attains the lowest MSE among the
competitive methods for outlier fraction lower than 40%, 35% and 25% for dimensionality
M = 50,100,170, respectively. The performance of M-est and ROMP is also notable, since
both methods also attain a low MSE. However, this is only possible for outlier fraction of less
than 25%, 20% and 15% (MSE equal to that of GARD). In particular, it appears that M-est
and ROMP have identical performance, albeit ROMP combines two methods, which results to
a higher computational cost.

It should also be noted that, in Figure 4.1 (c) and (e), the performance of GARD’s
competitors deteriorates for lower outlier fractions. However, the interesting zone of outlier
vector density, in practice, is between 0% and 20% of the sample set size. Hence, GARD attains
the lowest MSE within this sensitive zone. Finally, the experiments show that ADMM and
SOCP attain similar performance, as expected, due to the fact that both address the same task.

Besides its superior performance with respect to the approximation error, GARD’s com-
putational requirements remain low. As shown in Figure 4.1 (b), (d) and (f), GARD appears
to operate with the lower computational effort among its competitors, for outlier fraction less
than 20%.

George K. Papageorgiou 90



Robust Algorithms for Linear and Nonlinear Regression via Sparse Modeling Methods: Theory, Algorithms

10l0g, (MSE)

10Iogm(MSE)

10I0910(MSE)

. . .
5 10 15 20 25 30 35 40 45 50 55
Outlier fraction %

(a): M =50

MSE

Mean Implementation Time in log-scale

Mean Implementation Time in log-scale

and Applications to Image Denoising

. . .
15 20 25 30 35 40 45 50 55
Outlier fraction %

(b): M = 50

Complexity

5 . . . . . . . . . 25 . . . . . . . . .
5 10 15 20 25 30 35 40 45 50 55 10 15 20 25 30 35 40 45 50 55
Outlier fraction % Outlier fraction %

(c): M =100 (d): M =100

MSE Complexity
35 T T T T T T T 2 T T T T T T T T T

—e‘—GARD‘

30

25

20

10

Mean Implementation Time in log-scale

. . . . . . _ . . . . . . . . .
5 10 15 20 25 30 35 40 45 50 55 5 10 15 20 25 30 35 40 45 50 55
Outlier fraction % Outlier fraction %

(e): M =170 (f): M =170

Figure 4.1: (a), (c) and (e): The attained MSE versus the outlier fraction, for various dimensions
of the unknown vector €. (b), (d) and (f): Log-scale of the Mean Implementation Time (MIT)

versus the outlier fraction for each dimension of the unknown vector. For all dimensions, N =
600 observations are used.

91 George K. Papageorgiou



Robust Algorithms for Linear and Nonlinear Regression via Sparse Modeling Methods: Theory, Algorithms
and Applications to Image Denoising

MSE Complexity
35 T T T T T

—O— GARD
30} M-est
socpP
—— ADMM
—E— SBL
—e— ROMP

251

10I0gm(MSE)

it

Mean Implementation Time in log—scale

% 2
5 10 15 20 25 30 35 40 45 50 55 5 10 15 20 25 30 35 40 45 50 55
Outlier fraction % Outlier fraction %
(a): M =100 (b): M =100

Figure 4.2: (a): The attained MSE for the dimension M = 100 of the unknown vector, €, versus
the fraction of the outliers, with their values drawn randomly from the set [—50, —25] U[25, 50].
(b): The respective Mean Implementation Time (MIT) in logarithmic scale. The number of
data is NV = 600.

Finally, we have performed a similar experiment (as described above), for the dimension
M = 100 of the unknown vector, measuring the MSE versus fraction of the outliers, with their
values drawn uniformly at random from the set [—50, —25] U [25,50]. We have chosen not to
include values within the interval (—25,25) in order to distinguish the outlier from the inlier
noise; thus, the percentage at the z-axis corresponds to true fractions of outliers (otherwise the
true fraction could not be determined). In Figure 4.2 (a), the MSE versus the fraction of the
outliers is depicted, for each method. In parallel, in Figure 4.2 (b), we have measured the Mean
Implementation Time (MIT) for each method. Compared to Figure 4.1 (c), it is observed that
GARD achieves enhanced robustness, since it attains the lowest MSE for the fraction of outliers
up to 35%.

4.4.2 Complexity Evaluation for Large Data Sets

In the current section, the evaluation of the Mean Implementation Time (MIT) for the most
computationally efficient methods is carried out. The comparison is performed for all methods
except for ADMM and ROMP, for the case where the number of generated data grows signif-
icantly compared to the dimension of the unknown vector 8. As presented in Table 4.1, the
ADMM algorithm does not handle efficiently large numbers of samples. On the other hand,
although ROMP performs exactly as M-est, this comes at a higher computational cost, therefore
it seems impractical to put it to test.

Once again, equation (3.8) is used for generating our data. The dimension of @ is set at
M = 100 and the density of the outlier noise vector at 10% with values £25 spread uniformly
over N coordinates. Finally the inlier noise vector has elements drawn from the standard
Gaussian distribution, with ¢ = 1 and inlier noise bound €. For each number of observations,
N, 100 independent experiments have been performed and the results have been averaged.

In Figure 4.3, the Mean Implementation Time (MIT) (in logarithmic scale) is evaluated
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Figure 4.3: Large scale complexity test for dimension of the unknown vector set at M = 100.
While varying the number of observations, the MSE (top) and the Mean Implementation Time
(MIT) in log-scale (bottom), is shown for each method. It is clear that GARD attains the lowest
MSE, whilst being the most efficient.

for each method (bottom), while the total MSE is measured in parallel (top), for each varying
number of data, N. It is clear that, even for significantly large values of N, GARD excels.
Whilst attaining the lowest MSE, its convergence rate is very fast.

4.4.3 Support Recovery Test

The goal of this section is to bridge the gap between the theoretical properties of Section 4.3 and
the experimental performance of GARD. The results of Section 4.4.1, showcase the performance
of GARD. However, it would be premature to conclude that the support of the sparse outlier
vector is correctly identified in cases where the algorithm attains a low MSE, a matter that we
would like to address here. Although the recovery of the sparse outlier support is desirable,
since it guarantees the smallest MSE possible, it should be noted that GARD performs well
(with respect to the MSE), even in cases where the recovery of the support is not exact; e.g., one
of the most common cases is to identify a few extra indices (that do not belong to the support
of u) as outlying elements.

For all of the support recovery simulations, the dimension of the unknown vector @ is set
at M = 100 and the original data is corrupted by outliers in S < N indices, uniformly sampled
over N = 600 measurements. Also, for each fraction of outliers, i.e., (S/N) - 100%, we have
performed 10000 Monte-Carlo runs.

According to the theoretical analysis, S, denotes the support set of the sparse estimate
u and S the support set of the sparse outlier vector w. In the following figures, the green line
(pointing up) corresponds to the percentage of correct indices that the proposed scheme has

93 George K. Papageorgiou



Robust Algorithms for Linear and Nonlinear Regression via Sparse Modeling Methods: Theory, Algorithms
and Applications to Image Denoising
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Figure 4.4: Recovery of the support and relation to the bound of dg, for the noiseless case. For
outlier fraction of less than 14%, the bound for g in (4.16), is guaranteed, hence the recovery
is exact.

recovered, i.e., indices i € S, C S, while the orange line (pointing down) corresponds to the
extra indices that the method has incorrectly identified as outliers, i.e., indices j € J \'S. In
addition, since the constant of the smallest principal angle cannot be computed directly, the
bound of ¢ > g is tracked for the evaluation of the theoretical results reported in Section 4.3.2.
The vertical line corresponds to the largest outlier fraction, that the proposed scheme succeeds
in recovering the sparse outlier vector support, one to one element.

The presence of outliers only

The scenario in which our original data is corrupted by outlier values only, is treated separately.
Our data are generated via equation (3.8), for 7, = 0 and outlier values® 425, in S indices,
uniformly sampled over N coordinates. In Figure 4.4, the recovery of the exact support versus
the fraction of the outliers is demonstrated. It is clear that for fraction of less than 14%,
the bound for dg, as Theorem 4.3 suggests, is guaranteed, thus the recovery of the support is
exact and also the approximation of @ is of zero error. It should also be pointed out that, the
approximation error is also very small, in cases where only a few extra indices, that belong to
S¢ are imported into the support set Sy.

The presence of both inlier and outlier noise

In the current section, the focus is turned on the empirical validation of (4.38) and (4.47), where
two separate tests have been performed.

4In the noiseless case, arbitrarily small outlier values, are always identified; thus the performance of GARD
is not affected by a particular selection of those values.
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Figure 4.5: Recovery of the support and relation to the bound of dg, for the case inlier and outlier
noise coexist. For an outlier fraction of less than 13%, the bound for g (4.16) is guaranteed,
hence the recovery of the support is exact, while the computed MSE is valid under the bound
that inequality (4.47) suggests.

In the first test, the maximum bound for the norm of the inlier noise vector is fixed at
¢ = 28, while the fraction of outliers varies. In order to achieve this, the MATLAB’s random
generator for the Gaussian distribution, with standard deviation depending on ¢, is used, while
the largest elements (in the absolute sense) are cut off if required, so that the norm of the inlier
noise vector always remains bounded by e. Also, recall on Remark 4.13, that the minimum
element of the absolute value of the outlier vector should be larger than (2 + v/6)e, in order
(4.38) to be valid. Thus, the outlier values have been set at +£150, while the values of the
original outputs, X @, range at 170 — 180. In Figure 4.5, we have plotted the recovery of the
support for GARD and its relation to the bound ¢ of the smallest principal angle (or RIP)
constant dg, for each outlier fraction. As one could observe, for fraction of outliers less than
13%, the bound for dg, as Theorem 4.4 proposes, is guaranteed, thus the recovery of the support
is exact. In parallel, we have computed the MSE between @ and 6 and tracked the relation to
the theoretical bound® of (4.47).

In the second test, the capability of GARD to deal with heavy noise is demonstrated.
The outlier values were set at £150 and the bound of ¢ was increased, so that the inlier noise
corresponds to a noise level of 20 dB. In such a case, the bounds established in (4.38) and (4.47)
are violated, however GARD manages to cope with. In Figure 4.6, the recovery of the support
versus the outlier fraction is demonstrated. We conclude that, although the method does not
succeed to recover the sparse outlier support 100%, the MSE is relatively low, at least for low
fraction of outliers, i.e., below 10%.

5Since the MSE is a squared norm between @ and 6, the bound is the squared right hand side of (4.47).
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Figure 4.6: Recovery of the support for GARD, in the case where outlier and heavy inlier noise
of approx. 20 dB coexist. Although, the support is not entirely recovered, the MSE is relatively
low.

4.4.4 Evaluating the Probability of an Accurate Estimation

In this experiment, the probability of successful estimation is evaluated. Since ADMM and
ROMP require higher computational loads and also perform very similar to other methods, we
limited our efforts to test the rest of the methods, i.e., GARD, SOCP, M-est and SBL. Two
sets of simulations are performed for a fixed number of data at N = 600. The noise comprises
inlier AWGN with ¢ = 1 and outliers with values equal to 25 or —25, in S indices, uniformly
sampled over N coordinates (S < N).

Figure 4.7 (a) demonstrates the probability of recovery for each method tested, while
varying the fraction of outliers. The dimension of the unknown vector 0 is fixed at M = 100. For
each density of the sparse outlier vector, we have computed the probability over 200 Monte-Carlo
runs. For each method, we have assumed that the solution is obtained, if || —8)|5/]|8]]> < 0.03.
The major result is that, for fraction of outliers under 25%, GARD succeeds in recovering the
solution, with probability p = 1. For M-est, the percentage drops below 20%, while for the rest
of the methods the percentage is even lower. For SBL, the probability to recover the solution
is not guaranteed, even for the lowest fractions of outliers.

Figure 4.7 (b) demonstrates the phase transition curves for each method. For each dimen-
sion of the unknown vector 8, we have computed the fraction of outliers for which the method
transits from success to failure with probability p = 0.5. Experiments were carried over 200
Monte-Carlo runs. Once again, we have assumed that the solution is obtained, using the crite-
rion as in Figure 4.7 (a). We observe that for each fixed dimension of the unknown vector, the
probability for each method to recover the solution (always within a given tolerance) increases
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Figure 4.7: (a): The probability of recovery while varying the fraction of outliers, for the the
dimension M = 100 of the unknown vector, 8, and N = 600 observations. As the fraction of
the outliers increases, the probability for an accurate estimation drops. (b): Transition from
success to failure with probability p = 0.5. A vertical line at M = 100 indicates the percentage of
outliers (for each method respectively) that correspond to the values of the z-axis for probability
p=10.5, in (a).

for fractions of the outliers below each phase transition curve (where the fraction of outliers de-
creases). Contrariwise, the probability decreases as we move above the phase transition curves.
Here, it is clear that up to M = 200, GARD succeeds to recover the solution with the highest
probability from the rest of the methods. However, for larger dimensionality values, the number
of data (here N = 600) seems pretty “poor” to allow GARD to preserve its good performance
(in the sense that more data is required), although it is not worse than that of the ¢;-norm
minimization techniques.

4.4.5 Experiments with Noise of More General Forms

In the current section, we have performed a set of experiments involving more general noise
models for the described methods. To this end, simulations with various noise forms are carried
out and the MSE, over an average of 100 Monte-Carlo runs, is measured. Equation (2.2)
describes our model, where we produce (N = 600) measurements corrupted by different types
of noise. The dimension of the unknown vector, 8, is M = 100. For all tests, the ADMM was
excluded from the last set of experiments, since the method proved weak to handle different
orders of noise values simultaneously, thus failed to converge for all tests.

e Tests A, B and C. The noise vector is drawn from the Lévy alpha-stable distribution,
S(a, B,7,0), with pdf expressed in closed form only for special cases of the involved
parameters. The distribution’s parameters § and d, that control symmetry were set to
zero (results to a symmetric distribution without skewness) for all three experiments. For
test A, the distribution’s parameters were set to o = 0.45 and v = 0.3; the parameters for
each method were set to € = 3 for GARD and SOCP, 6 = 1.2 for M-est and ROMP (we
have altered the parameter value of “robustfit”), while the hyperparameters for SBL were
initialized to 10~*. In Table 4.2, it is observed that almost all methods perform quite well
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Table 4.2: Computed MSE, for various experiments. In tests A, B and C, the noise is drawn
from the heavy-tailed distribution alpha-stable of Lévy distribution. In test D, noise consists of
a sum of two vectors, drawn from 2 independent Gaussian distributions with different variance,
plus an outlier noise vector of impulsive noise.

Algorithm | Test A | Test B Test C Test D
GARD | 0.1772 | 0.0180 0.0586 0.690
M-est 0.2248 | 0.2859 | 1.844e+06 | 0.704
SOCP 0.4990 | 0.3502 | 5.852e+05 | 1.011

SBL 0.9859 | 58.3489 | 2.165e+06 | 1.292
ROMP | 0.2248 | 0.2859 | 1.844e+06 | 0.704

(low MSE), with GARD appearing to perform better. For test B, « = 0.4, v = 0.1; for
GARD € = 3, for SOCP € = 2, for M-est and ROMP ¢ = 1 (“robustfit” parameter), while
for SBL the hyperparameters were initialized at random (Gaussian) with variance equal
to 107°, although fails to converge, for all values of the paramaters tested. Once again,
it can be readily seen that GARD attains the lowest MSE. Finally, for the experiment
C, a = 0.3, v = 0.1, resulting to a greater frequency of large values of noise; for GARD
e = 3, for SOCP ¢ = 2, for M-est and ROMP & = 1, while for SBL the hyperparameters
were initialized at random (Gaussian) with variance equal to 107%. The attained MSE for
GARD is significantly lower than in tests A and B; thus, we conclude that the method
manages to handle better large values of outlier noise with respect to the other methods.

e Test D. The noise consists of a sum of two vectors, drawn from two independent Gaussian
distributions A/(0, 0.6%) and N'(0,0.8%), plus an outlier noise vector of 10% density (indices
chosen uniformly at each repetition) with values £25. The parameters required for each
method are: the default tuning parameter for both M-est and ROMP; for GARD and
SOCP max{ey, €2} is required, where €;,€; are the bounds of each inlier noise vector,
while for SBL an initialization at random with variance of 107% was performed. The
model of the noise is now more complicated, hence the task mode complex to be solved
for all of the methods. Once again, it is clear that GARD copes with this mixed type of
noise too.
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Chapter 5

Nonlinear Regression in RKHS and the
Pursuit for Robustness

5.1 Introduction

In this chapter, an overview of the basic definitions and theorems concerning Reproducing Kernel
Hilbert Spaces (RKHS) is given. RKHS play a central role in the task of learning nonlinear
models. The approach consists of mapping the input variables of the original lower dimensional
space to a higher dimensional one, such that the nonlinear task is transformed into a linear one.
The main advantage of such spaces is that inner product operations are performed in a very
efficient way, with complexity independent of the dimensionality of the respective RKHS.

The task of robust learning of nonlinear models in RKHS is also introduced. Robust
methods in the context of RKHS have already been proposed for the nonlinear regression task
and include: a) a Bayesian probabilistic approach and b) a deterministic sparsity-aware learning
technique based on the minimization of the £;-norm. Both of these formulations are presented
and discussed. Finally, the {y-norm formulation, on which our method is based for the respective
robust estimation task, is also introduced.

5.2 Reproducing Kernel Hilbert Spaces (RKHS)

Consider a linear space H, of real-valued functions defined on a set of points X'. Typically, X
is a compact subset of RX, with K € N*. Furthermore, suppose that # is a Hilbert space,
i.e., a space equipped with a dot product operation (-, )4, that defines a corresponding norm
|- % :== +/(, )% and H is complete with respect to this norm.

Definition 5.1. A Hilbert space, H, is called Reproducing Kernel Hilbert Space (RKHS), if
there exists a function k : X x X — R, with the following properties:

o For everyx € X, k(-,x) belongs to H.

e K(-,-) has the so-called reproducing property, that is,
f(x) = (£, (-, @)y, for everyf € H and every x € X. (5.1)

99 George K. Papageorgiou



Robust Algorithms for Linear and Nonlinear Regression via Sparse Modeling Methods: Theory, Algorithms
and Applications to Image Denoising

High-dimensional RKHS
H

Low-dimensional input space

X

Non-linear

processing

Linear processing

Figure 5.1: The mapping from the original low-dimensional input space X" to a linear one in the
high-dimensional RKHS H. Employing the kernel trick, inner product operations are efficiently
performed via function evaluations on the original low-dimensional space X.

Definition 5.2. Let H be an RKHS, associated with a kernel function k(-,-) and X a set of
elements. Then, for every x € X the mapping

x— d(x) =«k(,x) € H, (5.2)

18 known as the feature map and the space, H, the feature space.
In other words, if X is a set of vectors, the feature mapping maps each vector from the
original space to a high-dimensional RKHS H, as demonstrated in Figure 5.1. Note that, in
general, H can be of infinite dimension and that its elements could also be functions. In special

cases only, where H becomes a (finite dimensional) Euclidean space, for example R”| the image
is a vector ¢(x) € RE.

As a direct consequence of Definitions 5.1 and 5.2, the inner product of the respective
mappings of two points x,x’ € X, results to

(d(x'), d(x))n = (x(-, &), k(-,x))y = k(x,2") : Kernel Trick. (5.3)

Simply expressed, by employing this mapping, we can perform inner product operations,
via function evaluations performed in the original low-dimensional space. This property, is
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known as the kernel trick and it greatly simplifies the involved computations. As a result, such
computations promote their usage in algorithmic procedures.

5.3 Properties of RKHS

In this section, an overview of some of the basic properties of the RKHS is provided. For more
details, also read [78, 79, 80, 1, 81].

Definition 5.3. Given a function k : X x X — R and x1,...,xy € X, the square matriz K,
with elements Kpm = K(Xy, Ty) forn,m =1,... N, is called Gram matriz or kernel matriz of
the function k with respect to y,...,xy.

Definition 5.4. The function k is called a positive definite kernel, if

N N
o"Ka = Z Z A K(Ty, ) > 0 ¢ Positive Definite Kernel, (5.4)

n=1 m=1

for all o € RY, points x,,, x,, € X and any N € N*.

At this point, it should be noted that, although (5.4) is the definition for a positive
semidefinite matrix in the linear algebra literature, historically, the positive definite kernels
in (5.4) were originally introduced by Mercer [82], in the context of integral equations. The
connection to RKHS was developed later on. To this end, the term positive definite is adopted
for (5.4) and should be distinguished from the positive definite matrix in the context of matrix
analysis, which is a strict inequality.

Remark 5.1. Generally, for a reproducing kernel, the respective Gram matriz is strictly pos-
itive definite. However, if not, there exists a non-zero vector a = |ay,...,an|T, such that

‘25:1 anK(-, Tn)

2
’ = 0. Hence, for every f € H, we have that
H

> anf(x,) = <f,2an|<(-,azn)> =0,

H

which results to the existence of an equation with linear dependence between the values of every
function in H at some finite set of points. Although such examples exist (e.g., Sobolev spaces),
this s not a standard case. In most cases, the reproducing kernels define Gram matrices that
are always strictly positive definite and thus invertible!

Proposition 5.1. The reproducing kernel of H, is symmetric, i.e.,

kK(z',x) = k(z, x').

Lemma 5.1. The reproducing kernel, associated with H, is a positive definite kernel.
The proofs of Proposition 5.1 and Lemma 5.1 can be found in [83, 1].
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Definition 5.5. Given a linear subspace S of a Hilbert space H, let
S = {w € H|{(w,v)y =0 for allv € S}.

S+ is called the orthogonal complement of S.

It is clear from the above definition and the continuity of the inner product that the
orthogonal complement is always a closed linear subspace, due to the continuity of the inner
product. Next, we present one of the most important theorems in Hilbert spaces.

Theorem 5.1 (Projection Theorem). Let H be a Hilbert space, uw € H and S a closed subspace
of H. Then

1. There exists a unique element u, € S (called the projection of u onto S), such that
o — s = nt s — o]

2. uy is uniquely characterized by
(u —u,) € S*.

Theorem 5.1 obviously holds for an RKHS too, however it has a wider usage in more
general Hilbert spaces, see [84].

Theorem 5.2. Let S be a closed linear subspace of H. Then
H=SS,
where & denotes the direct sum.

Lemma 5.2. Let H be a RKHS on the set X with reproducing kernel k(-,-). Then the linear
span of the function x(-,x), * € X is dense in H, that is,

H = span {k(-,x),x € X'}. (5.5)

Theorem 5.2 is a direct consequence of the Projection Theorem. In Lemma 5.2 it is stated
that, H can be constructed by all possible linear combinations of the kernel function computed
in X, as well as the limit points of the set. In other words, H can be fully generated from the
knowledge of the kernel k. For a more in depth view, also read [83, 1, 80].

5.3.1 Examples of Kernel Functions

In this subsection, we present the most commonly (application-wise) used kernel functions,
defined on X x X, X C R¥ as:
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Figure 5.2: (a) The Gaussian kernel for X = R and o = 1.5. (b) The element ¢(0) = (-, 0) for

different values of o.
e The Gaussian Radial Basis Function (RBF)

k(z,2') = exp (—M) , (5.6)

g

where o > 0 is the kernel’s parameter. In Figures 5.2 and 5.3, the shape of the Gaussian
RBF is shown, for various X and values of 0. The dimensionality of the RKHS associated
with the Gaussian kernel is infinite, see [85].

e The Laplacian RBF
K(z, ') = exp (—t[|@ — z'||2), (5.7)

where ¢ > 0 is a parameter. In Figures 5.4 and 5.6, the shape of the Laplacian RBF is
shown, for various X and values of ¢t. The dimensionality of the RKHS associated with
the Laplacian kernel is also infinite.

e The inhomogeneous polynomial kernel is given by
K(z,z') = (z"2' + c)d, (5.8)

where ¢ > 0 and d are parameters. For ¢ = 0, the homogeneous polynomial kernel
follows. In Figure 5.5, the shape of the polynomial kernel function is shown, for X = R
and different values of ¢,d. Finally, it should be stated, that the dimensionality of the
polynomial kernels is finite.

e The spline kernel is given by
K(z,2') = Bypa (|l — 2']3) | (5.9)

where the B,, spline is defined via the n + 1 convolutions of the unit interval [—%, %], that
is, B, = ®?j111[_;’%](-), where I[_%’%](-) is the characteristic function on the respective
interval, i.e., equal2 to one if the variable belongs to the interval and zero otherwise.
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Figure 5.3: The element ¢(0) = k(+,0) of the Gaussian kernel for X = R? and for various values
of the parameter 0. (a) 0 = 0.7, (b) 0 =1, (¢) 0 = 1.5, (d) 0 = 2.
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(a) (b)

Figure 5.6: (a) The Laplacian kernel for X = R and ¢ = 1. (b) The element ¢(0) = «(-,0) of
for different values of ¢.

Although a large variety from which to choose a kernel function exists, in many applications
the Gaussian RBF in (5.6) for x, ' € RE is preferred, due to its desired properties. The most
important property is provided in the following theorem, see [80], [1].

Theorem 5.3 (Full Rank of Gaussian RBF Gram Matrix). Suppose that xi,xs,...,xny C X
where X C RX are distinct points and o > 0. The matriz K, given by

[l — ;|13

)

Kij = exp(— >

1,7 =1,..., N has full rank.

The significance of the theorem is that the points k(-,@1),...,k(-,xy) € H are linearly
independent, i.e. span the N-dimensional subspace of H, see [79]. In the following, x is adopted
to denote the Gaussian RBF.

5.3.2 Basic Theorems

The following theorem is of major importance and it allows us to perform empirical loss function
optimization, based on a finite set of training points, in a very efficient way, even if the function
to be estimated belongs to a very high dimensional space H. For more details, also see [80], [1].

Theorem 5.4 (Representer Theorem). Let Q : [0, +00) — R be a strictly monotonic increasing
function, X a nonempty set and L : R* — R U {oo} an arbitrary loss function. Then, each
minimizer £ € H of the regularized minimization problem:

min {L ({(un, (@) 10y ) +AQ (1) } (5.10)

feH

admits a representation of the form
N
F=) " k(- zn), (5.11)
n=1
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with a, € R foralln=1,... N.

In simple words, Thoerem 5.4 states, that the solution of any regularized ridge regression
optimization task lies in the span of N particular kernels. However, in many applications, a
bias term c is often included to the aforementioned expansion; in other words, we assume that
the desired solution admits the following representation:

N
F=) k(- z,) +c. (5.12)
n=1

In practice, the use of a bias term turns out to improve performance. First, it enlarges the
class of functions in which we seek for a solution and second, the minimizer forces the values,
which the function takes at the training points, to smaller ones, due to the penalization imposed
by the regularization term. Finally, the use of the bias factor is theoretically justified by the
Semi-parametric Representer Theorem [80, 1].

Theorem 5.5 (Semi-Parametric Representer Theorem). Let us assume that in addition to the
assumptions adopted in Theorem 5.4, we are given a set of real-valued functions

G X =R, m=1,... M,

with the property that the N x M matriz with elements (P, (x,))
1,..., M, has rank M. Then, any

wms M =1,....,N, m =

g=f+h, feH, hespan{,,, m=1,..., M},

solving the minimization task
. N
min {L ({(yn (@)} ) + A ((I1113) | (5.13)

admits the following representation:

g = ZanK('a mn) + Z bmlbm()a (514>

with oy, by, € R foralln=1,... . N, m=1,..., M.

Obviously, the use of a bias term is a special case of the expansion in (5.14). An example
of application of this theorem was demonstrated in [46].

5.4 Kernel Ridge Regression (KRR)

The regression task has already been discussed in Chapter 2 for the linear case. Here, the task
is stated in its more general form, i.e., in an RKHS. Note that searching for a model function in
an RKHS is a typical task of nonparametric modeling; that is, the minimization is performed
with respect to functions that are constrained to belong to a specific space, which is infinite
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dimensional. In the following, we state the regression task, which has been already developed
for linear models, to the more general nonlinear form in the RKHS case.

The task of nonlinear regression is typically described as follows: given a data set of the
form D = {(y;, wi)}fil, we aim to estimate the input-output relation between x; and y;, i.e.,
a function f, such that f(x;) is “close” to y;, for all 2. This is usually achieved by employing
a loss function, i.e., a function L(y;, f(x;)), that measures the difference between the observed
values, y;, and the predicted values, f(x;), and minimizing the so called empirical risk, i.e.
Zfil L(y;, f(x;)). For example, in the least squares regression, one adopts the squared error,
i.e., Ly, (y;, f(x;)) == (y; — f(x;))* and minimizes a quadratic function. Moreover, in order to
avoid a solution that overfits the data, we usually attempt to minimize a regularized version,
ie.,

mfin {Z L(y;, f(x;)) + )\p(f)} , (5.15)

where L can be any loss function, e.g., the quadratic, the absolute value, the Vapnik’s e-sensitive
loss, e.t.c. and p an appropriately chosen regularization functional (also see [86]).

In the classic regression task, we assume that the generation mechanism of the data,
represented by the training set D, is modeled via the nonlinear mechanism

where f is the original function that generates the uncorrupted data and v;’s are random noise
variables.

Naturally, the choice for the estimate of f, strongly depends on the underlying true model.
Assuming that this function belongs to an RKHS and motivated by the Representer Theorem,
we adopt the linear expansion in (5.11) for the desired solution. According to the kernel ridge
regression (KRR) approach, the unknown coefficients are estimated by solving the following
(convex) optimization task

& = argmin J(av),
(o7

J(a) :== Z (yn — Z amK(wn,wm)> + AlIf1l3,, (5.17)

n=1

where A is the regularization parameter and f is given in (5.11). The cost function J of (5.17),
can be equivalently written as

Ja)=(y—Ka)" (y— Ka)+ a"K" a, (5.18)

where K is the kernel Gram matrix (Definition 5.3) and y = [y1,...,yn]?, a = [a1, ..., an]?.
Next, minimization of J with respect to a, leads to

(K"K +\K")a = K"y,
where & is the vector of estimates or

(K +My)é =y, (5.19)
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where K7 = K has been assumed invertible!.

Next, by solving the linear system of equations (5.19), the corresponding prediction value
of the dependent variable is given by

N
i =Y k(@i @,) = &"(x;), i=1,...,N, (5.20)
n=1
where k(x;) = [k(xz;, 1), ..., k(x;, zn)]T is the vectorised i-th row of the kernel matrix K.

Finally, combining (5.20) with (5.19), we obtain

gi =y (K +My) " «(z;), i=1,...,N. (5.21)

Alternatively, if we wish to adopt the method with the use of the bias term as the Semi-
Representer Theorem suggests, i.e., in (5.12), the cost function is now expressed as

Ja)=y-—Ka—-c1)" (y—Ka—cl)+ 'K a, (5.22)

and minimizing accordingly with respect to both o and ¢, leads to
K + )\IN 1 h o y

where 6 = (‘g) is the vector of the estimated kernel coefficient estimates augmented by the

estimated bias term, [1].

5.5 The Pursuit for Robustness - Robust Kernel Ridge
Regression (RKRR)

The importance of robustness has already been addressed for the linear regression task. In
this section, our goal is to pave the way in order to extend our proposed method, i.e., the
GARD scheme, to the nonlinear case by employing kernels. This specific modeling lies in the
framework of Robust Kernel Ridge Regression (RKRR). Although, initially, it seems that the
two tasks (linear and nonlinear) share similarities, there is a major difference that should be
emphasized. Searching for a (nonlinear) solution in an RKHS is a typical nonparametric task,
as opposed to the linear case. Additionally, the regularization term which should be included in
the optimization function for the nonlinear case, is due to the fact that data overfitting issues
occur, since any function that interpolates the data is a solution. However, the purpose served
is twofold, as it is demonstrated in the next chapter, where the proposed method is introduced.

Undeniably, the KRR method seems a logical choice, for a model in the presence of white
Gaussian noise, see [80], [1]. However, when outliers are present or when the noise distribution
exhibits long tails, the aforementioned method fails. It should be noted that, in principle,
both Support Vector Regression (SVR) and KRR can be employed to address the KRR task.

I This is true, since the Gaussian kernel has been adopted.
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Figure 5.7: (a) Noisy data of 17 dB inlier noise and 10% outliers. (b) Black line: the uncorrupted
data and red dashed line: the estimated data. Estimation is performed with the classic KRR

method. It is clear that the performance of the estimation is greatly affected by the presence
of outliers (MSE = 10.79).

However, the presence of outliers reduces significantly their performance due to overfitting,
[46, 87], even for the case where no inlier noise exists (outliers only). Of course, in SVR,
this effect is not as dominant as in the standard KRR, due to the #;-loss, that it is employed;
however its performance remains rather poor and it falls short of the expectations. The challenge
of robustizing the KRR task has been mainly studied over the last few years.

The problematic estimation in the presence of outliers via the KRR is demonstrated in
Figure 5.7. The original data (black line) in Figure 5.7(b) is contaminated by white Gaussian
noise of 17 dB and 10 % outliers, uniformly distributed with values equal to 40 or —40. The
noisy observations are shown as blue dots in Figure 5.7(a). The attained MSE is 10.79 (measured
over 1000 independent runs), which clearly demonstrates the poor performance of the estimator.
Hence, if we wish to improve the estimation, an alternative treatment is required.

As already discussed in Chapter 2, sparsity is the key feature that characterizes the outliers.
In other words, it is assumed that the outlier noise contaminates only a small fraction of the
output data. To this end, the random noise variable is decomposed into two parts and the
model equation in (5.16) is cast as

where f € H, u,; represents a possible outlier and 7; a noise component. In a more compact
form, this can be cast as y = f + u + n, where f = [f(x}),...,f(zx)]T and w = [uy, ..., uy]?
is the sparse outlier vector. The decomposition was introduced in the framework of RKRR in
[70]. Since u,’s are adopted to denote the outliers, most of its values equal zero, except for a
few indices. Let J = {1,..., N} be the set of coordinates for a vector in RY. Assuming that
the outlier vector u € RY is sparse, the support set of u is denoted as S C J, with cardinality
|S| = S << N. Hence, the fraction of outliers equals S/N.

Our goal is to estimate the input-output relation f from the noisy observations of the
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data set D. This can be interpreted as the task of of simultaneously estimating both a sparse
vector u and as well as a function f € H, that maintains a low squared error for L(D, f,u) =
Zfil (yi — f(x) — ui)Q. Hence, the respective task for the Robust Kernel Ridge Regression
(RKRR) task can be cast as:

min | wllo
u.fe€H N ) ) (5.25)
subject to >0 (v — f(@;) —wi)” + Af||F, <e,
for some user-defined parameters A and . Moreover, adopting the linear expansion in (5.11),
the optimization task in (5.25) can be written in a more compact form as:

min |lullo
u,acRN (526)
subject to ||y — Ka — ul? + \a’ KTa < ¢,

where K is the corresponding kernel Gram matrix. Although our task is now formulated, we are
now faced with another challenge. The optimization task in (5.26) is not only non-convex, but
combinatorial, due to the nature of the employed ¢y(pseudo)-norm. Thus, in order to overcome
such an obstacle, recently established works seek for an alternative path.

Despite the fact that several methods exist for the linear method, only two methods have
been recently established for the nonlinear kernel-based regression task. Both methods adopt
the decomposition of the noise variable into two parts.

5.6 Related Works

5.6.1 Convex Relaxation: Refined Alternating Directions Method
of Multipliers (RAM)

In order to achieve stable solutions and mobilize the rich toolbox of convex optimization, many
authors prefer to consider the convex relaxation technique of the ¢y-norm. The method that
was introduced in [69] relies on the substitution of the fp-norm of the sparse outlier vector u
by its closest convex norm, i.e., the ;-norm, see [67, 68]. Such a relaxation is closely related
to the original minimization problem (5.25), since the ¢;-norm also preserves parsimonious
representations. Thus, the task in (5.25) leads to the following alternative convex formulation:

min |||y

u,f€H N ) (5.27)

subject to >0 (v — f(a;) — w;)” + A||f]3, < e,

for e, A > 0, . Considering the linear representation (5.11) (no bias term ¢ proposed by the
authors), the constraint task in (5.27) is equivalent to

min_ {|ly — Ko —ul3 + A" K o+ plful|,} (5.28)
o, uc

for values of 1 > 0, that correspond to the values of ¢ > 0. The convex minimization form in
(5.28) is known as the (generalized) LASSO task [24, 33], which is solvable by a large variety of
methods, e.g., using the Alternating Direction Method of Multipliers (ADMM) or its efficient
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Algorithm 7 Weighted Alternating directions solver: WAM

1. procedure WAM(K, y, A, p, w)

2 ’lfl,(o) ~—0

3 for k=1,2,... do

4 Gy + [K + My (y — Gge-1)

5 T <Y — Kd(k), ﬁ(k),z’ «~ S (T’(k)’z-, %) i=1,..N
6 Output: &) and u, after £ iterations.

Algorithm 8 Refined AM solver: RAM

1. procedure RAM(K, y, A, p, )

2 [d(o), ﬂ(o)} — WAM(K, Y, A\, [, 1)

3 for k=1,2,... do

4: Wiy = ([Ug-1y4| +0)7", i=1,.., N,
5

6

Output: &) and u, after £ iterations.

implementation, i.e., the so-called AM solver, as proposed in [69]. Although existing works on
based on the ¢;-norm minimization techniques provide guarantees of a fairly good approxima-

tion, in practice, the relaxation certainly compromises for something less, at least in terms of
the achieved MSE.

Additionally, inspired by the work in [88], the authors have proposed in [69] an improve-
ment of the optimization task (5.28). This has been achieved by using a non-convex relaxation
technique of the task in (5.26), that attempts to solve

N
min {Hy ~Ka—ul;+ " K"a + uZlog(\uﬂ + 5)} , (5.29)

o, ucRN -
=1

for 9 > 0 sufficiently small in order to avoid numerical instability. Since the additional regu-
larization term is now concave, the overall problem is non-convex. However, the last term in
(5.29) could be replaced by the local linear approximation of the logarithmic function via the
use of the reweighted ¢;-norm minimization technique proposed in [88], leading to the following
iteration for £k =0,1,...

N
(G, W) = argrcrxlizrtl {Hy ~ Ko —ul;+ a’K"a + uZw(k),i\uﬂ} : (5.30)

i=1
where the elements of the vector of weights, w;), are given by:

W(k)i = (‘U(k_1)7i‘ + 5)_1 ,t=1,...,N. (5.31)

The procedure could also be viewed as a refinement step of the AM solver (RAM solver)
and the scheme is summarized in Algorithms 8 and 7, where S denotes the soft-thresholding
operator?. It should also be noted that, the original AM solver (an improved implementation of

2Soft-thresholding operator: S(z,7) := sgn(z) - max{0, |z| — ~v}.
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ADMM), could be obtained from Algorithm 7, for weights equal to one, i.e., by setting w = 1;
the WAM solver is a more general scheme. For example, if for some reason the weights are set
not equal to one, but to other values, one may establish a better performance scheme for certain
types of problems. Notable is also the fact that, the scheme could be implemented more effi-
ciently, by applying the Cholesky factorization (with cost O(N?) after the factorization) instead
of an inversion, since matrix [ + AIy] remains unchanged. The aforementioned refinement
step improves the performance of the original AM solver [69], significantly. Moreover, it should
be noted that, in practice, more than two iterations do not offer significant improvements on its
performance. Furthermore, we should emphasize that the optimum parameters (A4, f.) to be
used with RAM (in terms of MSE), are not identical to the parameters (A, i) of AM solver in
(5.28) (WAM with w = 1). Thus, for p. > p the convergence speed of the RAM scheme is also
improved. Finally, theoretical properties of the method indicate that for small values of 6 > 0,
the method attempts to approximate the fy-norm of the sparse outlier vector u.

5.6.2 Sparse Bayesian learning: Robust Relevance Vector Machine
(RB-RVM)

Relevance vector machines (RVM) have recently attracted much interest in the research commu-
nity, because they provide a number of advantages. They are based on a Bayesian formulation
of a linear model with an appropriate prior that results in a sparse representation. As a conse-
quence, they can generalize well and provide inferences at low computational cost. The Sparse
Bayesian Learning (SBL) scheme has already been presented in Chapter 2. As an extension of
this work for the kernel-based nonlinear regression task, the Robust Bayesian-RVM (RB-RVM)
is an RVM modified scheme that employees the use of hyperparameters to impose sparsity on
the outlier estimates [70, 72, 1].

Assuming that f admits the linear representation in (5.12), the authors suggest the input-
output relation of the form:

y=Ka+cl+u+n=Az+mn, (5.32)

U c
augmented by the bias term. Adopting the Gaussian assumption for the inlier noise, the joint
posterior distribution of @ and w (assumed to be independent) is estimated via:

p(@)p(u)p(y|0,u)

where A = [K 1 Iy], z = 3) and @ = g), which is the vector of the unknown coefficients

p(0,uly) = ,
(0. uly) o)
where the likelihood term is given by
p(y|0,u) = N(Az,0*Iy), (5.33)

where 0 is the inlier Gaussian noise variance. Next, priors which ‘promote sparsity’ are assigned
to the vectors @ and u. To this end,

N

p(v|h) = H/\/’(vi|0, ) (5.34)
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holds for vectors @ and u, with hyperparameters 3 = [8i,...,y1)? and § = [dy,...,0n]7,
respectively, where each of the hyperparameters follows a uniform distribution. Next, follows
the inference stage.

Following the RVM inference rationale, we first find point-estimates for the hyperparam-
eters (3, & and the inlier noise variance o2, by maximizing

p(416.6.0%) = [ (410,50 OB (uld)d0

Since, all the distributions in the right hand side are Gaussian with zero mean, it can be

shown that p(y|3,d,0?) is a zero-mean Gaussian distribution with covariance matrix o?Iy +

ATCA, where C := diag (,BT, ET). The maximization of p(y|3, 8, 0?) is performed by the EM

algorithm® and the parameters ,8,3 and 62 are estimated. With this point estimation of the

hyperparameters and the noise variance, the (conditional) posterior distribution is given by

_ p(y]0,u, 5*)p(81B)p(uld)
p(ylB,4,5%)

Since, all the terms in the numerators are Gaussian, it can be shown that this is again a Gaussian
distribution with covariance and mean given by

p(8,uly, B,9,5%)

~ ~\ —1 ~
s = <o—*2ATA + C) and i = 0 25 ATy, (5.35)

where C = diag <Bl, oy By, 01, ...,3N>. To obtain the posterior distribution p(@,u|y), an
approximation is used and thus we obtain

p(Q, u‘y) = p(Q, ’Ll»’y, /37 57 62)

The desired posterior distribution of 8, u is a Gaussian distribution with the posterior covariance
and mean given by (5.35).

Finally, prediction is accomplished by using (5.12) as well as the covariance and mean of
the posterior distribution in (5.35). The predictive distribution of g is given by

p(ily, B,6%) = / p(18,52)p(6ly, B)d6. (5.36)

where the posterior distribution of @, i.e., p(Q|y,B), can be obtained from the joint poste-
rior distribution p(@,uly, 3,8,5%). This is a Gaussian distribution with mean and covariance
corresponding to the first part, 8, of the z vector, i.e.,

i@ = ij,j and /./ZQ = ﬁj. (537)

where J = {1,..., N + 1}. The difference of the scheme, with respect to the classical RVM
formulation is that instead of inferring just the parameter vector @ to the RVM algorithm, it
also infers the joint parameter-outlier vector z. This is accomplished by replacing the matrix
[K 1] by the matrix [K 1 Iy]|. The (MATLAB) code for the method can be found in:
http://www.vectoranomaly.com/downloads/downloads.htm.

3EM stands for Expectation Mazimization methods.
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Chapter 6

Robust Nonlinear Regression: A
Greedy Approach Employing Kernels

6.1 Introduction

Our main goal in this chapter is to extend the established work for the robust linear regression
task to the more general case of nonlinear models in RKHS. To this end, we resort to the
original problem formulation in (5.25) and attempt to solve the task via a modified Orthogonal
Matching Pursuit (OMP) scheme.

Moreover, theoretical properties of the proposed scheme regarding the identification of
the outliers for the case only outlier noise exists are established. Finally, an extended set of
experiments is reported, in which our theoretical findings are verified. The new scheme is
tested against its competitors, i.e., the RB-RVM and RAM methods, which have already been
described in Chapter 5.

6.2 Kernel Greedy Algorithm for Robust Denoising
(KGARD)

Our focus here is turned on attempting to solve the RKRR task via a greedy optimization
technique, which is inspired by the Orthogonal Matching Pursuit (OMP).

Although our motivation was originally driven by (5.26), we have also introduced and
worked with a variant, concerning the regularization term. This is because, we have found that,
in practice, this alternative leads to an enhanced performance. In the first of the two versions
the regularization is performed with the use of the H-norm. Additionally, a bias term (see the
linear expansion in (5.12)) is also included:

min |ulo
u,a€RY ceR (6 1)
subject to |ly — Ka —cl —ulj3+ Aa’ K"a < ¢.

In the alternative formulation, the regularization is performed via the use of the f5-norm of the
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unknown parameters, which is a standard regularization technique, [86]. Thus, the problem is
now formulated as
min |lullo
u,a€RN c€R (62)
subject to |y — Ka —cl —ul2 + Aaljs + \é® <,

Obviously, the difference lies solely on the regularization term.

Since both tasks (6.1) and (6.2) are combinatorial, due to the minimization of the fy-norm,
a straightforward computation of a solution is impossible. To bypass this obstacle, we will derive
a modified version of the OMP algorithm, that attempts to solve (6.1) and (6.2), see [38].

First, one should notice that in both cases, the quadratic inequality constraints could also
be written in a more compact form as follows:

J(z) =|ly — Az|3 + 2" Bz < ¢, (6.3)
where
o
A=K 1 Iy|,z=|c], (6.4)
u

and for the choice of matrix B either one of the following matrices could be used:

KT O ON IN 0 ON
B=|0" 0 07| o |OT 1 0T], (6.5)
ON 0 ON ON 0 ON

depending on whether the model (6.1) or (6.2) is adopted, respectively. The process adopted is
similar to the one for the linear case. The 2N + 1 column vectors of the matrix A are divided
into two complementary subsets: the active set, Sy, which contains the indices of the active
columns of the matrix at the k-th step, and the inactive set, Sy, which contains the remaining
ones. Thus, Agk denotes the column vectors of matrix A restricted over the subset gk For B
defined in (6.5), at each k-th step, B 5,8, comprises the first N + 1 + k rows and columns of
the matrix. Moreover, the set, Sk, defined in (4.2) is adopted for denoting the support for the
sparse vector estimate and refers strictly to columns of the identity matrix; however, here, the
cardinality of the initial set, Sy, is N + 1.

Initially, only the first N + 1 columns of matrix A are activated. Thus, k = 0 leads to the
initialization of the active set S = {1,2,..., N 4+ 1} with the corresponding initial matrices:

Az =[K 1],
and .
B; s, = [IST 8} or Inyq,
depending on the model selection, i.e., (6.1) or (6.2), respectively. Hence, the solution to the
initial LS problem is given by

-1
20 = argmzin Joy(2) = <A§~0A§O + >‘B§o,§o> Agoy.
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Algorithm 9 Kernel Greedy Algorithm for Robust Denoising: KGARD

procedure KGARD(K, y, A, ¢)
k<« 0
So—{1,2,.,N+1}, 8¢+ {1,..,N}, A= [K 1 Iy], B in (6.5)

-1
Z(0) (AgOAgO + )\B§07§O> Agoy > Initial reg. LS solution step.

while ||7 @)l > € do
k< k+1

Jr < argmaXjese  [T-1)4l, ik = Jx + |§0| > Selection step.
Sk Sk U {in}, S < Sioy \ U}
~1
10: Z(k) < (A?s:kA& + )\B§k7§k> A?S:ky > Reg. LS solution step.

11: Tk <Y — Ang(k)

1:
2
3
4
5: T(0) — Y — Ago,%(o)
6
7
8
9

T
12: Output: z;) = (éa),é(k),’&a» after k iterations.

Next, the method computes the initial residual, 7o) = y — Ag Z(0), and identifies an outlier!, as
the most prominent value of the residual vector. The selected index, say j; € &§, corresponds
to another index i; = j; + N + 1, which is then added into the set of active columns, i.e.,
81 = SoU {ir}. Thus, the matrix Az is augmented by the column vector, e;, drawn from
matrix Iy to form matrix Ag . Accordingly, the matrix B 3.5, s augmented by a zero row and
a zero column, forming Bg, 5. The new LS task is solved again (over the matrices Az, Bg g )
and the new residual, r(;), is computed. The process, summarized in Algorithm 9, is repeated
until the residual drops below a predefined threshold.

Simply stated, the algorithm alternates between a regularized LS task and a column
selection step that enlarges the solution subspace iteratively, in order to minimize the residual
error. Although it shares resemblance to its predecessor for the linear regression task, i.e.,
GARD, it is different in many ways. The basic differences are:

e A regularized LS problem is solved instead of a LS task; that is,
mzin J(k)(z) = mzln{Hy - AngH% + /\ZTngSkz} s (6.6)
where k£ is the current step index.

e The initialization for the set of active columns of matrix A is different. Besides, we should
take into account that the number of the data is less than the number of unknowns.

These differences, which are imposed by the different structure of the problem which is for-
mulated in an RKHS, lead to a completely distinct performance analysis for the method with
respect to its predecessor for the linear case, i.e., GARD.

The gain of the robust estimation with KGARD over the standard KRR task is demon-
strated in Figure 6.1. We consider our input data as 400 equidistant points over the interval
[0,1) and generate the uncorrupted data via a nonlinear function f € #H as a (sparse) linear

If outliers are not present the algorithm terminates and no outlier estimate exists in the solution 2.
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Figure 6.1: The significance of robust estimation: (a) Data corrupted by both inlier and 10%
of outlier noise. (b) The black and the red dashed lines correspond to the uncorrupted data
and the non-robust estimation performed, respectively. The MSE over the training set is 10.79.
(c) The black and the green dashed lines correspond to the uncorrupted data and the robust
estimation performed with KGARD, respectively. The MSE over the training set is 1.21.

00

combination of Gaussian kernels with o = 0.1 centered at a small number (i.e., 8 to 35) of those
points (randomly selected). Next, the data is separated into two sets, the training and the vali-
dation (testing) subsets. The training subset consists of the 200 odd indexed points of the entire
set (first, third, e.t.c.) and the validation subset includes the remaining ones (even indices).
The noisy data emerge from (5.32), where the inlier noise n ~ AN(0,4%Iy) and the vector of
outliers w has non-zero values equal to 40 or —40 uniformly distributed over N coordinates
at a fraction of 10%. Finally, the MSE is measured over 1000 Monte-Carlo runs (independent
experiments) for both the training and the validation set (more details on the experiment can
be found in Section 6.4.2).

In Figure 6.1(a), we have plotted the noisy data (blue dots) of the training set (for a specific
simulation). The red dashed line in Figure 6.1(b) corresponds to the estimation performed by
the simple KRR task. Figure 6.1(c) corresponds to the robust estimation, performed via the
KGARD. Comparing the two figures the advantages of the KGARD method are clear. Although
both versions (6.1) and (6.2) are suitable for dealing with the sparse minimization task, in
practice, the selection of the task in (6.2) turns out to be a better choice. In order to justify our
claim, we have performed a comparative evaluation for the precedent experiment. The MSE
attained via the H-norm regularization is M SE = 1.35, over both the training and validation
set. However, when performing the estimation with the />-norm regularization, the respective
value is reduced to MSE = 1.21, a performance improved by 10.4%. Hence, in the following, B
will be adopted to denote the matrix used with the regularization performed with the fo-norm
(defined in (6.5)). Finally, it should be noted that all A and e parameters have been chosen to
correspond to the values resulting to the best performance, after extensive experimentation.

Remark 6.1. In order to simplify the notation, in the following we adopt Ay and B, to
refer to the matrices A§k and ng 5. respectively, at the k-th step.

Remark 6.2. Once a column has been selected at the k-th step, it cannot be selected again in
any subsequent step, since the corresponding residual coordinate is zero. In other words, the
algorithm always selects a column from the last part of A, i.e., matrix Iy, that is not included
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Remark 6.3. For the following the implementation based on (6.2) is adopted, due to the im-
proved performance. Thus, B denotes the respective matriz defined in (6.5).

6.2.1 Efficient Implementations

As we have already discussed for GARD, faster implementations are also possible for KGARD.
Initially, the inversion of matrix A(TO)A(O) + AB(p) plus the multiplication of A%;J)y requires
(N +1)3 flops. At each of the steps, the required complexity is O ((N + k + 1)?), while the total
cost for the method is

O (3(k + 1)N® + (3/2)N?k* + (5/3)Nk* + k*/4) .

Such a cost is acceptable, since k << N is assumed?. However, the complexity of the method
could be further reduced, since a large part of the inverted matrix, at each of the subsequent
steps, remains unchanged. To this end, several methods could be employed [76].

The first technique, which has been applied to the proposed scheme, is the Matriz Inversion
Lemma (MIL) (see Appendix B). The initial computational cost requirement is cubic, due to
the inversion of the matrix

(6.7)

KTK + My K1
M) := Ao Aw) + ABu) = { 1K N+

At each step, the column vector e;, is selected from matrix Iy and matrices A1), B—1)
are augmented, forming Ay and B,. Next, follows the inversion of the new matrix M.
However, with the application of the MIL, the inversion at each step is avoided, due to the
computation of

M. . AT e
M, = (A%Fk)A(k) + AB@) = [ (k1) (k—1) Jk:| '

e Ag s (6.8)

and its inverse, recursively. Thus, the required cost for this update drops to O (N + 1 + k)?)
per iteration. However, since the inversion of matrix Mg could not be avoided, the total cost
after k steps becomes now:

O (2N? +2kN? + k°/3 4 (3/2)k°N) .

An alternative technique, which also offers an efficient implementation is the Cholesky
decomposition for matrix M. This is summarized in the following steps:

e Replace the initial regularized Least Squares solution step 4 of Algorithm 9, with:
Factorization step: Mg = L(O)L%:])

Solve L(O)L{O)é(o) = A%E))y using:
— forward substitution Lyg = A%)y

— backward substitution L, () = q

2The k step reflects on the detection of an outlier, which in most applications is relatively low, since the
outlier vector is assumed to be sparse.
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Complexity: O ((N +1)3/3 + (N +1)?)

e Replace the regularized Least Squares solution step 10 of Algorithm 9, with:
Compute d such that: L_d = Aafl)ejk

Compute: b= +/1—||d||3

Matrix Update: L) = [Lgﬂ;l) 2}

Solve L(k)La)i(k) = Aa)y using:
— forward substitution Lyp = Al,y

— backward substitution La)é(k) =p
Complexity: O ((5/2)N? + 4kN + (3/2)k?) per iteration.

Employing the Cholseky decomposition plus the update step leads to a reduction of the total
computational cost to
O((N+1)*/3+k°/2+ N*(5k/2+1)),

which is the implementation adopted throughout this work for KGARD (recall that & << N).
Finally, another technique that could also be applied is the QR factorization. However, this
leads to a slightly more demanding implementation compared to the Cholesky decomposition.

6.2.2 Further Improvements on KGARD’s Performance

In order to simplify the theoretical analysis and reduce the number of the corresponding equa-
tions, the proposed algorithm employs the same regularization parameter for all kernel coeffi-
cients. However, one may employ a more general scheme as follows:
min |l wllo
a,ucRY ccR (69)
subject to ||y — Ka — cl — ul? + ||Pal? + \c? <&,

where W is a more general regularization matrix (Tikhonov matrix), [86]. For example, as the
accuracy of the kernel based methods usually drops near the border of the input domain, it
is reasonable to increase the regularization effect at these points. This can be easily achieved
by employing a diagonal matrix with positive elements on the diagonal and increasing the
regularization factors that correspond to the points near the border. This is demonstrated in
the experimental Section 6.4.

6.3 Theoretical Analysis

Our main focus in this section is to study the theoretical properties of the proposed algorithmic
scheme. In particular: a) we prove that the inversion matrix is non-singular and thus the
solution to the Least Squares task at each step is unique and b) we provide the necessary
condition which guarantees that the proposed method identifies first the correct locations of all
the outliers, for the case where only outliers exist in the noise. The reason that, the analysis is
carried out for the case where inlier noise is not present, is due to the fact that the analysis gets
highly involved. The absence of the inlier noise makes the analysis easier and it highlights some

George K. Papageorgiou 122



Robust Algorithms for Linear and Nonlinear Regression via Sparse Modeling Methods: Theory, Algorithms
and Applications to Image Denoising

theoretical aspects on why the method works. It must be emphasized that, such a theoretical
analysis is carried out for the first time and it is absent in the previously published works.
However, as it is demonstrated in the experiments, the method succeeds in identifying outlier
locations in many more cases even when the theoretical result does not hold. This leads to the
conclusion that the provided condition can be loosen up significantly in the future. Note that
this is in line with most bounds and conditions that have been derived in the context of sparse
models. In practice, even in the more extreme cases, where inlier and outlier noise coexist, the
method manages to identify the majority of the outliers.

6.3.1 Non-singularity of the Inversion Matrix

In the current section, we are interested in the properties of the proposed scheme, i.e., KGARD.
It will be shown that, the matrix inverted at each step is non-singular thus the solution at each
step is unique. To this end, it is first required to establish expressions equivalent to the task in
(6.6) for the regularized Least Squares task that is solved at each iteration’s k-th step.

First, it can be readily seen that the minimization of J; in (6.6) for all £k = 0,1,2,... is
equivalent to the following set of normal equations®:

Mz = Afyy, (6.10)

for A > 0. Next, follows a lemma that guarantees the inversion of the matrix in (6.10) and
hence the existence of a unique solution for the task in (6.6).

Lemma 6.1. The matriz My in (6.8) is (strictly) positive definite for every X > 0, hence
invertible.

Proof. Consider a non-zero vector z € R** so that z = (a7, 5,’7T)T is decomposed, such
that a € RY, 3 € R and v € R¥. Then, it is easy to show that

2" Myyz = | Ko+ 1+ Is |5 + M|z + 182 > 0,

which implies that M) is a (strictly) positive definite matrix. O

Yy
(5)-o

A
where D) = { X g)(k)] It is well established that, problem (6.11) has a unique solution if

Moreover, the task in (6.6) is equivalent to:

2

(6.11)

)

2

minJ ) (z) = min
z z

and only if the null spaces of A and By, intersect only trivially, i.e., N(Aw)) NN (By) =
{0} [89, 90, 92]. Since M is (strictly) positive definite, the columns of D) are linearly
independent and the minimizer Zy € R¥TH* of (6.11) (or equivalently (6.6)) is unique, [91].

3Notice that matrix B (hence every By;) is a projection matrix.
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6.3.2 Robust Enhancement via the Regularization Term

This section is devoted to the presentation of an important property that enhances robustness
for the proposed method, i.e., KGARD. Recall the analysis provided in Chapter 2, where we
discussed about the problems associated with the identification of the outliers via the residual.
In the following analysis, it will be shown that the regularization term reduces the values of
the hat matrix in the diagonal. In other words, the effect of leverage points is significantly
reduced. Although the proof is carried out for the initial step, it could also be extended to
every subsequent step.

At the initialization of KGARD, Ay = [K 1] and B(g) = In41. The following analysis
(which is also adopted for the proof of the outlier identification) is based on the Singular Value
Decomposition (SVD) (see Appendix C) for matrix Ay = [K 1], i.e., A = QSVT. The
matrices @,V are orthogonal, while S is the matrix of dimension N x (N + 1) of the form
S = [E O}. The matrix A%)A(O) is positive semi-definite, thus all of its eigenvalues are non-
negative. Hence, ¥ is the diagonal matrix with entries the singular values of matrix A, i.e.,
g; Z O, 1= 1,...,N.

If no regularization was performed, according to the ordinary LS task, the hat matrix
would equal H = QQT, see (2.8). However, since at every step a regularized LS task is solved
(instead of an ordinary LS one)

24+ My O
AlpA) + My =V { J(;T N A} VI =VAVT, (6.12)
N X g

and the new hat matrix is expressed as

H = Ag)(Al) A + M) Al = QGQT, (6.13)
where
2
G = X(X? + My) ' is a diagonal matrix with entries g;; = %, i=1,2,...,n, (6.14)
g

where A > 0 is the regularization parameter and o; the i-th singular value of the matrix A ).

Thus, this leads to a residual expression similar to (2.12), simply by replacing matrix H, by H.
Hence, from (6.13), it is a matter of simple manipulations to establish for the diagonal elements
of the new hat matrix that they satisfy

o2

hii = mhu. (6.15)
In simple words, the regularization performed down-weights the diagonal elements of the hat
matrix. Equation (6.15) is of great importance, since it guarantees that hi; < hy; for any A > 0.
Furthermore, it is readily seen that as A — 0 the detection of outlier via the residual is forbidden
(recall that here h o~ 1), while as A — oo then hi; — 0 and thus occurrences of leverage points
tend to disappear. In simple words, the regularization performed on the specific task guards
the method against occurrences of leverage points. Of course, this fact alone does not guarantee

that one could safely detect an outlier via the residual. This is due to the following two reasons:
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a) the outliers values could be too small (engaging with the inlier noise) or b) the fraction
of outliers contaminating the data could be enormously large; in such cases the summation
term in (2.12) could easily be the dominant one. Based on the previous discussion, we adopt
the assumptions that the outliers are relatively few (the vector w is sparse) and also that the
outlier values are (relatively) large. From a practical point of view, the latter assumption is
natural, since we want to detect values that greatly deviate from healthy measurements. The
first assumption is, also, in line with the use of the greedy approach. It is well established by
now that greedy techniques work well for relatively small sparsity levels. These assumptions
are also verified by the obtained experimental results. Finally, it should be stressed here that a
condition similar to (2.9) does no longer hold (nor does the corresponding discussion), since for

the new hat matrix, H , the idempotent property is no longer satisfied.

6.3.3 Identification of the Outliers for the Noiseless Case

The following theorem establishes a bound on the largest singular value of matrix A ), which
guarantees that the method first identifies the correct locations of all the outliers, for the case
where only outliers exist in the noise. However, since the e parameter controls the number of
iterations for which the method identifies an outlier, it is not guaranteed that it will stop once
all the outliers are identified, unless the correct value is somehow given. Thus, it is possible
that a few other locations that correspond to healthy measurements are classified as outliers.

Theorem 6.1. Let K be a full rank, square, real valued matriz. Suppose, that

y=[K 1] (a) +u,

o

>

where w is a sparse (outlier) vector. KGARD is guaranteed to identify first the correct locations
of all the outliers*, if the mazimum singular value of matriz Ay = [K 1], satisfies:

Tmaz(A0) < TV, (6.16)

where

i —V2\||6

2[|ull> — min [ul + V2A]|0]]>

min |u| is the smallest absolute value of the sparse vector over the non-zero coordinates and
A > 0 is a sufficiently large® reqularization parameter for KGARD.

Proof. The proof is based on the SVD decomposition (see Appendix C) for matrix A). For
simplification, the notation o,; will be used to denote its maximum singular value.

The proposed method attempts to solve at each step the regularized Least Squares (LS)
task in (6.6), which is equivalent to (6.11). Thus, the regularized LS solution at each k-th step

4However, the theorem does not guarantee that only the locations of the outliers will be identified. If the
value of € is too small, then KGARD will select locations that do not correspond to true outlier indices.
5Since the regularization parameter is defined by the user, such a value can be achieved.
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is expressed as:

. _ Y _
Zk) = (D(I;C)D(k)) 1D(Tk) (0) = (Ag,;)A(k) + )\B(k)) 1Aﬁ,)y, (6.18)

and the respective residual of the lower dimensional space as

Ty =Y — AwZm =Y — Aw (AR Aw + ABw) ALY (6.19)

Step k£ =0:

Initially, So = {1,..., N 4+ 1} (no index has been selected for the outlier estimate), thus A =
[K 1] and By = Iy;. Hence, the expression for the initial regularized LS solution Zq is
obtained from equation (6.18) for £ = 0. Combining (6.19) for £ = 0 with (6.12) leads to

ro) =y —QGQ"y, (6.20)
Furthermore, since y = A0 + u, substituting in (6.20) leads to
roy=u+QFV'0 - QGQ"u, (6.21)

where F = § — GS = [X — G 0] and G is defined in (6.14). Matrix F is also diagonal with
F

values )

3 oF) .

i =5, t=1,2,..., N.

4 o+ A !
At this point, it is required to explore some of the unique properties of matrices G and F'.
Recall that the (matrix) 2-norm of a diagonal matrix is equal to the maximum absolute value

of the diagonal entries. Hence, it is clear that

|Gll2 = o3/ (03, +X) and || F||o = [|F||2 < VA/2, (6.22)

Ao
o2+

since g(o) = U;’i 5 is a strictly increasing function of o > 0 and f(o) =

maximum, which determines the upper bound for the matrix 2-norm.

receives a unique

Finally, it should be noted that if no outliers exist in the noise, the algorithm terminates
due to the fact that the norm of the initial residual is less than (or equal to) €. However, this
scenario is rather insignificant, since no robust modeling is required. Thus, if our goal is for the
method to be able to handle various types of noise that includes outliers (e.g. Gaussian noise
plus impulses), we assume that ||r)||2 > €. In such a case, KGARD will select an outlier index
from the set S§ = {1,2,..., N}.

At the first selection step, as well as at all subsequent steps, we should impose a condition
so that the method identifies and selects an index that belongs to the support of the sparse
outlier vector. To this end, let S denote the non-empty support set for the sparse outlier vector
u. In order for KGARD to select an atom e;, from columns of the matrix Iy that belongs to
S, we should impose

|T(0)72‘| > |T(0)7j|7 for all 1 € S and JE S¢. (623)

The key is to establish appropriate bounds, which guarantee the selection of a correct index
that belongs to S. Therefore, we first need to develop bounds on the following inner products.
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Using (6.22), the Cauchy-Schwarz inequality and the fact that @,V are orthonormal, it is easy
to verify that

(e, QFV0)| = |(Q"e)" FV'8| < | Q"el, [|FV7 0|, <

VA
<|Fl,[[v7ell, < - lel, (6.24)

as well as

(e, QGQ™w)| = |(Q"e))" GQ u| < HQTezH2 |GQ ul|, <

T
<G|, || Q@ ul, PRI +>\ ull, (6.25)
forall [ =1,2,..., N. Thus, we have that
Iro)l = [(r@), €)= {u+ QFV'0 — QGQ"u,e;)| >
> |u;| — [{e;, QFVT0)| — |(e;, QGQ"u)| >
. VA o2
> minul — 5 18]~ 7 lull, >
. V2 o2
> minfuf = Y52 0], ~ 57 . (6.26)
for any 7 € S and
Irol = [{ro).e;) = (QF VT8 — QGQ"u, e;)| <
< |(e;, QFV"0)| +|(e;, QGQ u)| <
< gl + Ty, <
2 20 g2, + o2, A2
V2 o2
<5180+ 5l (6.27

for all j € S¢ where equation (6.21) and inequalities (6.24) and (6.25) have also been used.
Hence, imposing (6.23) leads to (6.16). It should be noted that, a reason that could lead to
the violation of (6.16) is for the term min |u| — v/2)\|@]], to be non-positive. Thus, since the
regularization parameter is fine tuned by the user we should select a value for A, such that
A < (min |ul/ [|@]|,)* /2. If the condition is guaranteed, then at the first selection step a column
indexed as j; € S is selected. The set of active columns that participate in the LS solution of

the current step is then S; = {ji1} C S and thus Ay = [A(O) ejl] and By = {Ig;fl 8}

After the selection of the first column the inversion of the following matrix is performed:
A%)A(Q) + )\IN—i—l A%)eh} ‘

T T
DDy = Ay Aw) + ABa) = el Ag) 1

Applying the Matriz Inversion Lemma combined with (6.12) leads to

(D)D)~ = VATV 4+ 3VIIQ e ef QTVT —%VFTQT@J

1 1
——e}lQFVT B
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where T' = [B(X2+ My) ™ 0] and 5 = 1 — el QGQ"e;, = 1—||G'*Q"e;, H2 The regularized
LS solution is obtained from (6.18) for k£ =1 and after substitution into (6.19) leads to the new
residual vector:

ray=y— Anzu = Pyu+ P QFVT0 — P1)QGQ"u, (6.28)

where Py = Iy + %QGQTejleJT1 - %eﬁe]rl.

The process of the augmentation of the active set (by the selection of an atom/column),
continues, until the norm of the residual vector drops below the user-defined threshold. Thus,
in order for KGARD to select an index from the set S and as long as the e parameter is tuned

sufficiently small we should impose

rq).i| > |ray;l, foralli e S\ Sy and j € S°

In order to simplify (6.28) we need to decompose the sparse vector u into two parts.
Based on (4.27) and with the use of simple linear algebra, we obtain Py)(u — QGQTu) =
— QGQ"u, where

1
5

Hence, the final form of the residual at step £ =1 is:

aq) = Fo\s (u) + < (€] QGQ Fs\s,(u)) - €;,. (6.29)

) = aa) + P)QFV'0 — QGQ u). (6.30)

Notice here that, supp(u) = supp(t(1)) = S and that the first and third terms of the residual
in (6.30) are independent of matrix P(l) Next, we focus on taking bounds on every term of
the right-hand part in (6.30). Recall that the matrix Py was not present in (6.21). The fact
that it could not be excluded from the second term of the residual in (6.30) adds some extra
difficulty to the task. However, we could overcome such an obstacle simply by noticing that
there is no need to establish bounds on the matrix Py after using the sub-multiplicative norm
property on the product P )QF VT, Instead, we are only interested in establishing a bound on
the norm of the vector Pg)el for every | # ji. Therefore, the I-th row of the matrix Py, i.e

Pg)el =e +w-ej,

is a 2-sparse vector with w = % (eép1 QGQTel). Moreover, it is readily seen that,
2

1 o
w| < 3 IGl, < TM <1, (6.31)

since 1/3 < (03, + A\)/X and o) < VA as observed from (6.16) and (6.17) (v < 1). Thus, we
have that

|IPhell, = V1 +w]? < V2. (6.32)
Exploiting the latter bound we have that

(e1, PQFV'0)| = |(Q" Pye) FV'0| < || Pjel, | FV7E, <

V2
<V2|F|, 8], < — 1l (6.33)
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Moreover,
o2 min |u .
LT QGQ Fs, ()| < P Fas, (W)l < o g, () < i u] < [ .
6 A [l
which according to (6.29) leads to
Hu H2 < ||ull, - (6.34)

Similarly, we have that
r@.il = ray, )| = [(ag) + PyQFVT0 - QGQuq), ei)| >

> ;| - \(ei,P(l)QFVTQH — |(e:, QGQ ug))| >
V2X

>min|1_L|—T||_||2 o2 —i-)\H H2
) 2\
> ol — Y32 0l — —7 ), (6.35)

for any i € S\ S; and

ra)il = ray, e;)] = [(PnQFVT0 — QGQ un), e;)| <
[(e;, P)yQFVT0)| + |(e;, QGQ  uy))| <

IN

V2A o2 -

TH—Hz o2 +)\Hu(1)||2<

< Y200, + Jul (6.36)
9 = 2t M+>\ Sz '

for all j € 8¢, where (6.25), (6.30), (6.33) and (6.34) are used. Thus, once more, by imposing
that the lower bound in (6.35) has to be greater than the upper bound in (6.36) we are led to
(6.16). Hence, it is guaranteed that at the current step the column indexed j, € S is selected
and thus Sy = {j1,j2} € S. Now that we have demonstrated how the method works for the
first simple step, we present the general selection step analysis for KGARD.

General k-th step:
At the k-th step, Sp = {J1,72, .-, jx} € S and thus

Iy O(N+1)><k:|
A = |A I and By )
0 = [Aw) Is] {O?;v e O

The LS step requires the inversion of the matrix

AT A + Myy AT T
DDy = AfyAw) + ABr) = { O A o 5’“} .

ngA(O) I
Applying the Matriz Inversion Lemma combined with (6.12) leads to

—1y/T TATT. Tx/—1 7T T TATT. Tx7—1
(DiyDu)) ™ = VATVI+VINQ Is W) I5,QTVE —VITQ ISkak)],

T xr—1
~Wieh I5QrV Wiso
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where W(sk) = I, — I3 QGQ"Is,. In turn, substitution into (6.19) leads to:
Ty = Pryu + PyQFV'0 — PiyQGQ"u, (6.37)

where Py = In+ QGQ*Is, W(gi)ng —1Is, ﬁ}(;i)ng‘ If we would like for the method to select
an index from the set S, we should impose

‘T(k)ﬂ" > |T(k),j’7 for all 7 € S\Sk andj c S°.

Now P(k)(u — QGQTU) = '&(k) — QGQTﬁ(k), where

) = Is, W5 IL QGQ"Fs s, (u) + Fsys, (1), (6.38)
Hence, the final form for the residual is:
Ty = U + Py QFVT0 — QGQ . (6.39)
Following a similar path for [ ¢ Sy we conclude that
P(j,;)el =€ + ngﬁv/(gi)ngQGQTel,

is a (k + 1)-sparse vector. Furthermore, it is readily seen that
w-1 77 T ot
HW(Sk)ISkQGQ elH2 <2<y, (6.40)
which leads to HP&;)elH < v/2. Moreover,
2

V2 -
(e, PwQF V"' 0)| < —= |0, and [[agll> < [[ul.. (6.41)

The bounds for the residual are now expressed as

V2 o2

7@l = [{rew. €:)| > minfu| — —=1|8[|, — R [l (6.42)

for any i € S\ S, and

NG3Y o2,

a1 = Iirog, el < 52181 + 7l (6.3
for all j € 8¢, where (6.39) and (6.41) are used. Finally, by imposing the lower bound of (6.42)
to be greater than the upper bound of (6.43) leads to the inequality (6.16). At the k-th step,
it is proved that unless the residual length is below the predefined threshold the algorithm will
select another correct atom from the identity matrix and the procedure is repeated until S, = S.
At this point, if the € parameter is carefully tuned the residual of KGARD drops below the user-
defined threshold and the procedure terminates. If not, then extra indices that correspond to
healthy observations are classified as outliers and S C ;. m
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Careful tuning of the ¢ parameter seems to play an important role regarding the perfor-
mance of KGARD. This is the user-defined parameter that controls the number of iterations for
the method (thus the convergence speed) and also the sparsity for the outlier estimate vector.
Assuming that the e value is set to a relatively small value, the algorithm will first select the
correct locations of the outliers and then continue until all columns of Iy are selected (in such
case k = N is the maximum number of iterations for KGARD). Consequently, we can easily see
that the norm of the residual vector will eventually drop below € > 0 (and if all columns are
selected r(;) = 0). Simply stated, the procedure will continue and model other samples (not
originating from a noisy source) as outliers filling up the outlier estimate vector &, which will
no longer be sparse. On the contrary, if € is set to relatively large values, the algorithm will stop
within a few only iterations, which leads to the identification of only a few of the true outliers
in the dataset. Hence, sensible tuning of € should be applied. Finally, it should be stated that
the algorithm is not very sensitive to the choice of €, i.e., small changes in its value do not affect
the sparsity level of the outlier estimate.

In principal, the analysis for the case where inbound noise is present can be carried out
in a way similar to the the one provided for the noiseless case. However, this turns out to be
excessively algebraically complex.

6.4 Experiments

For the entire section of experiments, the Gaussian kernel is employed and all results are av-
eraged over 1000 Monte-Carlo runs (independent simulations). At each experiment, the pa-
rameters are optimized (via cross-validation) and the respective parameter values are given (for
each method) so that results are reproducible. The specific (MATLAB) code can be found in
http://bouboulis.mysch.gr/kernels.html.

6.4.1 Testing the Recovery of the Sparse Outlier vector’s Support

In the current section, our main concern is to test on the validity of the condition (6.16), in
practice. To this end, we have performed the following test for the case where only outliers exist
in the noise.

We consider N = 100 equidistant points over the interval [0, 1] and generate the output
data via f(z;) = Zjvzl a;K(z;, x;), where k is the Gaussian kernel with o = 0.1 and the vector
of coefficients a = [ay,...,ay] is a sparse vector with the number of non-zero coordinates
ranging between 2 and 23 and their values drawn from N(0,0.5%). Since no inlier noise exists,
our corrupted data is generated via (5.24) for n; = 0 and outlier values +u. Moreover, since
the condition (6.16) is valid for fixed values of the parameters involved, we have measured the
capability of KGARD to recover the support of the sparse outlier vector, i.e., S = supp(u),
while varying the values of the outliers. In Figure 6.2, KGARD’s capability to identify the exact
sparse outlier vector support is demonstrated, for a fraction of outliers at 10%. On the vertical
axis we have measured the percentage of correct and wrong indices recovered, while varying the
value u of the outliers. In parallel, the bar chart demonstrates the validity of the introduced
condition (6.16). It is clear that, if the condition holds, KGARD identifies the correct support
of the sparse outlier vector successfully. However, even if the condition is rarely satisfied, e.g.,

131 George K. Papageorgiou



Robust Algorithms for Linear and Nonlinear Regression via Sparse Modeling Methods: Theory, Algorithms
and Applications to Image Denoising
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Figure 6.2: Percentage of the correct (green pointing up) and wrong (orange pointing down)
indices that KGARD has selected, while varying the values +u of the outliers at the fixed
fraction of 10%. Although the condition (6.16) is valid only for values greater than £600 (and
with high probability valid for values 400-599), the support of the sparse outlier vector has been
correctly identified for much smaller values of outlier noise, too.

for u = 100, the method still manages to identify the correct support. This fact leads to the
conclusion that the condition imposed by (6.16) is rather strict.

Finally, in Table 6.1, the previous experiment has been performed for various fractions of
outliers. In the second and third column, we have listed the percentage of correct and wrong
indices selected by KGARD, for all values of outliers ranging from 50 to 1000. Moreover, in the
final column, the minimum value of outliers, which renders the condition valid, is shown. For
example, in the second row and for fraction of outliers at 10% the condition is valid only for
values greater than 600 (last column in Table 6.1). However, the method manages to correctly
identify the support (one-to-one index for columns two and three), not only for values u greater
than 600, but for all outlier values, ranging from the minimum value of 50 to the maximum
value of 1000. It should also be noted that, experiments have been performed with the use of
various nonlinear functions and results were similar to the ones presented here.

Table 6.1: Percentage of correct and wrong indices that KGARD has selected, for outlier values
u ranging from 50 to 1000. The correct support (second column) corresponds to true outliers
(indices in &), while the wrong support (third column) corresponds to locations which are
wrongly classified as outliers (thus do not belong to ). In the final column the minimum value
u of outliers for which the support recovery condition is valid, is listed.

Outlier fraction || Correct support | Wrong support | Outlier value u
5% 100 % 0% 450
10 % 100 % 0 % 600
15 % 100 % 0% 650
20 % 100 % 0% 700
25 % 100 % 0% 750
30 % 100 % 0% 950
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Table 6.2: Computed MSE for f(z) = 20sinc(2rz) over the training and validation set. Addi-
tionally, the percentage of correct and wrong indices that each method has classified as outliers
and the Mean Implementation Time (MIT), for various levels of inlier and outlier noise, are
evaluated.

Algorithm MSE,. | MSE,y | Cor. ind. | Wr. ind. | MIT (sec) | Inlier - Outlier
RB-RVM 0.0850 0.0851 - - 0.298 20 dB - 5%
RAM (A =0.07, u = 2.5) 0.0344 0.0345 100 % 0.2 % 0.005 20 dB - 5%
KGARD (A =0.2, =10) || 0.0285 | 0.0285 100 % 0% 0.004 20 dB - 5%
RB-RVM 0.0911 0.0912 - - 0.298 20 dB - 10%
RAM (A =0.07,u = 2.5) 0.0371 0.0372 100 % 0.1 % 0.007 20 dB - 10%
KGARD (A =0.2, = 10) || 0.0305 | 0.0305 100 % 0% 0.008 20 dB - 10%
RB-RVM 0.0992 0.0994 - - 0.299 20 dB - 15%
RAM (A =0.07,u=2) 0.0393 0.0393 100 % 0.6 % 0.008 20 dB - 15%
KGARD (A =0.3, =10) || 0.0330 | 0.0330 100 % 0% 0.012 20 dB - 15%
RB-RVM 0.1189 0.1184 - - 0.305 20 dB - 20%
RAM (A=0.07,u=2) 0.0421 | 0.0422 100 % 0.4 % 0.010 20 dB - 20%
KGARD (A =1,e = 10) 0.0626 0.0626 100 % 0% 0.017 20 dB - 20%
RB-RVM 0.3630 0.3631 - - 0.327 15 dB - 5%
RAM (A =0.15, 4 =5) 0.1035 0.1036 100% 0.7 % 0.005 15 dB - 5%
KGARD (A =0.3, =15) || 0.0862 | 0.0862 100 % 0.1 % 0.005 15 dB - 5%
RB-RVM 0.3828 0.3830 - - 0.319 15 dB - 10%
RAM (A =0.15, 4 =5) 0.1117 | 0.1118 100% 0.4 % 0.006 15 dB - 10%
KGARD (A =0.3,e =15) || 0.0925 | 0.0925 100 % 0% 0.008 15 dB - 10%
RB-RVM 0.4165 0.4166 - - 0.317 15 dB - 15%
RAM (A =0.15, 4 =5) 0.1186 0.1186 100% 0.3 % 0.007 15 dB - 15%
KGARD (A =0.3,e =15) || 0.1001 | 0.1003 100 % 0% 0.012 15 dB - 15%
RB-RVM 0.4793 0.4798 - - 0.312 15 dB - 20%
RAM (A =0.15,u = 4) 0.1281 | 0.1282 100% 1.4 % 0.008 15 dB - 20%
KGARD (A=0.7,e =15) || 0.1340 0.1349 100 % 0% 0.016 15 dB - 20%

6.4.2 Evaluation of the Method: Mean-Square-Error (MSE)

In the current section, the previously established methods that deal with the robust nonlinear
estimation with kernels, i.e., the Bayesian approach, RB-RVM, and the weighted ¢;-norm ap-
proximation method, RAM, are compared against KGARD in terms of the mean-square-error
(MSE). Additionally, the evaluation includes the listing of the percentage of indices that each
method has identified as outliers, for all methods, except for the Bayesian approach. Moreover,
the Mean Implementation Time (MIT) is measured for each experiment. Finally, as already
discussed in Section 6.2.2, we have increased the regularization value A of KGARD near the
borders for the first two experiments, as a means to increase the performance. In particular,
at the first and last five points (borders), the regularizer is automatically multiplied by the
factor of 5, with respect to the predefined value A, which is set on the interior points. It should
also be noted that, the observation data are generated via equation (5.24) for the rest of the
experiments in the current section. The experiments and their results are analyzed next.

For the first experiment, we have selected the sinc function, which is well known in the
machine learning community for its properties. We consider 398 equidistant points over the
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Table 6.3: Performance evaluation for each method, where f € H is considered as a linear
combination of a few kernels with the input data lying on the 1-dimensional space. The inlier
noise is considered random Gaussian with ¢ = 4 and for various fractions of outliers we have
computed: the training and validation MSE, the percentage of correct and wrong indices that
each method has classified as outliers and the Mean Implementation Time (MIT).

Algorithm MSE,;, | MSE,y | Cor. ind. | Wr. ind. | MIT (sec) | Outliers
RB-RVM 3.3405 | 3.3436 - - 0.309 5%
RAM (A= 0.15, 0= 33) || 1.2450 | 1.2473 | 100% 0% 0.005 5%
KGARD (A= 0.3, = 57) || 1.1567 | 1.1580 | 998 % | 12 % 0.004 5%
RB-RVM 3.6111 3.6176 - - 0.308 10%
RAM (A =0.15, 0= 31) | 1.3085 | 1.3100 | 100% | 0.1% 0.005 10%
KGARD (A= 0.3,c = 55) || 1.2110 | 1.2120 | 99.9% | 0.9 % 0.008 10%
RB-RVM 3.7902 3.7950 - - 0.308 15%
RAM (A =0.15, u = 28) 1.3945 1.3972 100% 0.2 % 0.006 15%
KGARD (A =0.3,e =53) || 1.2922 | 1.2942 100 % 0.8 % 0.012 15%
RB-RVM 4.0685 | 4.0705 - - 0.307 20%
RAM (A= 0.15, 0 = 24) || 1.5110 | 1.5109 | 100% | 0.8 % 0.007 20%
KGARD (A =0.3,e =52) || 1.5173 1.5262 99.9 % 0.4 % 0.016 20%

interval [—0.99, 1) for the input values and generate the uncorrupted output values via f(z;) =
20sinc(2mx;). Next, the set of points is split into two subsets, the training and the validation
subset. The training subset, with points denoted by (y;, x;), consists of the N = 199 odd indexed
points (first, third, e.t.c.), while the validation subset comprises the remaining points, which
are denoted as (y},z}). The original data of the training set, is then contaminated by noise,
as (5.24) suggests. The inlier part is considered to be random Gaussian noise of appropriate
variance (measured in dB), while the outlier part consists of various fractions of outliers with
constant values +15, distributed uniformly over the support set. Finally, the kernel parameter

o has been set equal to o = 0.15.

Table 6.2 depicts each method’s performance, where the best results are marked in bold.
In terms of the computed MSE, it is clear that KGARD attains the lower MSE for both the
training and the validation error for all fractions of outliers, except for the fraction of 20%.
This fact is also in line with what is known concerning the performance of the sparse greedy
methods in practice; that is, their performance boosts as the sparsity level of the approximation
is low. On the other hand, the RAM solver seems more suitable for larger fractions of outliers.
Moreover, the computational cost is comparable for both methods (RAM and KGARD) and for
small fractions of outliers. Regarding the identification of the sparse outlier vector’s support,
although both methods correctly identify the correct indices belonging to the true support, i.e.,
S, RAM incorrectly classifies more indices compared to KGARD.

For the second experiment, the performance for each method is evaluated for the following
set-up. The input data consists of 400 equidistant points over the interval [0,1). The uncor-
rupted observations are generated via f(z;) = 2?101 a;k(zj, ;) by the Gaussian kernel with
parameter ¢ = 0.1 and a sparse coefficient vector, a;, with non-zeros ranging between 4% and
18% and their values randomly drawn from the Gaussian distribution N(0,20%). In the sequel,

the set of points is split into two subsets, the training and the validation subset. Similar to the
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Table 6.4: Performance evaluation for each method, where f € H is considered as a linear
combination of a few kernels with the input data lying on the 2-dimensional space. The inlier
noise is considered white Gaussian with ¢ = 3 and for various fractions of outliers we have
computed: the training and validation MSE,the percentage of correct and wrong indices that
each method has classified as outliers and the Mean Implementation Time (MIT).

Algorithm MSE;,. | MSE,y | Cor. ind. | Wr. ind. | MIT (sec) | Outliers
RB-RVM 3.9825 3.6918 - - 0.416 5%
RAM (A=0.2,pu = 22) 2.0534 1.8592 100% 0.1 % 0.010 5%
KGARD (A =0.15,e =46) || 1.7381 | 1.5644 100 % 0.3 % 0.009 5%
RB-RVM 4.2382 3.8977 - - 0.419 10%
RAM (A =0.2,u = 18) 2.2281 1.9926 100% 09 % 0.013 10%
KGARD (A=0.15,e =44) || 1.8854 | 1.6750 100 % 0.5 % 0.016 10%
RB-RVM 4.5749 4.2181 - - 0.418 15%
RAM (A =0.2,u = 17) 2.5944 2.2846 100% 1.6 % 0.016 15%
KGARD (A =0.2,e =42) | 2.1968 | 1.9375 99.9 % 0.9 % 0.024 15%
RB-RVM 5.7051 5.0540 - - 0.418 20%
RAM (A= 0.2, u = 16) 3.0593 2.6703 99.9% 2.3 % 0.020 20%
KGARD (A =04,e =42) 3.0293 | 2.6113 99.9 % 1% 0.033 20%

first experiment, the training subset consists of the N = 200 odd indexed points (first, third,
e.t.c.), while the remaining (even indices) correspond to the validation/test subset. The uncor-
rupted observations of the training set is contaminated by white Gaussian noise with variance
equal to 16. Finally, various fractions of outliers have been used (distributed uniformly over the
training points) with values 40 or —40.

In Table 6.3, the performance for each method is depicted. Once again, KGARD attains
the lowest MSE for all fractions of outliers up to 15%. It is readily seen that this holds, despite
the fact that the support of the sparse outlier vector is not fully recovered (due to the existence
of heavy inlier noise). Also notice that, for the case where 20% of outlier values are present, the
MSE for RAM is lower than KGARD'’s, for both the training and the validation set. This comes
at no surprise, since it is in line with what is the more general experience, in practice, concerning
the comparative performance of /1-norm based optimization and the greedy algorithms.

For the final pilot experiment, KGARD’s performance is tested for the case where the
input data lies on a 2-dimensional subspace. To this end, we consider 31 points in [0, 1] and
split these points to form the training set, which comprises 16 odd indices and the rest 15
forming the validation set. Next, the 312 points are distributed over a squared lattice in plane
[0,1] x [0, 1], where each uncorrupted measurement is generated by f(x;) = 231:1 a,Kk(x;, x;),
(o0 = 0.2) and a sparse coefficient vector & = [ay, . . ., a512] with non-zero values ranging between
4% and 17.5% and their values randomly drawn from N'(0,25.6%). Thus, the training subset
consists of N = 162 points, while the remaining 15? correspond to the validation/test subset.
Next, the original observations of the training set are corrupted by inlier noise originating from
N(0,3%) and outlier values £40. The results are presented in Table 6.4 for various fractions
of outliers, with the best values of the MSE marked in bold. It is evident that for the 2-
dimensional nonlinear denoising task, KGARD’s performance outperforms its competitors (in
terms of MSE), for all fractions of the outliers.
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Finally, it should also be noted that, although the RB-RVM method does not perform at
the highest level, it utilizes the advantage that no tuning of parameters is required; however,
this comes at substantially increased computational cost. On the contrary, the pair of tuning
parameters for RAM, renders the method extremely difficult to be fully optimized (in terms of
MSE), in practice. However, taking into account the physical interpretation of € and A associated
with KGARD in the noise denoising task, we have developed a method for automatic user-free
choice, as it is demonstrated in the next chapter.
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Chapter 7

Applications to Image Denoising

7.1 Introduction

In this chapter, in order to test and verify the performance of the proposed algorithmic scheme,
in practice, we use the KGARD framework to address one of the most popular problems in the
field of image processing: the task of removing noise from a digital image.

First, we demonstrate how the proposed KGARD algorithmic scheme can be used to treat
the image denoising task in cases where the noise model includes outliers. This is accomplished
by diving the noisy image into smaller regions of interest (ROIs) and applying the robust scheme
separately. However, since it requires the tuning of the algorithm’s two parameters at each ROI,
automatic selection of both A\ and ¢ is established.

Next, two different denoising methods that deal with outlier noise are presented. The first
one is directly based on KGARD algorithmic scheme. The second method splits the denoising
procedure into two parts: the identification and removal of the impulses, which is first carried
out via the KGARD, and finally the removal of the remaining component from the intermediate
output via a cutting edge wavelet-based denoising method.

7.2 Modeling the Image and the Noise

The source of noise in a digital image can either be errors of the imaging system itself (e.g.,
hardware or software errors, transmission errors, quantization errors), errors that occur due to
limitations of the imaging system (e.g., small size of the sensor) or errors that are generated by
the environment (e.g., low light, heat, e.t.c.).

Typically, the noisy image is modeled as follows:
glx,2") =gz, o) + v(z,2),

where x, 2" € [0, 1] correspond to the normalized pixel coordinates, g is the original noise free
image and v the additive noise. Given the noisy image, g, the objective of any image denoising
method is to obtain an estimate g of the original image g. In most cases, we assume that
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NxN ROIL

(b)

Figure 7.1: (a) A square N x N region of intest (ROI). (b) Rearranging the pixels of a ROL.

the image noise is Gaussian additive, independent at each pixel, and independent of the signal
intensity and/or that it contains spikes or impulses (i.e., salt and pepper noise). However, there
are cases where the noise model follows other, than Gaussian, probability density functions (e.g.,
the Poisson distribution or the uniform distribution).

7.2.1 Dividing the Image into ROIs

In the proposed denoising method, we adopt the well known and popular strategy of dividing
the noisy image into smaller N x N square regions of interest (ROIs), as illustrated in Figure
7.1. Then, we rearrange the pixels so that it forms a row vector. Instead of applying the
denoising process to the entire image, we process each ROI individually in a sequential order.
This is done for two reasons: (a) first, the time needed to solve the involved optimization tasks
increases polynomially with N2 and (b) working in each ROI separately enables us to change
the parameters of the model in an adaptive manner in order to account for the different level
of details in each ROI. Note that, the rearrangement shown in Figure 7.1 implies that the pixel
(,7) (i.e., i-th row, j-th column) is placed at the n-th position of the respective vector, where
n=(—1)-N+j.

7.2.2 Robust Modeling

In kernel ridge regression denoising methods, one assumes that each ROI represents the points on
the surface of a continuous function, g, of two variables defined on [0, 1] x [0, 1]. The pixel values
of the clean and the noisy digitized ROIs are represented as gij = g(z;, xz) and (;; respectively
(both taking values in the interval [0, 255]), where z; = (i — 1)/(N — 1), % = (j — 1)/(N — 1),
for 7,7 = 1,2, ..., N. Moreover, as the original image g is a relatively smooth function (with the
exception on the edges) we assume that it lies in an RKHS induced by the Gaussian kernel, i.e.,
g € H, for some o > 0. Specifically, in order to be consistent with the Representer Theorem,
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we will assume that g takes the form of a finite linear representation of kernel functions, i.e.,

Z (zi,25)). (7.1)

After pixel rearrangement, equation (7.1) can be cast as:

g= @nK('7wn)=

where n = (i — 1) - N + j and x,, = (v;, 7). Hence, the intensity of the n-th pixel is given by

¢, = gl®n) Zoc K(Tn, Trm). (7.2)

The model considered in this paper assumes that the intensity of the pixels of the noisy
ROI can be decomposed as follows:

C C + —Zj _I_T/Z]a

for 4,7 =1,2,..., N, where n;; denotes the inlier noise component and u;; a possible outlier at
that pixel. In vector notation (after rearrangement) we can write:

¢=C(+u+mn, (7.3)

where ¢, ¢, u,n, € RY and w is a sparse vector. Moreover, as the elements of ¢ take the form
(7.2), we can write ¢ = K - «, where K, = K(Tn, ). In this context, we can model the
denoising task as the following optimization problem:

min [elo
a,ucRN* ccR (74)
subject to || — Ka — c1 —u|? + A||a|3 + \® <&,

for some predefined A\, e > 0. In a nutshell, problem (7.4) solves for the sparsest outlier’s vector
u and the respective a (i.e., the coefficients of the kernel expansion) that keep the error low;
at the same time the regularization parameter A controls the smoothness of the solution. The
larger the A is, the smoother the solution, i.e., & = K a, tends to become.

7.2.3 Implementation

The main mechanism of both algorithms, that are presented in this section, is simple. The image
is divided into N x N ROIs and the KGARD algorithm is applied sequentially in each individual
ROI. However, as the reconstruction accuracy of KRR methods drops near the borders of the
respective domain, we have chosen to discard their values. This means that although KGARD
is applied to the N x N ROI only the L x L values are used in the final reconstruction (those
that are around the center of the ROI). In the sequel, we will name the L x L centered region as
the “reduced ROI” or rROI for sort. Alternatively, one may consider that the image is actually
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Figure 7.2: Two consecutive N x N ROIs. Observe that the two ROIs overlap.
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Figure 7.3: (a) The algorithm has reached the right end of the image, hence it moves L pixels
below. (b) In this example, L = 8, N = 12. The image has been padded using 2 pixels in all
dimensions. The Figure shows the 8 first rROIs.

divided into L x L non-overlapping regions (the rROIs) and those regions are extended to the
size N x N. This means that the ROIs contain overlapping parts. We will also assume that the
dimensions of the image are multipliers of L (if they are not we can add dummy pixels to the
end) and select N so that N — L is an even number.

After the reconstruction of a specific rROI, the algorithm moves to the next one, i.e., it
moves L pixels to the right (see Figure 7.2), or, if the algorithm has reached the right end of
the image it moves at the beginning of the line, which is placed L pixels below (see Figure
7.3(a)). Observe that, for this procedure to be valid the image has to be padded by adding
(N — L)/2 pixels along all dimensions. In this paper, we chose to pad the image by repeating
border elements!. For example, if we select L = 8 and N = 12, to apply this procedure on an
image with dimensions? 32 x 32, we will end up with a total of 16 overlapping ROIs, 4 per line

!This can be done with the 'replicate’ option of MatLab’s function padarray.
20bserve that L divides 32.
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Algorithm 10 Selection of the regularization parameter A

1: Assume a user defined value Ag.

2: Compute the magnitude of the gradient T' given in (7.5), at each pixel.

3: Compute the mean gradient of each ROI, i.e., the mean value of the gradient’s magnitude
of all pixels that belong to the ROI.

4: Compute the mean value, m, and the standard deviation, s, of the aforementioned mean
gradients.

5: ROIs with mean gradient larger than m + s are assumed to be areas with fine details and
the algorithm sets A = .

6: All ROIs with mean gradient lower than m — s/10 are assumed to be smooth areas and the
algorithm sets A = 15\.

7: For all other ROIs the algorithm sets A = 5.

(see Figure 7.3(b)).

Another important aspect of the denoising algorithm is the automated selection of the
parameters A and € that are involved with KGARD. This an important feature, as these pa-
rameters largely control both the quality of the estimation and the correct identification of the
outliers. Thus, careful tuning at each specific ROI is required. Naturally, it would have been
intractable to require a user pre-defined pair of values (i.e., A, ¢€) for each specific ROIL. Hence,
we devised simple methods to adjust these values in each ROI depending on its features.

Automatic selection of the regularization parameter \

This parameter controls the smoothing operation of the denoising process. The user enters a
specific A value, e.g. \g, so that it controls the strength of the smoothening. Then the algorithm
adjusts this value at each ROI separately, so that A is small at ROIs that contain a lot of “edges”
and large at ROIs that contain smoother areas. The specific values given in Algorithm 10 are
the result of extensive experimentation.

In order to extract information from images, we have used an image gradient; this is a
directional change in the intensity or color of an image. In our case, the magnitude of the
gradient is computed via the Sobel (Sobel-Feldman) operator, which is a discrete differentiation
operator that computes an approximation of the gradient of the image intensity function, [93].
The operator uses two 3 x 3 kernels which are convolved with the original image to calculate
approximations of the derivatives - one for the horizontal and one for the vertical changes, i.e.,
T, and T, respectively. The gradient magnitude T is then computed with values

Tij = \/Tas; T Tyy,- (7.5)

Whether a ROI has edges or not, is determined by the mean magnitude of the gradient at each
pixel. The rationale is described in Algorithm 10.

Automatic computation of the termination parameter ¢

The stopping criterion for KGARD, that has been adopted for the image denoising task, is
slightly different than the one employed in Algorithm 9. In this case, instead of requiring the
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Figure 7.4: Histograms of the residual vectors used in the automatic computation of e.

norm of the residual vector to drop below ¢, i.e., ||r@)|l2 < €, we require the maximum absolute
valued coordinate of 7 to drop below e (H""(k:) HOO < €). The estimation of € for each particular
ROI is carried out as follows. Initially, a user defined parameter Ej is selected. At each step,
a histogram chart of the values |rg) ;| is generated, using LJIV—OQJ + 1 equally spaced bins along
the z-axis, between the minimum and maximum values of the coordinates. Let h denote the
heights of the bars of the histogram and h,,;, be the minimum height of the histogram bars.
Next, two real numbers, i.e., Fy, Es, are assigned. In particular, the number FE; represents the
left endpoint of the first occurrence of a minimum-height bar (i.e., the first bar with height
equal to Ay, moving from left to right). The number FE, represents the left endpoint of
the first bar, ¢, with height h, (moving from left to right) that satisfies both hy — hy_y > 1
and hy_1 < hpin + 5, £ > 2. This roughly corresponds to the first increasing bar, which in
parallel is next to a bar with height close to the minimum height. Figure 7.4 demonstrates some
typical examples regarding the computation of these numbers. Both F; and F, are reasonable
choices for the value of ¢ (meaning that the bars to the right of these values may be assumed
to represent outliers). Finally, the algorithm determines whether the histogram can be clearly
divided into two parts, where one represents the errors due to outliers by using a simple rule:
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Algorithm 11 KGARD for image denoising

Input: the original noisy image I and the parameters \g, o, Fy, N, L.

Build the kernel matrix K.

if the dimensions of the original image are not multiplies of L then
Add initial padding

Form I and O so that they have the same dimensions as I.

Add padding with size N — L around the image.

Divide the image into N x N ROIs and compute the regularization parameters of each ROI

according to Algorithm 10.

8: for each ROI R do

9: Rearrange the pixels of R to form the vector (.

10: Run the modified KGARD algorithm on the set ¢ with parameter A (obtained from
Algorithm 10) and stoping criterion as given in (7.6).

11: Let a, @ be the estimated solution according to KGARD algorithm.

12: Compute the denoised vector é‘ = Ka.

13: Rearrange the elements of ¢ to form the denoised ROI R.

14: Extract the centered L x L rROI from R.

15: Use the values of the rROI to set the values of the corresponding pixels in I.

16: Rearrange the elements of @ to form the outliers’ ROI.
17: Extract the centered L x L values of the outliers” ROI. R
18: Use these values to set the values of the corresponding outliers in O.

19: Move to the next ROI.
20: Remove the initial padding on I and O (if needed).
21: Output: the denoised image I and the outliers’ image O.

var(h )
mean(hy))
harder to distinguish these areas (e.g., figure 7.4(d)). Note that, we use the notation h, to
refer to the heights of the histogram bar at the k step of the algorithm. The final computation

of € (at step k) is carried out as follows:

o {min{Eo,El,Eg}, if Yol 0.9

> 0.9 then we assume that this is trivial (e.g., Figure 7.4(a)-(c)), otherwise it is

mean (b)) (76)
min{ £y, £ }, otherw1se

It should be noted that, the user defined parameter Ej has little importance in the evaluation of
e. One may set it constantly to a value near 40 (as we did in all provided simulations). However,
in cases where the image is corrupted by outliers only, a smaller value may be advisable although
it does not have a great impact on the reconstruction quality.

Direct KGARD implementation

The first denoising method, which we call “Kernel GARD Denoising” (or KGARD for short),
is described in Algorithm 11. The algorithm requires five user defined parameters: (a) the
regularization parameter, Ao, (b) the Gaussian kernel width, o, (c) the E, threshold for the
automatic computation of the termination parameter, (d) the size of the ROI, N and (e) the
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Figure 7.5: The KGARD-BM3D denoising method. First the KGARD applied to the noisy
image extracts the outliers and then the BM3D removes the remaining of the noise.

size of the rROIs, that are used in the reconstruction, i.e., L. Nevertheless, these parameters
are somehow interrelated. We will discuss these issues in the next sections.

KGARD combined with BM3D (KGARD-BM3D)

The second denoising method is actually a two-step procedure which combines the outliers
detection properties of KGARD with the denoising capabilities of a standard off-the-shelf de-
noising method. The KGARD algorithm is applied onto the noisy image, but this time the
produced denoised image I is discarded and only the positions and values of the reconstructed
outliers are taken into consideration. These are subtracted from the original noisy image and
a cutting edge wavelet-based method with the name BM3D (Block Matching and 3-D filtering)
is applied to the result, [43]. In this setting, (which is the one we propose) the KGARD is
actually used to detect the outliers and remove their contribution (estimate), while the BM3D
methods takes over afterwards to clean the remaining of the noise. Figure 7.5 illustrates this
procedure. This method requires the same parameters as KGARD, plus the parameter s, which
is involved in the BM3D algorithm. The BM3D filter is built upon the assumption that the
image is corrupted by Gaussian noise. Hence, the parameter s is the variance of that Gaussian
noise and is either known a-priori or it is given as a user-defined estimate. Moreover, it has
been demonstrated that BM3D can also efficiently remove other types of noise, if s is adjusted
properly, [46].

7.2.4 Parameter Selection

This section is devoted to prove guidelines for the selection of the user defined parameters for
the proposed denoising algorithms. Typical values of N range between 8 and 16. In most cases,
values near 8 or even lower increase the time required to complete the denoising process with
no significant improvements. However, if the image contains a lot of “fine details” this may be
advisable. In such case, smaller values for the width of the Gaussian kernel, o, may also enhance
the results since the regression task is more robust to abrupt changes. However, we should note
that o is inversely associated with the size of the ROI, N, thus if one increases N, one should
decrease o proportionally, i.e., keeping the product N - ¢ constant. For example, if N = 12
and ¢ = 0.3, then the kernel width covers 3.6 pixels. It is straightforward to see that, if N
decreases to say 8, then the kernel width that will provide a coverage of 3.6 pixels is o = 0.45.
We have observed that the values N = 12 and o = 0.3 (which result to a product equal to
N -0 = 3.6) are adequate to remove moderate noise from a typical image. In cases where the
image has many details and edges, N and o should be adjusted to provide a lower product (e.g.,
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N =12 and ¢ = 0.15, so that N - ¢ = 1.8). For images corrupted by high noise, this product
should become larger. Finally, the \ value controls the regularization on the final result. Large
values imply a strong smoothing operation, while smaller ones (close to zero) reduce the effect
of regularization leading to a better fit, but also may lead to overfitting.

For the experiments presented in this paper, we fixed the size of the ROIs using N = 12
and L = 8. These are reasonable choices that provide fast® results with high reconstruction
accuracy. Hence, only the values of o and Ay need to be adjusted according to the density of the
details in the image and the amount of noise. We have found that the values of o that provide
adequate results range between 0.1 and 0.4. Similarly, typical values of )y range from 0.1 to 1.
Finally, the constant Ej, was set equal to 40 for all cases.

The s parameter of the BM3D method is adjusted according to the amount of noise that
is presented at each image. It ranges between very small values (e.g, s = 10), when only a small
amount of noise is present, to significantly larger values (e.g., s = 25 or s = 50) if the image is
highly corrupted.

7.3 Experiments on Images Corrupted by Synthetic
Noise

In this section, we present an extensive set of experiments on grayscale images that have been
corrupted by mixed noise, which comprises a Gaussian component and a set of impulses (£100).
The intensity of the Gaussian noise ranges between 15 dB and 25 dB and the percentage of
impulses between 5% and 20%. The tests are performed on three very popular images in
greyscale: the Lena, the boat and the Barbara images that are included in Waterloo’s image
repository. The images are 512 x 512 pixels in size. Each test has been performed 50 times and
the respective mean PSNRs are reported, where

M 2
PSNR = 10log,, (ﬁ) ,

where Mazy is the maximum possible pixel value (here 255) of an image P, x P, in size (here
P1:P2:5].2> and
| PP
.. T/ \12
P, P, ZZ[[(Z7J> - [<Z,j)] )

i=1 j=1

MSE =

with I and [ corresponding to the “clean” image and its noisy approximation, respectively. The
parameters have been tuned so that to provide the best result for each method (in terms of

MSE).

In Table 7.1, the two proposed methods are applied to the Lena image and they are
compared with BM3D (the state-of-the-art wavelet-based method) and an image denoising
method based on RB-RVM. For the latter, we chose a simple implementation, similar to the
one we propose in our methods: the image is divided into ROIs and the RB-RVM algorithm
is applied to each ROI sequentially. The parameters were selected to provide the best possible

3A typical denoising task using either KGARD or KGARD-BM3D implemented in MATLAB takes less than
a minute on a moderate computer.
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results in terms of PSNR. The size of the ROIs for the Lena image has been set to N = 12 and
L =28.

In Tables 7.2 and 7.3, the results of the BM3D and the KGARD-BM3D methods applied
to the boat and Barbara images, respectively, are displayed. The size of the ROIs has been set
to N = 12 and L = 8 for the boat image, whereas N = 12 and L = 4 for the Barbara image
since it has more finer details (e.g., the stripes of the pants). Moreover, one can observe that
for this image we have used a lower value for o and A as indicated in Section 7.2.4.

Figures 7.6, 7.7 and 7.8 show the obtained denoised images on a specific experiment
(20 dB Gaussian noise and 10% outliers). The experiments show that the proposed method
(KGARD-BM3D) enhances significantly the denoising capabilities of BM3D, especially for low
and moderate intensities of the Gaussian noise. If the Gaussian component becomes prominent
(e.g., at 15 dB) then the two methods provide similar results.

Finally, it should be noted that, we chose not to include RAM or any /;-based denoising
method, as this would require efficient techniques to adaptively control its parameters, i.e., A, u
at each ROI (similar to the case of KGARD). Such an action remains an open issue. Having to
play with both parameters, makes the tuning computationally demanding. This is because the
number of iterations for the method to converge to a reasonable solution increases substantially,
once the parameters are moved away from their optimal (in terms of MSE) values. For example,
if the parameters are not optimally tuned, the denoising process may take more than an hour
to complete in MATLAB on a moderate computer.
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Table 7.1: Denoising performed on the Lena image corrupted by various types and intensities
of noise using the proposed methods, the robust RVM (RB-RVM) approach and the state-of-

the-art wavelet method BM3D.

Method Parameters Gaussian Noise | Impulses (£100) PSNR
BM3D s =30 25 dB 5% 32.2 dB
RB-RVM c=203 25 dB 5% 31.78 dB
KGARD c=03 =1 25 dB 5% 33.91 dB
KGARD-BM3D | 0 =03, A=1,5s=10 25 dB 5% 36.12 dB
BM3D s =30 25 dB 10% 30.84 dB
RB-RVM oc=0.3 25 dB 10% 31.25 dB
KGARD c=03 =1 25 dB 10% 33.49 dB
KGARD-BM3D | 0 =03, A=1,5=10 25 dB 10% 35.67 dB
BM3D s =45 25 dB 20% 29.28 dB
RB-RVM oc=04 25 dB 20% 30.3 dB
KGARD c=04, =1 25 dB 20% 32.04 dB
KGARD-BM3D |6 =04, A=1,s=15 25 dB 20% 33.69 dB
BM3D s =30 20 dB 5% 31.83 dB
RB-RVM oc=04 20 dB 5% 29.3 dB
KGARD c=03 =1 20 dB 5% 32.35 dB
KGARD-BM3D |6 =03, A=1,s=15 20 dB 5% 34.24 dB
BM3D s =235 20 dB 10% 30.66 dB
RB-RVM oc=04 20 dB 10% 29.09 dB
KGARD c=03 =1 20 dB 10% 31.94 dB
KGARD-BM3D |6 =03, A=1,s=15 20 dB 10% 33.81 dB
BM3D s =230 20 dB 20% 29.86 dB
RB-RVM oc=04 20 dB 20% 28.29 dB
KGARD c=04, =1 20 dB 20% 30.72 dB
KGARD-BM3D |0 =04, A=1,s=15 20 dB 20% 32.06 dB
BM3D 5 =235 15 dB 5% 30.87 dB
RB-RVM oc=0.6 15 dB 5% 26.74 dB
KGARD c=03,A=15 15 dB 5% 29.12 dB
KGARD-BM3D |6 =03, A =1, s =25 15 dB 5% 31.18 dB
BM3D s =40 15 dB 10% 29.94 dB
RB-RVM oc=04 15 dB 10% 25.85 dB
KGARD c=03 =2 15 dB 10% 28.47 dB
KGARD-BM3D |6 =03, A =1, s =25 15 dB 10% 30.77 dB
BM3D s =40 15 dB 20% 28.78 dB
RB-RVM oc=04 15 dB 20% 25 dB
KGARD c=04,A=3 15 dB 20% 27.87 dB
KGARD-BM3D |0 =04, A =1, s =35 15 dB 20% 29.66 dB
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Figure 7.6: (a) The Lena image corrupted by 20 dB of Gaussian noise and 10% outliers. (b)
Denoising with BM3D (30.66 dB). (c¢) Denoising with KGARD (31.94 dB). (d) Denoising with
joint KGARD-BM3D (33.81 dB).
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Table 7.2: Denoising performed on the boat image corrupted by various types and intensities of
noise using the state-of-the-art wavelet method BM3D with and without outlier detection.

Method Parameters Gaussian Noise | Impulses (£100) | PSNR
BM3D 5 =125 25 dB 5% 30.57 dB
KGARD-BM3D | 0 =03, A=1,s=10 25 dB 5% 34.61 dB
BM3D s =30 25 dB 10% 29.41 dB
KGARD-BM3D | 0 =03, A=1,5s=10 25 dB 10% 33.86 dB
BM3D s =45 25 dB 20% 27.64 dB
KGARD-BM3D |0 =04, A=1,s5s=15 25 dB 20% 31.62 dB
BM3D s =30 20 dB 5% 30.16 dB
KGARD-BM3D |0 =03, A=1,5s=10 20 dB 5% 32.19 dB
BM3D s =35 20 dB 10% 28.97 dB
KGARD-BM3D | 0 =03, A=1,s=15 20 dB 10% 31.52 dB
BM3D s =50 20 dB 20% 27.49 dB
KGARD-BM3D |6 =04, A=1,s=15 20 dB 20% 29.7 dB
BM3D s =35 15 dB 5% 29.1 dB
KGARD-BM3D | 0 =03, A=1,5s=25 15 dB 5% 28.54 dB
BM3D s =40 15 dB 10% 28.13 dB
KGARD-BM3D | 0 =03, A=1,5s=25 15 dB 10% 28.11 dB
BM3D s =50 15 dB 20% 27.07 dB
KGARD-BM3D | 0 =04, A=1, s =40 15 dB 20% 26.99 dB

(a)

Figure 7.7: (a) The boat image corrupted by 20 dB of Gaussian noise and 10% outliers. (b)
Denoising with BM3D (28.97 dB). (c¢) Denoising with joint KGARD-BM3D (31.52 dB).
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Table 7.3: Denoising performed on the Barbara image corrupted by various types and intensities
of noise using the state-of-the-art wavelet method BM3D with and without outlier detection.

Method Parameters Gaussian Noise | Impulses (£100) | PSNR
BM3D 5 =25 25 dB 5% 31.06 dB
KGARD-BM3D | 0 = 0.15, A= 0.1, s = 15 2 dB 5% 33.45 dB
BM3D s =230 25 dB 10% 29.4 dB
KGARD-BM3D | ¢ =0.15, A =0.1, s =20 25 dB 10% 31.25 dB
BM3D s =45 25 dB 20% 27.78 dB
KGARD-BM3D | ¢ =0.15, A =0.2, s = 30 25 dB 20% 28.03 dB
BM3D 5 =25 20 dB 5% 30.69 dB
KGARD-BM3D | 0 =0.15, A =0.1, s =15 20 dB 5% 32.24 dB
BM3D 5 =235 20 dB 10% 29.2 dB
KGARD-BM3D | 0 =0.15, A =0.1, s = 20 20 dB 10% 30.43 dB
BM3D 5 =250 20 dB 20% 27.68 dB
KGARD-BM3D | ¢ =0.15, A =0.15, s = 30 20 dB 20% 27.48 dB
BM3D s =30 15 dB 5% 29.71 dB
KGARD-BM3D | ¢ =0.15, A =0.1, s =25 15 dB 5% 29.97 dB
BM3D s =40 15 dB 10% 28.41 dB
KGARD-BM3D | ¢ =0.15, A =0.1, s = 30 15 dB 10% 28.73 dB
BM3D s =50 15 dB 20% 27.27 dB
KGARD-BM3D | ¢ =0.15, A =0.1, s =45 15 dB 20% 26.39 dB

Figure 7.8: (a) The Barbara image corrupted by 20 dB of Gaussian noise and 10% outliers. (b)
Denoising with BM3D (29.2 dB). (c¢) Denoising with joint KGARD-BM3D (30.43 dB).
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Chapter 8

Summary of the Thesis and
Conclusions

In the preceding chapters, we have addressed the task of robust linear and nonlinear regression
via sparse modeling methods, within the context of machine learning. The proposed methods
are built on the popular Orthogonal Matching Pursuit algorithm (OMP) by imposing sparsity
constraints on the outliers. The results of this novel approach are summarized in this final
chapter and conclusions are also provided.

8.1 The Linear Regression Task

The novel iterative scheme, i.e., Greedy Algorithm for Robust Denoising (GARD), was de-
veloped as a robust tool for the task of linear regression and it is based on the popular OMP
algorithm, which has been introduced for sparse modeling optimization tasks. GARD alternates
between an OMP selection step, which identifies the outliers, and a Least Squares estimation,
that attempts to fit the data. Thus, it establishes a bridge between the Outlier Diagnostics and
the Robust Regression approaches.

The simplicity of the proposed algorithm contributed to the establishment of sound theo-
retical results. First, it was proved that the algorithm always converges to a solution in a finite
number of iteration steps. However, this, by itself, is not a strong evidence for the method’s
performance. To this end, the focus was turned on establishing results concerning the identifi-
cation of the outliers; two scenarios were treated separately. In the first one, we assumed that
no inlier noise exists (only outliers exist in the noise) and we established that under a sufficient
bound/condition on the RIP constant that: a) the outliers are identified and b) GARD’s solu-
tion is exact (zero error). Although, at first, it seems that this is of limited interest in practice,
as a matter of fact, it paves the way to establish the more complex condition for the noisy case.
In the second scenario, where both outlier and bounded inlier noise are present, a condition is
accordingly established for the recovery of the sparse outlier vector’s support. It should be noted
that such a condition is derived for the first time in the robust regression framework. Moreover,
if this condition is satisfied, it also follows that the method is stable, i.e., that the estimation
error is bounded by a term depending on the RIP constant. In fact, this is an improvement
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upon previously established results; the contribution is that the latter bound is independent
of the methods’ capability to estimate the outliers (in terms of both support and values), thus
it is constant. On the contrary, in [40], the authors take into account the mismatch between
the estimated and the true outlier vector, since the recovery of the outlier vector’s support is
not guaranteed. Hence, if the estimator does not succeed to correctly identify the outliers, the
bound could reach arbitrary large values. Our results prove that GARD:

e Correctly identifies the outliers according to Theorem 4.4.

e At the end of the process, the associated error defined in (4.44) is well bounded. Thus,
the solution is stable.

The experiments performed with the GARD algorithm indicate the overall advantages of
the method. In particular, GARD: a) has an overall enhanced tolerance to the outliers, compared
to its competitors, b) it performs an improved estimation (attains the lowest MSE) and c) it
has low computational requirements. Finally, the experiments verify that it outperforms the ¢;-
norm minimization schemes, for low sparsity levels; however, when the fraction of outliers that
contaminates the data increases beyond a level (depending on the dimensionality of the unknown
vector and the number of data), £;-norm minimization techniques demonstrate greater tolerance,
something which is inline with the experimental evidence concerning the greedy optimization
methods that are developed for sparse signal recovery.

Moreover, the study of GARD’s properties, provided some answers towards several issues
regarding the ordinary LS estimator. In Chapter 2, we have pointed out the direction taken by
Statisticians, i.e., to analyze the residual according to the diagonal elements of the hat matrix,
which led to the definition of leverage points. Although the existence of a single leverage point
was known to put a threat to the LS estimator or an attempt to detect outliers via its residual,
many questions remained unanswered. For example, when do leverage points occur and if so is
it certain that they lead to erroneous data (recall that “good” leverage points may not affect
the estimation at all)? Moreover, what are the conditions that should be satisfied so that
occurrences of leverage points are limited or even prohibited? Also, is it possible for an outlier
to be identified via the residual in cases where medium leverage points exist? Finally, since
leverage points arise in the input data, is it valid to expect from a model that is designed for
the removal of noise in the outputs (low breakdown point estimator) to detect them?

Our gained knowledge indicates that the occurrence of leverage points is limited or even
prohibited if the number of data is sufficiently larger than the number of unknowns. The claim
is justified in the analysis of Section 2.2 in Chapter 2. Of course, this is only for the case where
no outlier noise exists in the input data. Thus, the LS residual is granted as a reliable source
for detecting a single outlier, which is also theoretically justified by the result of Theorem 4.4.
The obtained bound with respect to the RIP constant is stronger than the analysis based on
the residual. This is due to the following reasons:

1. According to Remark 4.13, it takes into account the separation between the outliers and
the inlier noise.

2. It guarantees the identification of an outlier regardless of the diagonal values of the hat
matrix, since the values (in the absolute sense) of the outliers are also taken into consid-
eration.
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8.2 The Nonlinear Regression Task

The study of the respective kernel-based nonlinear regression task was introduced in Chapter
6. Since it could not be viewed as a generalization of the linear regression task, the modeling
was modified. Besides, this is also the reason that for the analysis a different path had to be
followed and eventually led to the bound of the maximum singular value in Theorem 6.1. Recall
that we assumed that the unknown nonlinear function belongs to an RKHS, thus we have dealt
with a nonparametric task, in contrast to the linear one, which is a parametric one. Since in
such models overfitting issues occur, the incorporation of a regularization term ensures that the
estimated nonlinear function is relatively smooth. The resulting algorithm, KGARD, alternates
between an OMP selection step and a Kernel Ridge Regression (KRR) step at each iteration.

The study of this greedy-based selection scheme led to some interesting results:

e The solution to the regularized Least Squares task at each step is unique.

e For the case where only outliers exist in the noise, the bound on the maximum singular
value of the matrix Ay = [K 1] guarantees that the method identifies the outliers, first.

However, since a regularization term is also involved, KGARD’s termination parameter € is not
directly related to the noise level. Recall that for the linear task, the noiseless case implies
that € = 0; however, for the nonlinear one, since each projection is oblique, one should set
for ¢ > 0. Hence, unless perfect tuning of the parameter is performed, it is not guaranteed
that no other extra indices, i.e., those corresponding to healthy observations, are classified as
outliers. Unfortunately, an additional condition could not be derived for the noisy case, since
it was technically demanding. On the other hand, it should be noted that such a result (on the
identification for the noiseless case) has not been ever established in the respective literature.
Although the authors in [69] deal with a convex task for the AM solver and an approximation
to the {y-norm minimization one for the RAM solver (which performs better), there are no
theoretical justifications that these method succeed in identifying the outliers. Also in [70],
where the authors follow a Bayesian approach model, no such results are derived.

We have already discussed the influence of leverage points in any LS-based estimation
method; indeed, KGARD also seems to be highly affected by such abnormalities. Although
the conditions that guarantee the outlier identification are derived for the linear case (both
noiseless and noisy) with GARD, for the KGARD no such condition is derived although it has
been seriously attempted for the case both inlier and outlier noise are present. This seems
discouraging at first, since it puts the proposed method at risk. However, from the analysis
provided in Section 6.3.2, it follows that the occurrences of leverage points are limited if not
prohibited. Notice in (6.15), by performing a regularization and for any parameter A > 0, that
the elements of the hat matrix are always downweighted. Hence, one could always find such a
value, so that the average of h;;’s, i.e., h, is relatively small. Albeit we would have preferred the
establishment of better guarantees, unfortunately this was not possible and it remains an open
problem.

On the experimental section, various simulations were performed designating the overall
advantages of KGARD against its competitors. First, in Section 6.3.3, the validity of the
established bound in (6.16) was verified. Next, various tests with synthetic data were performed,
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while we have measured the MSE, the Mean Implementation Time (MIT) and the number of
correct and wrong indices that each method has classified as outliers. There it was shown that,
KGARD attains a low MSE with the exception of cases where heavy noise exists (both inlier
and outlier); there, RAM does slightly better. It is also evident that KGARD’s computational
requirements are very low, especially for cases where the outliers are only few. Finally, the
robust greedy-based framework was applied to the task of image denoising in Chapter 7, for
the removal of salt and pepper noise. In such cases, classical methods, such as wavelets display
limited performance. To this end, two novel methods were derived; the first one is exclusively
based on KGARD, while the second one first employs KGARD to identify the outliers and
remove their contribution and then a wavelet-based method in order to remove the remaining
noise components. The experiments, which were performed with salt and pepper noise plus
inlier noise, indicate the gains of the two proposed algorithms. The results on the combined
KGARD-BM3D method exhibit gains in terms of PSNR, which are significantly increased for
lower fractions of outliers; on the other hand, when the fraction of the outliers increases, we may
still benefit from the cooperation of the two methods, unless the level of the inlier noise is also
high. In such an extreme case, the KGARD algorithm does not contribute to the improvement
of the denoising process.

8.3 Future Directions

Greatly influenced by the simplicity and the performance of the proposed robust scheme, at
this final section we present several possible directions for future work.

8.3.1 Generalization of the Method with Noise in the Input Data

Most of the methods that are developed for the robust regression task assume that outlier noise
most commonly occurs in the outputs, i.e., the y;’s. However, if leverage points exist, which
is often related to noise on the inputs (not always), these methods become unreliable. Thus,
inspired by the performance and simplicity of the proposed schemes, an extension of GARD (or
KGARD) for this demanding task would be an interesting direction. Since the residual of the
LS estimator could not be used any further due to the existence of leverage points, one could
resort to other more robust signle-outlier detection-based residuals, such as the (internally or
externally) studentized residuals in [20] or the Cook’s distance in [94]. The estimation part
could either remain unchanged (LS-based) or performed according to another estimator, such
as the Total Least Squares (TLS) one. The fact that the implementation of such a scheme
is simple and thus the computational requirements low, would also be a great advantage, in
contrast to most of the existing methods, which, in general, operate with high computational
efforts.

8.3.2 GARD in a Distributed Network Environment

Another interesting research direction is the development of a model, based on the proposed
greedy scheme, that makes cooperative usage of the estimated parameters in order to improve the
estimation in a distributed environment. The method should simultaneously be able to detect
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the outliers that may arise within the sensing network and also enhance the performance of the
estimator, compared to the model with a single sensor. However, several modeling scenarios
could be used, depending on the application. Moreover, other issues, such as termination
criteria, which are application dependent, should be taken into account, accordingly.
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Abbreviations

ADMM

Alternating Direction Method of Multipliers

AM

Alternating direction Method

AWGN

Additive White Gaussian Noise

BLUE

Best Linear Unbiased Estimator

BM3D

Block Matching and 3-D filtering

BP

Basis Pursuit

EM

Expectation Maximization

GARD

Greedy Algorithm for Robust Denoising

GM-est

Generalized Maximum Likelihood estimator

IRLS

Iteratively Reweighted Least Squares

KGARD

Kernel Greedy Algorithm for Robust Denoising

KRR

Kernel Ridge Regression

LASSO

Least Absolute Shrinkage and Selection Operator

LAV

Least Absolute Values

LMedS

Least Median of Squares Regression

LS

Least Squares

LTS

Least Trimmed Squares

M-est

Maximum likelihood estimator

MIL

Matrix Inversion Lemma

MIT

Mean Implementation Time

ML

Maximum Likelihood

MSE

Mean—square— error

MVUE

Minimum Variance Unbiased Estimator

OMP

Orthogonal Matching Pursuit

PSNR

Peak signal-to-noise ratio

RAM

Refined Alternating directions Method of Multipliers

RANSAC

RANndom SAmple Consensus

RBF

Radial Basis Function

RB-RVM

Robust Relevance Vector Machine

RIP

Restricted Isometry Property

RKHS

Reproducing Kernel Hilbert Space

RKRR

Robust Kernel Ridge Regression

ROI

Region Of Interest

ROMP

Robust Orthogonal Matching Pursuit

RR

Robust Regression

rROI

Reduced Region Of Interest

RVM

Relevance Vector Machine

SBL

Sparse Bayesian Learning

SOCP

Second Order Cone Programming

SVR

Support Vector Regression

WAM

Weighted Alternating directions Method of Multipliers

WLS

Weighted Least Squares
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Appendix

A. The Inversion of Matrix Iy — A

The geometric series with ratio r

> 1

E =14+ r+r2 +---:1 i | < 1
—r

k=0

and diverges if |r| > 1.
Lemma. For a matrit A € RVN*YN if |Ally < 1, then the matriz Iy — A is non-singular and

1

In-A 1. <—— .
H( N Hz— 1_HAH2

Proof. The first part of the proof relies on contradiction. Suppose that matrix Iy — A is
singular; that is, there exists & # 0 such that (Iy — A)x = 0 which leads to || Ax||s = ||x||..
However, [|x|2 = ||[Az|2 < ||Al2]|x]]2 < ||z|l2, which is a contradiction. Hence, the N x N
matrix Iy — A is non-singular.

Furthermore, consider the obvious identity

(ZAk> Iy—A)=1Iy- AV

However, [|A*|l; < ||A|l5, and since ||All2 < 1, we have that A¥ — Onyy as k — co. As a

result,
o (S -

so that the Neumann series (Iy — A) "' = 3° ' A* converges. Thus, it is obtained that

S| < LI < WA =

by employing the geometric series and the proof is complete. O

(T = A) ], =
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B. Matrix Inversion Lemma

Let A and D — CA~'B be non-singular matrices; then the Matrix Inversion Lemma (MIL)
(also known as the Woodbury matrix identity) is the following formula:

(A-BD'C)"'=A"'+A'B(D-CA'B) 'cA™".

A very useful application of the Matrix Inversion Formula is for the inversion of the matrix

oA 8

C D

which is given in block form. If the N x N and K x K matrices, A and D), respectively, are
invertible, then

(A— BD"'C)"! ~A'B(D-CA'B)™!

M=
~D'C(A-BD"'C)! (D-CA'B)"!

As a special case, if K =1 and for the form

the inverse of M is

-1
bb T 1 A-1 1 1 A-1ppT A—-1 _ 1 p4-1
M_lzl(A——) 1A b]:[A + 1A 66T A LA

_%le—l —%bTA_l

where 3 = ¢ — bT A~ 'b.

C. Matrix Decomposition

QR factorization

A N x M matrix A with rank(A) = M, (M < N) may be decomposed as
A=QR,

where @Q is orthogonal and R is an upper triangular matrix with positive diagonal elements.

Cholesky decomposition

A symmetric, positive definite matrix X may be decomposed as
X =LL",
where L is a lower triangular matrix with positive diagonal elements.
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Singular Value Decomposition (SVD)
The Singular Value Decomposition of a N x M, with N < M, full rank matrix A is given by
A=USV",

where U and V are orthogonal, i.e., UTU = UU"T = Iy and V'V = VVT = I,;. The matrix
S is of dimension N x M of the form S = [¥ 0], where X is the diagonal matrix with entries
the singular values of matrix A.
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