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## Chapter 1

## Introduction

The purpose of this essay is to examine the strategic behaviour of customers who arrive at a queue evolving in alternating environment. We begin by presenting the basic definitions and theorems that will be frequently used.

### 1.1 Queueing theory preliminaries

A queue or queueing system is a system that provides a service to arriving customers. After the customers are served they depart from the system immediately.
Generally, the arrival times and the service times of consecutive customers are random variables. Therefore, the system's progress in time (e.g. the number of customers in the system) cannot be calculated with certainty. However, we can describe and study the system by using appropriate stochastic processes.

### 1.1.1 Common performance measures of a queueing system

The main characteristics of a queue are the arrival process, the service process and the service discipline.We will briefly describe each of them.

## Arrival Process

The arrival process describes the mechanism by which consecutive customers $C_{1}, C_{2}, \ldots, C_{n}, \ldots$ arrive at the system and is determined by the joint distributions of the arrival moments $t_{0}=0 \leq t_{1} \leq t_{2} \leq \ldots \leq t_{n} \leq \ldots$ or equivalently the interarrival times

$$
T_{n}=t_{n+1}-t_{n}, \quad n \in \mathbb{N} .
$$

The most common cases are listed below.

1. Poisson arrival process. This is the most common arrival process. It is also called completely random arrival process and is the most suitable model for systems with great amount of potential customers that use the service rarely and independently from each other. The models that will be examined in this essay refer to this arrival process. It is denoted by the capital letter (M) which is derived by the Memoryless or Markovian property of the Poisson.
2. Deterministic arrival process. In this process customers arrive in equal time intervals of length $a$, which means $T_{n}=a$ with probability 1. This is an appropriate process to model systems that serve by making appointments. It is denoted by the capital letter (D).
3. General renewal arrival process. In this case, the interarrival times $T_{1}, T_{2} \ldots$ are independent identically distributed random variables with a general distribution $A(x)(x \geq 0)$ and finite mean value

$$
a=\int_{0}^{\infty} x d A(x)=\int_{0}^{\infty}(1-A(x)) d x=\int_{0}^{\infty} A^{c}(x) d x
$$

The parameter $\lambda=1 / a$, which is the mean number of arrivals per time unit, is referred to as the arrival rate. The deterministic arrival process (D) is a special case of the general renewal arrival process with $A(x)=0$, if $x<a$, and $A(x)=1$, if $x \geq a$. The Poisson process is also a special case of this process with $A(x)=0, x<0$ and $A(x)=1-e^{-\lambda x}, x \geq 0$ which means that $T_{1}, T_{2}, \ldots$ are independent identically distributed random variables that follow the exponential distribution. The general renewal arrival process is denoted by the capital letters (GI) which refer to the generally independent interarrival times.

## Service process

The service process describes how the customers are served. It is defined by the number of servers in the system, $k,(k \in\{1,2, \ldots, \infty\})$ and the distribution of the service times. By denoting $X_{n}$ the service time of the $n$-th customer that joins the system, we assume that $X_{1}, X_{2}, \ldots$ are independent identically distributed random variables that follow an arbitrary probability distribution $B(x)(x \geq 0)$ with finite mean value

$$
b=\int_{0}^{\infty} x d B(x)=\int_{0}^{\infty}(1-B(x)) d x=\int_{0}^{\infty} B^{c}(x) d x
$$

In a queue with one server who is constantly busy the parameter $\mu=1 / b$ represents the mean number of customers that depart from the system per time unit which is also referred to as service rate. The service process that
does not assume a particular distribution for the time that is required for a customer to be served by a server is denoted by (G). The most common case is when $B(x)=1-e^{-\mu x}(x \geq 0)$, the exponential distribution, and is denoted by (M).

## Service discipline

The service discipline determines in which order arriving customers will be served. The most commonly used discipline is the FCFS (First-Come-First-Served) or FIFO (First-In-First-Out), where the customers are served according to the order of their arrivals at the system. Other important disciplines are LCFS (Last-Come-First-Served) or LIFO (Last-In-First-Out), where, whenever a server becomes available, the customer that arrived most recently in the system is served and SIRO (Service-In-Random-Order), where the customer to be served is chosen randomly. The disciplines mentioned above do not take directly into consideration the service time of the queued customers. There are others, like SSTF (Shortest-Service-TimeFirst), where the customer with the least service time among those queued is chosen to be served.
Another queueing regime is the one that sets priorities for a certain type of customers. Those disciplines can be with preemption or without preemption. Regarding those without preemption, when a new arrival is placed at the head of the queue, the customer in service is allowed to complete it. When the discipline is with preemption, a customer that has priority interrupts the service of a low priority customer. There are two cases of priority service. The conservative case, where the service, when resumed, is continued from the point where it was interrupted and the non-conservative case, where the service begins anew when resumed.
A common example of a preemptive discipline is the $L C F S / P-R$ (Last-Come-First-Served/Preemptive-Resume). Under this queueing regime, a new arrival preempts a customer who might be in service. The interrupted customer returns to the queue and is chosen to continue her service with the rule of the LCFS discipline. The service is resumed from the point it was interrupted and no work is lost.

## Kendall's Notation

To classify queueing models we use the notation $A|B| k$
A refers to the arrival process
$B$ refers to the service time distribution
$k$ denotes the number of servers

Therefore, $G I|G| 1$ refers to a general queue with one server and $M|D| 3$ refers to a queue that has 3 servers, constant service times and a Poisson arrival process.
The capacity of the system is the maximum number of customers allowed in the system including those in service. Assume that the capacity of the system is a finite number $s$. Then the previous notation is expanded by adding $s$ and we use $A|B| k \mid s$. After this notation the service discipline is declared. For example, $D|G| 1 \mid 10(L C F S)$ refers to a queue with constant inter-arrival times, general service times, one server, capacity for 10 customers and the LCFS discipline.

## Performance Measures

Let $j \in \mathbb{N} \backslash\{0\}$, then:

- $S_{j}$ is the sojourn time of customer $C_{j}$,
- $W_{j}$ is the waiting time of customer $C_{j}$,
- $X_{j}$ is the service time of customer $C_{j}$.

Obviously

$$
S_{j}=W_{j}+X_{j} \quad(j \in \mathbb{N})
$$

For $t \geq 0$, we have the following notations

- $Q(t)$ is the number of customers in the system (queue size)
- $Q_{q}(t)$ is the number of queued customers and
- $Q_{s}(t)$ is the number of customers currently served
at some point in time $t$.We observe that

$$
Q(t)=Q_{q}(t)+Q_{q}(s)
$$

The most useful stochastic processes for studying a queue are
$\{Q(t): t \geq 0\},\left\{Q_{q}(t): t \geq 0\right\},\left\{S_{j}: j \in \mathbb{N} \backslash\{0\}\right\}$ and $\left\{W_{j}: j \in \mathbb{N} \backslash\{0\}\right\}$.
Consider the following:

- $\bar{Q}=\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} Q(x) d x$ is the (long-term) average number of customers in the system (average queue length),
- $\bar{Q}_{q}=\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} Q_{q}(x) d x$ is the (long-term) average number of waiting customers
- $\bar{Q}_{s}=\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} Q_{s}(x) d x$ is the (long-term) average number of customers currently being served.

Obviously, $\bar{Q}, \bar{Q}_{q}$ and $\bar{Q}_{s}$ are averages with respect to time (time averages).
Consider also

- $\bar{S}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n} S_{j}$ is the (long-term) average sojourn time,
- $\bar{W}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n} W_{j}$ is the (long-term) average waiting time,
- $\bar{X}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n} X_{j}$ is the (long-term) average service time.

Obviously, $\bar{S}, \bar{W}$ and $\bar{X}$ are averages with respect to the customers (customer averages).

### 1.1.2 Queue length

The most useful stochastic process for describing a queueing system is the queue length $\{Q(t): t \geq 0\}$. Therefore, we are interested in computing the probabilities

$$
p_{j}(t)=P(Q(t)=j) \quad j \in \mathbb{N}
$$

of $j$ customers in the system at any point $t$. However, those are usually very difficult to compute. Moreover, after a short period of time, the system will achieve a steady state, which means that $\{Q(t)\}$ becomes stationary. Therefore, our attention focuses on the steady state probabilities

$$
p_{j}=\lim _{n \rightarrow \infty} p_{j}(t) \quad j \in \mathbb{N}
$$

which are much simpler to compute.
If the interarrival times or the service times of a queue are continuously distributed, which is usually the case, the steady state probabilities can always be defined.
An important parameter is the utilization rate $\rho=\frac{\lambda}{\mu}$ where $\lambda$ is the mean arrival rate and $\mu$ is the mean service rate. Since $\lambda$ customers enter the system per time unit and each one of them adds $\frac{1}{\mu}$ workload to the system, the mean workload that enters the system per time unit is $\rho$. If $\rho \geq k$ then the queue length keeps increasing in time and the steady state probabilities $p_{j}(t)$ are all zero. On the other hand, if $\rho<k$, the probabilities $p_{j}$ are not equal to 0 and the system reaches a steady state.

## Embedded processes

It is much easier to study $\{Q(t)\}$ when the Markov property holds. If the Markov property holds, given the value of $\{Q(t)\}$ (the present) the random variables $\{Q(u): u>t\}$ (the future) are independent from $\{Q(s): s<t\}$ (the past). In many applications this property does not hold. Therefore, we need to inspect the queue at specific time points $t \in[0, \infty]$ where the Markov property holds. Those time points are those of consecutive arrivals or consecutive departures of customers. We define the following random variables

- $Q_{n}^{-}=Q\left(t_{n}^{-}\right), n \in \mathbb{N}$, the queue length before the $n$-th arrival
- $Q_{n}^{+}=Q\left(\tau_{n}^{+}\right), n \in \mathbb{N}$, the queue length after the $n$-th departure.

The stochastic processes $\left\{Q_{n}^{-}, n \in \mathbb{N}\right\},\left\{Q_{n}^{+}, n \in \mathbb{N}\right\}$ which describe the system specifically at times of arrivals and departures respectively, are called embedded processes of $\{Q(t): t \geq 0\}$. We denote by

- $r_{j}=\lim _{n \rightarrow \infty} P\left(Q_{n}^{-}=j\right), j \in \mathbb{N}$,
- $d_{j}=\lim _{n \rightarrow \infty} P\left(Q_{n}^{+}=j\right), j \in \mathbb{N}$,
the limiting distributions of $\left\{Q_{n}^{-}=j\right\}$ and $\left\{Q_{n}^{+}=j\right\}$ respectively. In a system where we do not have multiple arrivals or departures at the same moment it is proven that

$$
r_{j}=d_{j} .
$$

## The PASTA property

The limiting distributions in continuous time $\left\{p_{j}\right\}$ and at arrival moments $\left\{r_{j}\right\}$ or departure moments $\left\{d_{j}\right\}$ do not always coincide. However, this is the case when we have a Poisson arrival process.Therefore,

$$
p_{j}=r_{j} \quad j \in \mathbb{N},
$$

when the arrival process is Poisson. Thus, an arrival from a Poisson process observes the system as if it happens at a random moment in time. Therefore, any performance measure of the queue at the instant of a Poisson arrival is simply the long term time average of that measure. This property is referred to as PASTA (Poisson Arrivals See Time Averages).

## Little's Law

When long queues are formed in a system, we intuitively expect to have long sojourn times.This intuition is justified by Little's Law:

Under steady state conditions, the long-term average queue length in a queueing system equals the average rate at which customers arrive multiplied by the long-term average sojourn time of a customer,

$$
\bar{Q}=\lambda \bar{S}(\text { with probability } 1)
$$

Assume that the limiting distributions of the stochastic processes $\{Q(t)$ : $t \geq 0\}$ and $\left\{S_{n}: n \in \mathbb{N} \backslash\{0\}\right\}$ are defined and let $Q, S$ be the respective limit random variables. The following holds :

$$
E(Q)=\bar{Q} \quad \text { and } \quad E(S)=\bar{S}
$$

Now, Little's Law takes the following alternative form

$$
E(Q)=\lambda E(S)
$$

An important aspect of the Little's Law is that it also holds in subsystems within systems. Therefore, if we consider the subsystem of waiting customers, without the customers currently served, Little's Law yields :

$$
E\left(Q_{q}\right)=\lambda E(W)
$$

where $Q_{q}, W$ are the limit random variables that describe the number of waiting customers in the queue and the waiting time respectively.
If we consider the customers currently being served as our system, Little's Law yields

$$
E\left(Q_{s}\right)=\lambda E(X)=\lambda b=\rho
$$

where $b=E(X)$ is the average service time and $Q_{s}$ is the limit random variable that describes the number of customers currently served or equivalently, the number of busy servers.

### 1.1.3 The $\mathrm{M} / \mathrm{M} / 1$ queue

## Birth-death process

A birth-death process is a special case of a Markov process where the state space is $S=\mathbb{N}$ or $S=\{0,1, \ldots, s\}$, and the state transitions are of only two types: "births" which increase the state variable by one, from state $n$ to state $n+1$ and "deaths" which decrease the state variable by one, from state $n$ to state $n-1$. The process is specified by birth rates $\left\{\lambda_{i}\right\}$ and death rates $\left\{\mu_{i}\right\}$. The state diagram is the following :


The stochastic process $\{X(t): t \geq 0\}$ is called birth-death process. The unique limiting (stationary) distribution

$$
p_{n}=\lim _{t \rightarrow \infty} p_{n}(t) \quad n \in S
$$

exists if and only if

$$
B^{-1}=\sum_{n \in S} \frac{\lambda_{0} \lambda_{1} \ldots \lambda_{n-1}}{\mu_{1} \mu_{2} \ldots \mu_{n}}<\infty,
$$

and can be computed by

$$
p_{n}=B \frac{\lambda_{0} \lambda_{1} \ldots \lambda_{n-1}}{\mu_{1} \mu_{2} \ldots \mu_{n}}>0, n \in S .
$$

In this case $\{X(t)\}$ is positive recurrent. When $B^{-1}=\infty, p_{n}=0(n \in S)$ and $\{X(t\}$ is null recurrent or transient.

## The $\mathrm{M}|\mathrm{M}| \mathbf{1}$ queue

The $\mathrm{M}|\mathrm{M}| 1$ queue is one of the simplest and most common service systems. In this system customers arrive according to a Poisson arrival process with parameter $\lambda$. There is only one server and the waiting capacity is infinite. Therefore a customer that finds the system empty begins her service immediately whereas a customer that finds the server busy (the system not empty) joins the queue. The consecutive service times are independent identically distributed random variables that follow the exponential distribution $\exp (\mu)$ and are independent of the arrival times. When customers complete their service, they depart from the system and the server selects another customer to serve (if the queue is not empty).
Consider the stochastic process of the queue length $\{Q(t)\}$ at a specific time moment $t$. The process $\{Q(t), t \geq 0\}$ has a discrete state space $\{\mathcal{S} \subseteq \mathbb{N}\}$ and is a continuous time Markov chain since the interarrival times and the successive service times are independent and follow the exponential $(\lambda)$ and the exponential $(\mu)$ distributions respectively.
If $Q(t)=n$ we can only move to state $n+1$ with rate $\lambda$ or to $n-1$ with rate $\mu$. Thus, we have a birth-death process like the one described in the previous section. Consequently, the unique limiting distribution exists if and only if

$$
B^{-1}=\sum_{n=0}^{\infty} \frac{\lambda_{0} \lambda_{1} \ldots \lambda_{n-1}}{\mu_{1} \mu_{2} \ldots \mu_{n}}=\sum_{n=0}^{\infty} \frac{\lambda^{n}}{\mu^{n}}=\sum_{n=0}^{\infty} \rho^{n}<\infty,
$$

where $\rho=\lambda / \mu$ is the utilization rate.
In order for $B^{-1}<\infty, \rho<1$ is a necessary condition and then :

$$
B^{-1}=\frac{1}{1-\rho} .
$$

Therefore, in order for the limiting distribution of $\{Q(t), t \geq 0\}$ to exist, $\rho$ must be less than 1 in which case the limiting distribution is $p_{n}=(1-\rho) \rho^{n}$, $n \in \mathbb{N}$, the $\operatorname{Geometric}(\rho)$ distribution. If $\rho \geq 1$, then $p_{n}=0, n \in \mathbb{N}$ or

$$
\lim _{t \rightarrow \infty} P(Q(t)>n)=1, \quad n \in \mathbb{N}
$$

and the queue length becomes infinite.
When $\rho<1$, the system, after some time, will reach a steady state. Let $Q$ be the number of customers in the system while steady state has been achieved. Then, the limiting random variable $Q$ follows the geometric distribution with parameter $\rho$. Therefore, the mean value and the variance of the queue length are given respectively by

$$
\begin{aligned}
E(Q) & =\frac{\rho}{1-\rho} \\
V(Q) & =\frac{\rho}{1-\rho^{2}}
\end{aligned}
$$

Also, if $S$ is the limiting random variable that represents the sojourn time of a customer in the system while the steady state has been achieved, Little's law yields

$$
\begin{gathered}
E(S)=\frac{1}{\lambda} E(Q) \\
=\frac{\frac{1}{\mu}}{1-\rho} .
\end{gathered}
$$

The following results are also true.

- $p_{0}=P(Q=0)=1-\rho$ the probability that the system is empty
- $P(Q \geq k)=\rho^{k}, k \in \mathbb{N}$.


### 1.2 Game theory preliminaries

In this section we will define and discuss elements of Game Theory that will be used throughout this essay.

### 1.2.1 Description of non-cooperative games

We begin by giving the definition of a game between two or more players.
Definition 1.2.1. A game is specified by the following parameters
a. A finite set of players $\mathcal{N}=\{1,2,3, \ldots, n\}$
b. A set of actions available for player $i \in \mathbb{N}$ which is denoted by $A_{i}$
c. The payoff function which assigns to every set of a players' actions a real number.
Remark 1. In the applications of Game Theory to Operations Research, the set of players $\mathcal{N}$ is usually infinite. In this essay the players are the customers that arrive at a queue and are considered potentially infinite.

### 1.2.2 Equilibrium strategies and payoff function

A strategy of a player represents a complete plan of actions that the player will follow under any circumstances that may arise during the game. A strategy profile is a set of strategies, one for each player of the game. Therefore, a strategy profile is a predetermined course of action for every possible situation throughout the game.
Assume a game that has $r(r \in \mathbb{N})$ different stages. A pure strategy for player $i$ is a vector of actions from $A_{i}$, denoted by $s_{i}=\left(a_{1}, a_{2}, \ldots, a_{r}\right)$ which declares the action that player $i$ will take when the game is at one of those $r$ stages.
A mixed strategy is a vector that assigns a probability to all pure strategies a player has available and is the probability a player uses the corresponding strategy. For example, if a player has 4 different possible pure strategies, some mixed strategies are $m_{1}=\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4}\right), m_{2}=\left(\frac{5}{12}, \frac{1}{4}, \frac{1}{12}, \frac{1}{4}\right)$, $m_{3}=\left(\frac{3}{10}, \frac{1}{10}, \frac{3}{5}, 0\right)$. Obviously, the coordinates of a mixed strategy add up to 1 .
Let $\left\{s_{i 1}, s_{i 2}, \ldots, s_{i j} j \in \mathbb{N}\right\}$ be the available pure strategies of player $i$.Then the set of mixed strategies $M_{i}$ is the set $M_{i}=\left\{\left(p_{1}, p_{2}, \ldots, p_{j}\right): \sum_{k=1}^{j} p_{k}=\right.$ $\left.1, p_{k} \geq 0\right\}$.
Every pure strategy can be expressed as a mixed strategy. Consider a pure strategy of the $i$-th player $s_{i k}$. Then the mixed strategy $(0, \ldots, 0,1,0, . .0)$ with 1 at the $k$-th coordinate corresponds to $s_{i k}$

Definition 1.2.2. The set $M=M_{1} \times \ldots \times M_{n}=\left\{m_{1}, \ldots, m_{n}: m_{1} \in\right.$ $\left.M_{1}, \ldots, m_{n} \in M_{n}\right\}$ is the set of strategy profiles. $m \in M$ is a strategy profile that defines a strategy for all players.

## Payoff function

Each player is associated with a real payoff function $F_{i}(m)$. This function specifies the payoff received by player $i$ given that the strategy profile $m$ is adopted by the players. Denote by $m_{-i}$ a strategy profile for the set of players $\mathcal{N} \backslash\{i\}$.Then, if $m=\left(m_{1}, \ldots, m_{N}\right), m_{-i}=\left(m_{1}, \ldots m_{i-1}, m_{i+1}, \ldots, m_{N}\right)$ and we can also express the strategy profile $m$ as $m=\left(m_{-i}, m_{i}\right)$.
We can now define the payoff function $F_{i}(m)$ corresponding to player $i$, as a function that assigns real numbers to the elements of the set of strategy profiles $M$ :

$$
F_{i}:\left(m_{i}, m_{-i}\right) \rightarrow r_{i} \in \mathbb{R}
$$

We assume that the function $F_{i}(s)$ is linear in $m_{i}$.
Therefore, by letting $m_{i}=p \cdot a+(1-p) \cdot b, p \in[0,1], a, b \in M_{i}$ we get:

$$
F\left(m_{i}, m_{-i}\right)=p \cdot F_{i}\left(a, m_{-i}\right)+(1-p) \cdot F_{i}\left(b, m_{-i}\right) .
$$

## Dominating strategies

Definition 1.2.3. A strategy $m_{i}^{1}$ is said to weakly dominate strategy $m_{i}^{2}$ (for player $i$ ), if for any $m_{-i}, F_{i}\left(m_{i}^{1}, m_{-i}\right) \geq F_{i}\left(m_{i}^{2}, m_{-i}\right)$ and for at least one $m_{-i}$ the inequality is strict. A strategy $m_{i}$ is said to be weakly dominant if it weakly dominates all other strategies in $M_{i}$.

Definition 1.2.4. A strategy $m_{i}^{*}$ is said to be a best response for player $i$ against the profile $m_{-i}$ if

$$
m_{i}^{*} \in \arg \max _{m_{i} \in M_{i}} F\left(m_{i}, m_{-i}\right)
$$

Therefore, $m_{i}^{*}$ maximizes the utility of player $i$ when the other players use the $m_{-i}$ strategy.

We denote by $B R_{i}\left(\hat{m}_{-i}\right)$ the set of best responses of the $i$-th player when all others follow the $\hat{m}_{-i}$ strategy:

$$
\begin{aligned}
B R_{i}\left(\hat{m}_{-i}\right) & =\left\{m_{i}^{*}: F_{i}\left(m_{i}^{*}, \hat{m}_{-i}\right) \geq F_{i}\left(m_{i}, \hat{m}_{-i}\right), \forall m_{i} \in M_{i}\right\} \\
& =\arg \max _{m_{i} \in M_{i}} F\left(m_{i}, \hat{m}_{-i}\right) .
\end{aligned}
$$

## Equilibrium

Definition 1.2.5. A strategy profile $m^{e}$ is an equilibrium profile if for every $i \in N, m_{i}^{e}$ is a best response for player $i$ against $m_{-i}^{e}$ i.e.,

$$
m_{i}^{e} \in \arg \max _{m_{i} \in M_{i}} F_{i}\left(m_{i}, m_{-i}^{e}\right), \quad i \in N
$$

Remark 2. If a best response $m_{i}^{*}$ is a mixture of strategies then all those strategies are also best responses. This property does not hold when "best response" is replaced by "equilibrium".

### 1.3 Game theory in queues

In this section we will discuss a queue from the perspective of game theory. The arriving customers are the players of the game, therefore the players are usually indistinguishable and infinitely many. When a customer arrives at the queue she needs to make a decision. The possible decisions usually are join or balk (not join). The options a customer has available are the elements
of each player's action set. Depending on their choice, the customers will receive a payment at the completion of their service, which is given by their payoff function.
Let $R$ be the reward customers gain when they complete their service and $C$ be the cost per time unit a customer incurs while in the system. We consider that the different states of the game are the number of customers in the queueing system given by the variable $Q(t)$.
Considering that the players are indistinguishable, denote the common set of strategies and the payoff function by $S$ and $F$ respectively and let $F(a, b)$ be the payoff of a player who chooses strategy $a$ while everyone else selects strategy $b$. We now have the following definition:

Definition 1.3.1. A symmetric equilibrium is a strategy $s^{e} \in S$ such that

$$
s^{e} \in \underset{s \in S}{\operatorname{argmax}} F\left(s, s^{e}\right)
$$

which means that $s^{e}$ is a best response against itself.

### 1.3.1 Information and strategies

The information a customer receives upon arriving at the system is usually very important when choosing a strategy. Consider the $M|M| 1$ queue (FCFS). If a customer arrives and observes an empty queue, she will probably join since her sojourn time is expected to be short. On the other hand, if she observes a lot of customers in the system, her sojourn time increases along with the cost she will suffer and thus, she will be more reluctant to join. Therefore, we classify queues according to whether or not their length can be observed before making a decision.
The objective of this essay will be to examine models with alternating environment, i.e. the parameters of the system alternate randomly between two or more states. For example, the system may alternate between two service modes, a slow and a fast one. Naturally, a customer will prefer to join when the fast mode is active in order to lower her mean sojourn time. For this reason, we also need to classify queues according to whether or not we can observe the state of the system before taking an action.
Let $N(t)$ and $I(t)$ be the number of customers and the state of the system at a certain point in time $t \in[0, \infty]$. Then, a customer may have the following information levels available upon arrival:

1. Fully observable queue: In this case, the customers can observe both the number of customers in the system $N(t)$ as well as the state of the system $I(t)$ before making a decision.
2. Almost observable: In this case, arriving customers observe the number of customers in the system $N(t)$, but can't identify the state of the system $I(t)$ before deciding whether to join or balk.
3. Almost unobservable: In this model, customers can tell apart the different states of the system but cannot observe the number of customers in the queue and the set of information each customer has available is the set of possible states of the system $\{I(t): t \in[0, \infty]\}$.
4. Fully unobservable: In this case, customers have no information regarding the number of customers in the system and they cannot tell apart the different states of the system.

## Threshold strategies

Due to the structure of the payoff function, especially in the observable models, the equilibrium strategy usually is a threshold strategy. When a player follows a threshold strategy, she exhibits a certain behaviour until a specific threshold is reached. When the threshold is exceeded, the customer follows a different course of action. A simple example of a threshold strategy is when a customer joins a queue if she observes less than 10 customers in the system and balks when 10 or more customers are observed.

## Definition 1.3.2.

- A pure threshold strategy with threshold $n \in \mathbb{N}$ dictates that a customer will take an action $A$ while the system is in states $0,1,2, \ldots, n-1$ and some other action $B$ while the system is in any other state.
- A mixed threshold strategy with threshold $n+p, n \in \mathbb{N}, p \in[0,1)$ dictates that
- a player will take an action A while the system is in the states $0,1,2, \ldots, n-1$,
- while in state n, a player will take action A with probability $p$ and some other action $B$ with probability $1-p$
- a player will take another action B for all other states of the system.


### 1.3.2 Steady-state

A pure strategy prescribes an action to each state of the system. A strategy profile and an initial state induce a probability distribution over the states of the system. The player's payoff is determined by her strategy, the strategy of the other players and the state of the system, while every player is interested only in maximizing her expected payoff.
When we calculate a player's expected payoff while she follows a strategy $x$ against all others using strategy $y$ we assume that steady-state conditions have been reached. As stated above, the steady-state has the meaning that
the probability distribution over the states is the limiting distribution, which makes calculations much simpler. Moreover, convergence in steady state is usually very fast, so the analysis remains valid if we neglect the transient effects on the customer equilibrium behaviour.

### 1.3.3 Avoid the crowd or Follow the crowd

We have already stated that the payoff function of a customer is a function of the strategy selected by other customers. In queueing models, the strategies are usually represented by a single number. For example, in the observable case we have a natural number that represents the threshold, while in the unobservable case customers usually enter the queue with probability $p \in$ $[0,1]$. In such cases it is meaningful to consider whether an individual's best response is a monotone function of the strategy selected by other customers.
Let $F(x, y)$ be the payoff function of a tagged customer who selects strategy $x$ when all others select strategy $y$. Assume that for every $y$ there is a unique best response $x(y)=\operatorname{argmax} F(x, y)$. Let $x(y)$ be monotone in $y$.

- If $x(y)$ is increasing in $y$ then, when $y$ increases, $x(y)$ also increases, meaning that the tagged customer follows the behaviour of the other customers. This behaviour is called follow the crowd (FTC).
- If $x(y)$ is decreasing in $y$ then, when $y$ increases, $x(y)$ decreases, meaning that the tagged customer does not follow the behaviour of the other customers. This behaviour is called avoid the crowd (ATC).

An equilibrium strategy $y$ satisfies that $x(y)=y$, which means that $y$ is a fixed point of function $x$. An interesting property of the FTC behaviour is that multiple equilibria are possible, whereas in the ATC behaviour at most one equilibrium is possible.

### 1.3.4 Costs and objectives

In order to calculate the equilibrium strategies we need to compute the payoff function for a tagged customer who follows a strategy $s_{\text {tagged }}$ when all others follow a strategy $s_{\text {others }}$. The welfare of the tagged customer consists of the benefit she gains upon completing her service minus the direct costs (e.g. the price of a ticket to enter the queue) and the indirect costs that are associated with waiting. Let $R$ be the benefit a customer gains from completed service, $C$ the cost per time unit ${ }^{1}$ while the customer remains in the system, $p$ the direct costs and $t$ the time a customer remains in the system. Then, we may have the following optimization objectives:

[^0]- individual optimization Each customer maximizes her net benefit while ignoring the costs she may inflict on other customers in the system. The net benefit is given by

$$
F\left(s_{\text {tagged }}, s_{\text {others }}\right)=R-C t-p .
$$

- social optimization A social planner dictates the strategy all players (customers, servers, ...) must follow in order to maximize the social welfare. In this case, payments between players are considered transfer costs and do not affect the social welfare. The social welfare is computed by the sum of the benefits from completed services minus the costs incurred by the system's operation and the sum of the waiting costs of all players.


### 1.3.5 Joining, balking and reneging

The action set a customer has available when arriving in a queuing system usually consists of the following three options:

- join: A customer arrives at the system and decides to enter in order to be served.
- balk: A customer arrives at the system and decides not to enter. This is called balking. Usually, after a customer balks, they do not have the option of joining the system later on. This is the case for the models that will be examined throughout this essay.
- renege After a customer has entered the queue, she sometimes has the option to abandon the system while waiting. This is called reneging. Again, a customer that reneges is usually considered lost by the system and cannot rejoin at a later time. In the models of this essay, reneging is not allowed.

In section 1.1.1 we discussed the meaning of the arrival rate $\lambda$. After taking into account that an arriving customer does not always enter the queue we make the following adjustment:
We denote by $\Lambda$ the rate customers arrive at the system -whether they join or not- and we denote by $\lambda$ the rate of customers that arrive and decide to join the system. $\Lambda$ is referred to as the potential arrival rate, while $\lambda$ is referred to as the effective arrival rate.

### 1.4 Strategic behaviour in queueing systems in alternating environment

As stated in the previous sections, the economic analysis of customer behaviour in queueing systems is based on some reward-cost structure which
is imposed on the system and reflects the customers' desire for service and their unwillingness to wait. Customers are allowed to make decisions about their actions in the system, for example they decide whether to join or balk, to abandon the queue, to buy priority or not etc. The customers want to maximize their benefit while taking into account that other customers have the same objective. This situation can be considered a game among the players. The basic problem is to find an equilibrium and socially optimal strategies. These ideas go back at least to the works of Naor (1969) and Edelson and Hildebrand (1975) who studied equilibrium and socially optimal strategies for whether to join or balk in an $M|M| 1$ queue with a simple linear reward-cost structure. Naor (1969) assumed that an arriving customer observes the queue length before making her decision to join (observable case). His study was complemented by Edelson and Hildebrand (1975) who studied the unobservable case, where the customers had to make their decision without information about the state of the system. Since then, there is a growing number of papers that deal with the economic analysis of the balking behaviour of customers in variants of the $M|M| 1$ queue, see e.g. Hassin and Haviv (1997) ( $M|M| 1$ queue with priorities), Burnetas and Economou (2007) $(M|M| 1$ queue with setup times), Guo and Zipkin (2007) $(M|M| 1$ queue with various levels of information and uncertainty in the system parameters), Economou and Kanta (2008) ( $M|M| 1$ queue with compartmented waiting space), Sun et al. (2010) $(M|M| 1$ queue with setup/closedown times) and Zhang and Wang (2010) ( $M|M| 1$ queue with delayed repairs).
One of the models that will be discussed in this study is the $M|M| 1$ queue with an unreliable server. The strategic behaviour in vacation queueing systems, where the server may become unavailable in between services, is a quite recent endeavor. Burnetas and Economou (2007) studied the $M|M| 1$ queue with setup times under a strategic perspective. Subsequently, Economou and Kanta (2008) and Jagannathan, Menache, Modiano and Zussman(2011) studied the strategic joining/balking behaviour of the observable and unobservable models of the $M|M| 1$ queue with unreliable server. Guo and Hassin $(\mathbf{2 0 1 1 ; 2 0 1 2})$ studied the strategic behaviour of customers in an $M|M| 1$ vacation queue with an $N$-policy. The study of the strategic customer behaviour in vacation queues has been also extended in models with additional characteristics such as closedown times, general service or vacation time etc., see e.g. Sun Guo and Tian (2010), Economou, Gómez-Corral and Kanta (2011), Li and Han (2011), Do, Tran, Nquyen, Hong, and Lee (2012), Liu, Ma, and Li (2012), Zhang, Wang, and Liu (2013) and Yang, Wang, and Zhang (2014). For the study of vacation queues it is usually convenient to consider fluid queues. Fluid queues are suitable for representing systems where the process of the customers is very fast in comparison with changes in the server status. A fluid queue is an input-output system, where the customers are modeled
as a continuous fluid that enters and leaves a storage space, called the buffer, according to rates that depend on some underlying stochastic process that is related to the state of the system. Fluid queues have been used extensively as an approximation of the standard queues with discrete units in applications such as high-speed data networks, automated manufacturing systems, traffic/transportation networks etc.
There is an extensive literature devoted to the study of the fluid flow models. Several early computational approaches and results can be found in the papers of Kosten (1974a)(1974b) and Kosten and Vrieze (1975). Anick, Mitra, and Sondhi (1982) introduced a benchmark model that is now known as AMS model. This is a fluid queue that represents a single buffer which receives data from several independent sources, each of which switches between on and off states according to a continuous time Markov chain. For a smooth introduction in the area and a literature review of classical references see Kulkarni (1997), Schwartz (1996) or Gautam (2012).

The fluid queues are in some sense semi-deterministic counterparts of vacation queueing models in random environment. Indeed, the on-off alterations of the independent sources that occur in fluid models can be seen as vacation/failures of the server of the system. Even though fluid queues treat situations similar to vacation queues, the literature has been devoted mainly on performance evaluation issues and control problems under a central planer (see e.g. Rajagopal, Kulkarni, and Stidham (1995) for the optimal flow control problem). There are also a number of studies with strategic considerations and fluid models that concern completely different situations from vacation queues, see e.g. Maglaras (2006), Jain, Juneja, and Shimkin (2013), and Haviv (2013). The strategic behaviour regarding the joining/balking dilemma in an observable fluid queue with a Fist-Come-First-Served (FCFS) discipline, where the system alternates between exponentially distributed fast and slow service periods was studied by Economou and Manou (2016).
In the two queuing models mentioned so far the studies in the changes of the environment mainly refer to the service process. When both the service and arrival processes alternate, the analysis becomes much more complicated. An interesting queueing model, where we can consider that the system alternates between states with different arrival and service rates, is the stochastic clearing system. In this model, the customers are accumulated in a waiting room and the server removes all customers at the completion of a service cycle. Stochastic clearing systems have been studied by Stidham (1974), Serfozo and Stidham (1978), Artajelo and Gomez-Corral (1998) and Yang et al. (2002). They have been also studied in the framework of stochastic systems subject to (total) catastrophes or disasters, where catastrophic events are assumed to remove all customers/units of the system/population (see e.g. Kyriakidis (1994), Economou and Fakinos
(2003, 2008), Stirzaker (2006, 2007) and Gani and Swift (2007)). In the majority of such studies the interest of investigators lies in the transient and/or the stationary distribution of the process of interest. However, optimization issues for this class of systems have also attracted the interest in the literature (see e.g. Kyriakidis (1999a, 1999b), Economou (2003), Kyriakidis and Dimitrakos (2005).
The optimization questions that have been studied in the context of stochastic clearing systems concern the central planning of the systems and the objective is the determination of optimal strategies for the server, about when he should remove the customers from the system (see e.g. Stidham (1977), Kim and Seila (1993), Economou (2003), Kyriakidis and Dimitrakos (2005)). The behaviour of customers in a clearing system in alternating environment when they are free to make decisions to maximize their benefit has been studied by Economou and Manou (2013).
In this essay we will examine customer strategic behaviour in queuing systems in alternating environments. The essay is organized as follows. In chapter 2 , we will describe a queue with an unreliable server. The customers arrive at the system, observe the number of customers in it and decide whether to join or balk. We will consider two information cases, the fully observable and the almost observable case and identify the equilibrium balking strategies.
In chapter 3, we will consider a stochastic clearing system in random environment. We will explore the customers' strategies under various information cases. In all cases, we will show that the expected net benefit of a customer depends only on her strategy and not on the strategies followed by other customers, a fact that implies the existence of dominant strategies. This is a special feature of the system and is related to the nature of the stochastic clearing mechanism. In the almost observable case, we notice that the number of waiting customers does not imply an additional cost on the individual, but their presence provides a signal about the state of the system. Then, we will characterize all the equilibrium strategies within the class of threshold and reverse threshold strategies and provide an algorithm to compute those equilibrium strategies.
In chapter 4 , we will study the customers' join/balk dilemma in a fluid queue in alternating environment. Again, we will explore two informational cases and we will determine equilibrium customer strategies. We will also compute the expected social benefit per time unit under a given strategy and consider the related optimization problems. We then compare the expected social benefits per time unit under various combinations regarding the nature of the customers.

## Chapter 2

## Equilibrium balking strategies for an observable queue with breakdowns and repairs

### 2.1 The model

Consider a $\mathrm{M}|\mathrm{M}| 1$ queue with infinite capacity. The customers arrive according to a Poisson process with rate $\lambda$ and the service times are exponentially distributed with rate $\mu$. In this model the server is not always active, but alternates between on and off periods. We assume that the on and off periods are also exponentially distributed with rates $\zeta$ and $\theta$ respectively.
Let $N(t)$ be the queue length at time $t$ and $I(t)$ the state of the server at time $t(I(t)=0$ corresponds to the state where the server is off and $I(t)=1$ to the state where the server is on). The process $\{N(t), I(t): t \geq 0\}$ is a continuous time Markov chain where the transition rates are given by

$$
\begin{aligned}
& q_{(n, i)(n+1, i)}=\lambda, \quad n=0,1,2, \ldots \text { and } i=0,1 \\
& q_{(n, i)(n-1, i)}=\mu, \quad n=1,2,3, \ldots \\
& q_{(n, 0)(n, 1)}=\theta, \quad n=0,1,2, \ldots \\
& q_{(n, 1)(n, 0)}=\zeta, \quad n=0,1,2, \ldots .
\end{aligned}
$$

We assume that customers arrive at the queueing system and receive some information. Then, they decide whether to join or not. When a customer joins the system, she receives a reward or $R$ units upon completion of her service and she incurs a waiting cost of $C$ units per time unit that is continuously accumulated while she remains in the system. When a customer does not join, her net benefit is considered to be 0 . Each customer tries to


Figure 2.1: Transition diagram
maximize her expected net benefit. When a customer decides whether to join or not, her decision is irrevocable, meaning that reneging of entering customers or retrials of balking customers is not allowed.
We will consider two informational cases separately. We will study the fully observable case first, where the customers observe both the queue length $N(t)$ and the state of the system $I(t)$.

### 2.2 Equilibrium threshold strategies in the fully observable case

As stated above, in this information case, customers observe the queue size $N(t)$ and the the state of the system $I(t)$ before joining. The equilibrium threshold strategy has the form $\left(n_{e}(0), n_{e}(1)\right)$, which declares that when customers observe the system in state $i$, they should join if $N(t) \leq n_{e}(i)$, and they should balk otherwise. In the fully observable case we will conclude that the strategy of a customer is independent of the strategy of the other customers which is a trait of dominant strategies.
We have the following result.
Theorem 2.2.1. In the fully observable case of an $M|M| 1$ queue with breakdowns and repairs there exist a pair of thresholds

$$
\begin{equation*}
\left(n_{e}(0), n_{e}(1)\right)=\left(\left\lfloor\frac{R \mu \theta}{C(\theta+\zeta)}-\frac{\mu}{\theta+\zeta}\right\rfloor-1,\left\lfloor\frac{R \mu \theta}{C(\theta+\zeta)}\right\rfloor-1\right) \tag{2.1}
\end{equation*}
$$

such that the strategy "While arriving at time $t$, observe $(N(t), I(t))$; enter if $N(t) \leq n_{e}(I(t))$ and balk otherwise" is a weakly dominant strategy.

Proof. Consider a tagged customer that follows a strategy $s_{\text {tagged }}$ when all other customers follow a strategy $s_{\text {others }}$. The tagged customers' net benefit is given by

$$
\begin{equation*}
F(n, i)=R-C T(n, i), \tag{2.2}
\end{equation*}
$$

where $T(n, i)=E\left[S \mid N^{-}=n, I^{-}=i\right]$ is the average sojourn time of a customer that finds the system at state ( $n, i$ ) upon arrival.
Let $m_{n, i}$ be the expected time the system remains in state ( $n, i$ ) and $q_{\left(n_{1}, i\right),\left(n_{2}, i^{\prime}\right)}$ be the transition rate from state $\left(n_{1}, i\right)$ to state $\left(n_{2}, i^{\prime}\right)$.

When the system is in state $(n, 1) n=1,2, \ldots$ two possible transitions are possible (ignoring arrivals which do not affect the sojourn time of a customer already in the system) : $(n-1,1)$, which corresponds to the service of a customer, or $(n, 0)$, which corresponds to a breakdown of the system. The time spent in state $(n, 1)$ is the minimum of the time it takes for a customer to be served or for a breakdown to happen. Therefore, it follows $\exp (\mu+$ $\zeta)$ as the minimum of two independent variables that follow exponential distributions. Consequently, $m_{n, 1}=\frac{1}{\mu+\zeta}$.
From state $(n, 1)$ the service of a customer may be completed with probability $p((n, 1) \rightarrow(n-1,1))=\frac{q_{(n, 1)(n-1,1)}}{m_{n, 1}}=\frac{\mu}{\mu+\zeta}$ and the system moves to state $(n-1,1)$ or a breakdown may happen with probability $p((n, 1) \rightarrow$ $(n, 0))=\frac{q_{(n, 1)(n, 0)}}{m_{n}, 1}$ where the system moves to state $(n, 0)$.
By a similar analysis for states $(n, 0)$ and $(0,1)$ and using a first step argument we have the following equations.

$$
\begin{align*}
& T(n, 0)=\frac{1}{\theta}+T(n, 1) . \quad n=0,1,2, \ldots  \tag{2.3}\\
& T(0,1)=\frac{\mu}{\mu+\zeta}+\frac{\zeta}{\zeta+\mu} T(0,0)  \tag{2.4}\\
& T(n, 1)=\frac{1}{\zeta+\mu}+\frac{\mu}{\zeta+\mu} T(n-1,1)+\frac{\zeta}{\zeta+\mu} T(n, 0) . \quad n=1,2,3, \ldots \tag{2.5}
\end{align*}
$$

By solving the system (2.3) for $n=0$ and (2.4) we obtain $T(0,0)$ and $T(0,1)$. By plugging (2.3) in (2.5) we obtain a first order recursive relation for $T(n, 1)$,

$$
T(n, 1)=\frac{1}{\mu}\left(1+\frac{\zeta}{\theta}\right)+T(n-1,1)
$$

which yields

$$
\begin{equation*}
T(n, i)=(n+1)\left(1+\frac{\zeta}{\theta}\right) \frac{1}{\mu}+(1-i) \frac{1}{\theta} \tag{2.6}
\end{equation*}
$$

A customer joins if

$$
\begin{aligned}
& F(n, i)>0 \Leftrightarrow R-C T(n, i)>0 \Leftrightarrow R-C(n+1)\left(1+\frac{\zeta}{\theta}\right) \frac{1}{\mu}+(1-i) \frac{C}{\theta} \Leftrightarrow \\
& n<\frac{R \mu \theta}{C(\theta+\zeta)}-1-(i-1) \frac{\mu}{\theta+\zeta}
\end{aligned}
$$

Therefore, when $i=1$ a customer joins if she observes less than $\left\lfloor\frac{R \mu \theta}{C(\theta+\zeta)}-1\right\rfloor$ customers in the system, is indifferent between entering or balking if she
observes $\left\lfloor\frac{R \mu \theta}{C(\theta+\zeta)}-1\right\rfloor$ and balks otherwise. In other words, she follows a threshold strategy with threshold $n_{e}(1)=\left\lfloor\frac{R \mu \theta}{C(\theta+\zeta)}-1\right\rfloor$.
Similarly, when $i=0$ customers follow a threshold strategy with threshold $n_{e}(0)=\left\lfloor\frac{R \mu \theta}{C(\theta+\zeta)}-\frac{\mu}{\theta+\zeta}\right\rfloor-1$.
Thus, an arriving customer prefers to enter if $n \leq n_{e}(i)$, where $\left(n_{e}(0), n_{e}(1)\right)$ is given by (2.1). This strategy is preferable, independently of what the other customers do i.e. it is a weakly dominant strategy.

Remark 3. One would expect that the relationship between $n_{e}(1)$ and $n_{e}(0)$ depends on the value of $\zeta$ and $\theta$, since those parameters affect the time the system is on and off respectively. This may be the case in other models with similar breakdowns (ex. Burnetas and Economou (2007)). In our model, by comparing the two thresholds, we notice that $n_{e}(0) \leq n_{e}(1)$ is always true, regardless of the parameters of the system. In other words, customers that observe the server to be down are more reluctant to join the system. This happens because the only difference between the two states of the server is that if a customer enters while the system is down, she will have to wait for the server to be activated and thus incur an extra waiting cost.

Remark 4. We assume that $n_{e}(1)>0$ or by $(2.1) R>C \frac{1}{\mu}\left(1+\frac{\zeta}{\theta}\right)$, which leads to $R>T(0,1)$. If this inequality does not hold, then customers will not enter the queue even if they find it empty with an active server since they will incur a negative benefit. Therefore, the system will remain always empty.

### 2.3 Equilibrium threshold strategies in the almost observable case

We move on to the almost observable case, where arriving customers observe the number of customers in the system but not the state of the server. We will search for an equilibrium strategy within the class of pure threshold strategies. In order to do so, we must first compute the stationary distribution of the system assuming that all customers follow a given pure threshold strategy.

Proposition 2.3.1. Consider the almost observable $M|M| 1$ queue with breakdowns and repairs where the customers enter the system according to a threshold strategy "While arriving at time $t$, observe $N(t)$; enter if $N(t) \leq n_{e}$ and balk otherwise". Then, the stationary distribution $(p(n, i):(n, i) \in$ $\left.\left\{0,1,2, \ldots, n_{e}+1\right\} \times\{0,1\}\right)$ is given as follows:


Figure 2.2: Transition diagram of the almost observable model in pure strategies

$$
\begin{align*}
p(n, 0) & =A\left(\rho_{1}^{n+1}-\rho_{2}^{n+1}\right), \quad n=0,1,2, \ldots, n_{e}  \tag{2.7}\\
p(n, 1) & =A\left(\nu_{1} \rho_{1}^{n+1}-\nu_{2} \rho_{2}^{n+1}\right), \quad n=0,1,2, \ldots, n_{e}  \tag{2.8}\\
p\left(n_{e}+1,0\right) & =\frac{\lambda A}{\theta}\left(\left(1+\frac{\zeta}{\mu}\left(1+\nu_{1}\right)\right) \rho_{1}^{n_{e}+1}-\left(1+\frac{\zeta}{\mu}\left(1+\nu_{2}\right)\right) \rho_{2}^{n_{e}+1}\right)  \tag{2.9}\\
p\left(n_{e}+1,1\right) & =\frac{\lambda A}{\mu}\left(\left(1+\nu_{1}\right) \rho^{n_{e}+1}-\left(1+\nu_{2}\right) \rho_{2}^{n_{e}+1}\right) \tag{2.10}
\end{align*}
$$

where $A$ is computed using the normalization equation and

$$
\begin{align*}
\rho_{1,2} & =\frac{\lambda}{2 \mu(\lambda+\theta)}\left(\mu+\zeta+\lambda+\theta \pm \sqrt{(\mu+\zeta+\lambda+\theta)^{2}-4 \mu(\lambda+\theta)}\right)  \tag{2.11}\\
\nu_{i} & =\frac{(\lambda+\theta) \rho_{i}-\lambda}{\zeta \rho_{i}}, \quad i=1,2 . \tag{2.12}
\end{align*}
$$

Proof. When all customers follow a threshold strategy of the form "While arriving at time $t$, observe $N(t)$; enter if $N(t) \leq n_{e}$ and balk otherwise", the transitions of the system $N(t), I(t): t \geq 0$ are shown in figure 2.2.
The stationary distribution $(p(n, i))$ is obtained using the balance equations:

$$
\begin{align*}
(\lambda+\theta) p(0,0) & =\zeta p(0,1)  \tag{2.13}\\
(\lambda+\theta) p(n, 0) & =\lambda p(n-1,0)+\zeta p(n, 1), \quad n=1,2, \ldots n_{e}  \tag{2.14}\\
\theta p\left(n_{e}+1,0\right) & =\lambda p\left(n_{e}, 0\right)+\zeta p\left(n_{e}+1,1\right)  \tag{2.15}\\
\mu p(n+1,1) & =\lambda p(n, 1)+\lambda p(n, 0), \quad n=0,1,2 \ldots, n_{e} \tag{2.16}
\end{align*}
$$

Solving (2.14) with respect to $p(n, 1)$ and substituting in (2.16) we obtain $\mu(\lambda+\theta) p(n+1,0)-\lambda(\mu+\zeta+\lambda+\theta) p(n, 0)+\lambda^{2} p(n-1,0)=0, \quad n=1,2, \ldots, n_{e}-1$ which is a homogeneous second-order difference equation with solution

$$
\begin{equation*}
p(n, 0)=c_{1} \rho_{1}^{n}+c_{2} \rho_{2}^{n}, n=0,1,2, \ldots, n_{e} \tag{2.17}
\end{equation*}
$$

where $\rho_{1}, \rho_{2}$, as given by $(2.11)$, are the roots of the corresponding characteristic equation

$$
\mu(\lambda+\theta) x^{2}-\lambda(\mu+\zeta+\lambda+\theta) x+\lambda^{2}=0
$$

and $c_{1}, c_{2}$ are to be determined. We can easily see that $\rho_{1} \neq \rho_{2}$. Plugging (2.17) in (2.14) we obtain

$$
\begin{equation*}
p(n, 1)=c_{1} \nu_{1} \rho_{1}^{n}+c_{2} \nu_{2} \rho_{2}^{n}, \quad n=1,2, \ldots, n_{e} \tag{2.18}
\end{equation*}
$$

where $\nu_{i}$ are given by (2.12). By (2.13) and (2.17) we obtain

$$
\begin{equation*}
p(0,1)=\frac{\lambda+\theta}{\zeta}\left(c_{1}+c_{2}\right) \tag{2.19}
\end{equation*}
$$

Furthermore, $p\left(n_{e}+1,1\right)$ is computed by inserting $n=n_{e}$ in (2.16) and considering (2.17) and (2.18). Therefore,

$$
p\left(n_{e}+1,1\right)=\frac{\lambda}{\mu} c_{1}\left(1+\nu_{1}\right) \rho_{1}^{n_{e}}+\frac{\lambda}{\mu} c_{2}\left(1+\nu_{2}\right) \rho_{2}^{n_{e}}
$$

Also, $p\left(n_{e}+1,0\right)$ is given by (2.15) and using the computations above we obtain

$$
p\left(n_{e}+1,0\right)=\frac{\lambda}{\theta} c_{1}\left(1+\frac{\zeta}{\mu}\left(1+\nu_{1}\right) \rho_{1}^{n_{e}}\right)+\frac{\lambda}{\theta} c_{2}\left(1+\frac{\zeta}{\mu}\left(1+\nu_{2}\right) \rho_{2}^{n_{e}}\right)
$$

We have expressed all the stationary probabilities in terms of the constants $c_{1}$ and $c_{2}$. By plugging $n=0$ in (2.16) we obtain $\mu p(1,1)=\lambda p(0,1)+$ $\lambda p(0,0)$. We now plug in the probabilities yielded by (2.18) by setting $n=1$ and (2.17) by setting $n=0$ and using (2.19) we obtain after some algebra that

$$
c_{2}=-\frac{\rho_{2}}{\rho_{1}} c_{1}
$$

Then, the unique unknown constant $c_{1}$ is computed using the normalization equation

$$
\sum_{i=0}^{1} \sum_{n=0}^{n_{e}+1} p(n, i)=1
$$

as an explicit but involved sum. Letting $A=\frac{c_{1}}{\rho_{1}}$ we have $c_{1}=A \rho_{1}$ and $c_{2}=-A \rho_{2}$ and the stationary probabilities are given from $(2.7-2.10)$.

We are now in position to find the expected net reward of a customer that observes $n$ customers ahead of her and decides to enter. We have the following.

Proposition 2.3.2. Consider the almost observable $M|M| 1$ queue with breakdowns and repairs where the customers enter to the system according to a threshold strategy "While arriving at time $t$, observe $N(t)$; enter if $N(t) \leq n_{e}$ and balk otherwise". The net benefit of a customer that observes $n$ customers and decides to enter is given by

$$
\begin{align*}
F(n) & =R-C \frac{n+1}{\mu}\left(1+\frac{\zeta}{\theta}\right)  \tag{2.20}\\
& -\frac{C}{\theta} \frac{\sigma^{n+1}-1}{\left(1+\nu_{1}\right) \sigma^{n+1}-\left(1+\nu_{2}\right)}, \quad n=0,1, \ldots, n_{e} \\
F\left(n_{e}+1\right) & =R-C \frac{n_{e}+2}{\mu}\left(1+\frac{\zeta}{\theta}\right)  \tag{2.21}\\
& -\frac{C}{\theta} \frac{\left(\mu+\zeta\left(1+\nu_{1}\right)\right) \sigma^{n_{e}+1}-\left(\mu+\zeta\left(1+\nu_{2}\right)\right)}{\left(\mu+(\zeta+\theta)\left(1+\nu_{1}\right)\right) \sigma^{n_{e}+1}-\left(\mu+(\zeta+\theta)\left(1+\nu_{2}\right)\right)},
\end{align*}
$$

$$
\text { where } \sigma=\frac{\rho_{1}}{\rho_{2}} \text {. }
$$

Proof. The expected net benefit for a customer that joins the system when she observes $n$ customers is

$$
\begin{equation*}
F(n)=R-C T(n) \tag{2.22}
\end{equation*}
$$

where $T(n)=E\left[S \mid N^{-}=n\right]$ denotes her expected mean sojourn time given that she finds $n$ customers in the system just before her arrival. Conditioning on the state of the server that she finds upon arrival we obtain

$$
\begin{align*}
T(n) & =T(n, 1) \operatorname{Pr}\left[I^{-}=1 \mid N^{-}=n\right]+T(n, 0) \operatorname{Pr}\left[I^{-}=0 \mid N^{-}=n\right] \\
& \stackrel{(2.3)}{=} T(n, 1)+\frac{1}{\theta} \operatorname{Pr}\left[I^{-}=0 \mid N^{-}=n\right] \tag{2.23}
\end{align*}
$$

where $T(n, 1)$ is given by (2.6) for $i=1$. The probability $\operatorname{Pr}\left[I^{-}=0 \mid N^{-}=\right.$ $n$ ] that a customer finds the server inactive upon her arrival given that she finds $n$ customers in front of her is $\frac{\lambda p(n, 0)}{\lambda p(n, 1)+\lambda p(n, 0)}, n=0,1, \ldots, n_{e}+1$. Using the stationary probability obtained in Proposition 2.3.1 we obtain the probabilities

$$
\begin{gathered}
\operatorname{Pr}\left[I^{-}=0 \mid N^{-}=n\right]=\frac{\rho_{1}^{n+1}-\rho_{2}^{n+1}}{\left(1+\nu_{1}\right) \rho_{1}^{n+1}-\left(1+\nu_{2}\right) \rho_{2}^{n+1}}, \quad n=0,1, \ldots, n_{e} \\
\operatorname{Pr}\left[I^{-}=0 \mid N^{-}=n_{e}+1\right]=\frac{\left(\mu+\zeta\left(1+\nu_{1}\right)\right) \rho_{1}^{n_{e}+1}-\left(\mu+\zeta\left(1+\nu_{2}\right)\right) \rho_{2}^{n_{e}+1}}{\left(\mu+(\zeta+\theta)\left(1+\nu_{1}\right)\right) \rho_{1}^{n_{e}+1}-\left(\mu+(\zeta+\theta)\left(1+\nu_{2}\right)\right) \rho_{2}^{n_{e}+1}}
\end{gathered}
$$

Setting $\sigma=\frac{\rho_{1}}{\rho_{2}}$ and using (2.6) and the probabilities we obtained above we conclude that

$$
\begin{align*}
T(n) & =\frac{n+1}{\mu}\left(1+\frac{\zeta}{\theta}\right)+\frac{1}{\theta} \frac{\sigma^{n+1}-1}{\left(1+\nu_{1}\right) \sigma^{n+1}-\left(1+\nu_{2}\right)}  \tag{2.24}\\
n & =0,1, \ldots, n_{e} \\
T\left(n_{e}+1\right) & =\frac{n_{e}+2}{\mu}\left(1+\frac{\zeta}{\theta}\right)  \tag{2.25}\\
\frac{1}{\theta} & \frac{\left(\mu+\zeta\left(1+\nu_{1}\right)\right) \sigma^{n_{e}+1}-\left(\mu+\zeta\left(1+\nu_{2}\right)\right)}{\left(\mu+(\zeta+\theta)\left(1+\nu_{1}\right)\right) \sigma^{n_{e}+1}-\left(\mu+(\zeta+\theta)\left(1+\nu_{2}\right)\right)}
\end{align*}
$$

Now the substitution of $T(n)$ in (2.22) yields (2.20) and (2.21)
For excluding the trivial case where a customer does not enter the system even if she finds no customers in front of her we assume that (2.20) is positive for $n=0$ or $R>C T(0)$ and after some algebra we see that the equivalent to this condition is

$$
\begin{equation*}
R>\frac{C}{\mu}\left(1+\frac{\zeta}{\theta}\right)+\frac{C}{\theta} \frac{\zeta}{\lambda+\theta+\zeta} \tag{2.26}
\end{equation*}
$$

which we assume from now on.
We can now describe the equilibrium balking threshold strategies in the almost observable case. We have the following result.

Theorem 2.3.1. Define the sequences $\left(f_{1}(n): n=0,1,2, \ldots\right)$ and $\left(f_{2}(n)\right.$ : $n=0,1,2, \ldots)$ by

$$
\begin{align*}
f_{1}(n)= & R-C \frac{n+1}{\mu}\left(1+\frac{\zeta}{\theta}\right)-\frac{C}{\theta} \frac{\sigma^{n+1}-1}{\left(1+\nu_{1}\right) \sigma^{n+1}-\left(1+\nu_{2}\right)}  \tag{2.27}\\
n & =0,1, \ldots \\
f_{2}(n) & =R-C \frac{n+1}{\mu}\left(1+\frac{\zeta}{\theta}\right) \\
& -\frac{C}{\theta} \frac{\left(\mu+\zeta\left(1+\nu_{1}\right)\right) \sigma^{n}-\left(\mu+\zeta\left(1+\nu_{2}\right)\right)}{\left(\mu+(\zeta+\theta)\left(1+\nu_{1}\right)\right) \sigma^{n}-\left(\mu+(\zeta+\theta)\left(1+\nu_{2}\right)\right)} \tag{2.28}
\end{align*}
$$

$$
n=0,1, \ldots
$$

Then there exist finite non-negative integers $n_{L} \leq n_{U}$ such that

$$
\begin{equation*}
f_{1}(0), f_{1}(1), f_{1}(2), \ldots, f_{1}\left(n_{U}\right)>0 \quad \text { and } \quad f_{1}\left(n_{U}+1\right) \leq 0 \tag{2.29}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{2}\left(n_{U}+1\right), f_{2}\left(n_{U}\right), f_{2}\left(n_{U}-1\right), \ldots, f_{2}\left(n_{L}+1\right) \leq 0 \quad \text { and } \quad f_{2}\left(n_{L}\right)>0 \tag{2.30}
\end{equation*}
$$

or

$$
\begin{equation*}
f_{2}\left(n_{U}+1\right), f_{2}\left(n_{U}\right), f_{2}\left(n_{U}-1\right), \ldots, f_{2}(0) \leq 0 \tag{2.31}
\end{equation*}
$$

In the almost observable $M|M| 1$ queue with breakdowns and repairs the pure threshold strategy of the form"While arriving at time $t$, observe $N(t)$; enter if $N(t) \leq n_{e}$ and balk otherwise", for $n_{e} \in\left\{n_{L}, n_{L+1}, \ldots, n_{U}\right\}$, are equilibrium strategies.

Proof. We have that $f_{1}(0)>0$ because of (2.26). Moreover, $\lim _{n \rightarrow \infty}=-\infty$, so if $n_{U}+1$ is the subscript of the first non-positive term of the sequence $\left(f_{1}(n)\right)$, we have that for the finite number $n_{U}$ the condition (2.29) holds. Note also that $f_{1}(n)$ given by $(2.27)$ can be written in the alternative form

$$
\begin{align*}
f_{1}(n) & =R-C \frac{n+1}{\mu}\left(1+\frac{\zeta}{\theta}\right)  \tag{2.32}\\
& -\frac{C}{\theta} \frac{\left(\mu+\zeta\left(1+\nu_{1}\right)\right) \sigma^{n}-\left(\mu+\zeta\left(1+\nu_{2}\right)\right)}{\left(\mu+(\zeta+\lambda+\theta)\left(1+\nu_{1}\right)\right) \sigma^{n}-\left(\mu+(\zeta+\lambda+\theta)\left(1+\nu_{2}\right)\right)} .
\end{align*}
$$

Let

$$
\begin{align*}
f(n, x) & =R-C \frac{n+1}{\mu}\left(1+\frac{\zeta}{\theta}\right)  \tag{2.33}\\
& -\frac{C}{\theta} \frac{\left(\mu+\zeta\left(1+\nu_{1}\right)\right) \sigma^{n}-\left(\mu+\zeta\left(1+\nu_{2}\right)\right)}{\left(\mu+(\zeta+\lambda x+\theta)\left(1+\nu_{1}\right)\right) \sigma^{n}-\left(\mu+(\zeta+\lambda x+\theta)\left(1+\nu_{2}\right)\right)}
\end{align*}
$$

By comparing (2.33) with (2.32) and (2.28), we can see that $f_{1}(n)=f(n, 1)$ and $f_{2}(n)=f(n, 0)$. By writing $f(n, x)$ in the alternative form

$$
\begin{align*}
f(n, x) & =R-C \frac{n+1}{\mu}\left(1+\frac{\zeta}{\theta}\right) \\
& -\frac{C}{\theta} \frac{\left(\mu+\zeta\left(1+\nu_{1}\right)\right) \sigma^{n}-\left(\mu+\zeta\left(1+\nu_{2}\right)\right)}{\lambda x\left(\left(1+\nu_{1}\right) \sigma^{n}-\left(1+\nu_{2}\right)\right)+\left(\mu+(\zeta+\theta)\left(1+\nu_{1}\right)\right) \sigma^{n}-\left(\mu+(\zeta+\theta)\left(1+\nu_{2}\right)\right)}, \tag{2.34}
\end{align*}
$$

we can see that $f(n, x)$ is increasing in $x$. Therefore,

$$
\begin{equation*}
f_{1}(n)>f_{2}(n), \quad n=0,1,2, \ldots \tag{2.35}
\end{equation*}
$$

In particular we conclude that $f_{2}\left(n_{U}+1\right)<f_{1}\left(n_{U}+1\right) \leq 0$. We begin to go backwards, starting from the subscript $n_{U}+1$ towards 0 and we let $n_{L}$ be the subscript of the first positive term of the sequence $\left(f_{2}(n)\right)$. Then we have (2.30). If all terms of $\left(f_{2}(n)\right)$ going backwards from $n_{u}+1$ towards 0 are non-positive we have (2.31).
Suppose, now, that we have the model where customers follow a pure threshold strategy of the form "While arriving at time $t$, observe $N(t)$; enter if $N(t) \leq n_{e}$ and balk otherwise" for some fixed threshold $n_{e} \in$ $\left\{n_{L}, n_{L}+, \ldots, n_{U}\right\}$. We consider a tagged customer at her arrival instant.

Then, her net benefit if she observes $n$ customers and decides to join is given by $(2.20)-(2.21)$.
If the tagged customer observes $n \leq n_{e}$ customers, her expected net benefit is $F(n)$ as given by (2.20) which, by (2.32), equals to $f_{1}(n)$. Therefore, $F(n)=f_{1}(n)>0$ for $n=0,1,2 \ldots, n_{e}$ when $n_{e} \in\left\{n_{L}, n_{L}+1, \ldots, n_{U}\right\}$ because of (2.29) and the customer prefers to join the system.
Likewise, if the tagged customer observes $n=n_{e}+1$ customers in the system her net benefit $F\left(n_{e}+1\right)=f_{2}\left(n_{e}+1\right) \leq 0$ when $n_{e} \in\left\{n_{L}, n_{L}+1, \ldots, n_{U}\right\}$ because of $(2.21),(2.28)$ and $(2.30)$ or (2.31) and the customer prefers to balk.
Therefore, we conclude that the strategy "While arriving at time t, observe $\mathrm{N}(\mathrm{t})$; enter if $\mathrm{N}(\mathrm{t}) \leq n_{e}$ and balk otherwise" for any $n_{e} \in\left\{n_{L}, n_{L}+1, \ldots, n_{U}\right\}$ is best response against itself, i.e. an equilibrium.

Theorem 2.3.1 provides an algorithm in order to identify the equilibrium strategies of the almost observable model. One has to start computing $\left(f_{1}(n)\right)$ up to the first negative term. This "forward" procedure yields the highest equilibrium threshold $n_{U}$. Then, one has to start computing $f_{2}(n)$ starting from $f_{2}\left(n_{U}+1\right)$ and going towards 0 till the first positive term. The "backward" procedure yields the lowest equilibrium threshold $n_{L}$.

Remark 5. The equilibrium strategy "While arriving at time $t$, observe $N(t)$; enter if $N(t) \leq n_{e}$ and balk otherwise" is the pure threshold strategy with threshold $n_{e}+1$. In other words, it can be represented by the vector $(1,1,1, \ldots 1,0, \ldots)$ which consists of $\left(n_{e}+1\right)$ ones.

## Follow the crowd

In the present model the customers adopt a "follow the crowd" (FTC) behaviour where customers tend to follow the behaviour of other customers. FTC behaviour is expressed when the best response of a customer against strategy $x$ of other customers is increasing in $x$. Let $F_{n_{e}}(n)$ be the expected net reward of a tagged customer that observes a queue length of $n$ customers and enters the system, while all other customers follow an $n_{e}$ threshold strategy. The best response against this strategy, $B R\left(n_{e}\right)$, is defined by $B R\left(n_{e}\right)=\max \left\{n: F_{n_{e}}(n)>0, n=0,1,2 \ldots, n_{e}+1\right\}$. Note that $B R\left(n_{e}\right) \leq$ $n_{e}+1$. Suppose that all other customers adopt a threshold strategy with threshold $n_{e}+1$. Then, the best response of the tagged customer is defined by $B R\left(n_{e}+1\right)=\max \left\{n: F_{n_{e}+1}(n)>0, n=0,1,2, \ldots, n_{e}+2\right\}$, where $F_{n_{e}+1}(n)$ is the expected net benefit of a customer that observes $n$ customers and joins the system when all others follow an $n_{e}+1$ threshold strategy which is (by (2.20) - (2.30))

$$
\begin{aligned}
F_{n_{e}+1}(n) & =R-C \frac{n+1}{\mu}\left(1+\frac{\zeta}{\theta}\right)-\frac{C}{\theta} \frac{\sigma^{n+1}-1}{\left(1+\nu_{1}\right) \sigma^{n+1}-\left(1+\nu_{2}\right)}, \quad n=0,1, \ldots, n_{e}+1, \\
F_{n_{e}+1}\left(n_{e}+2\right) & =R-C \frac{n_{e}+2}{\mu}\left(1+\frac{\zeta}{\theta}\right) \\
& -\frac{C}{\theta} \frac{\left(\mu+\zeta\left(1+\nu_{1}\right)\right) \sigma^{n_{e}+1}-\left(\mu+\zeta\left(1+\nu_{2}\right)\right)}{\left(\mu+(\zeta+\theta)\left(1+\nu_{1}\right)\right) \sigma^{n_{e}+1}-\left(\mu+(\zeta+\theta)\left(1+\nu_{2}\right)\right)}
\end{aligned}
$$

We can see that $F_{n_{e}+1}(n)$ is equal to $F_{n_{e}}(n)$, for $n=0,1, \ldots, n_{e}$. Therefore, considering the definition of $B R\left(n_{e}\right), F_{n_{e}+1}(n)=F_{n_{e}}(n)>0, n=$ $0,1, \ldots B R\left(n_{e}\right)$. If $B R\left(n_{e}\right)=n_{e}+1$ then $F_{n_{e}+1}\left(n_{e}+1\right)=f_{1}\left(n_{e}+1\right)>$ $f_{2}\left(n_{e}+1\right)=F_{n_{e}}\left(n_{e}+1\right)=F_{n_{e}}\left(B R\left(n_{e}\right)\right)>0$. The two equalities are given by (2.27), (2.28) respectively and the inequality is true because $f_{1}(n)>f_{2}(n)$ by (2.35). From this analysis, we conclude that $B R\left(n_{e}+1\right) \geq B R\left(n_{e}\right)$ which means that the threshold that is a best response of a tagged customer when all others follow a threshold strategy $n_{e}+1$ is greater than the threshold that is a best response when all others adopt the threshold $n_{e}$. This proves that the behaviour of the customers is FTC.

Remark 6. We can see that in this model multiple equilibria are possible since any threshold $n_{e} \in\left\{n_{L}, n_{L}+1, \ldots, n_{U}\right\}$ is an equilibrium strategy. This is a common property of FTC behaviour.

## Chapter 3

## Equilibrium balking strategies for a clearing queueing system in alternating environment


#### Abstract

In this chapter, we consider a Markovian clearing queueing system, where the customers are accumulated according to a Poisson process and the server removes all present customers at the completion epochs of exponential service cycles. This system may represent the visits of a transportation facility with unlimited capacity at a certain station. The system evolves in an alternating environment that influences the arrival and service rates. We assume that the arriving customers decide whether to join or balk, based on a natural linear reward-cost structure. We will study the balking behaviour of the customers and derive the corresponding Nash equilibrium strategies under various information levels. Queueing systems with batch services are often used to represent the visits of a transportation facility at a certain station. This allows for the quantification of the congestion of the station and can be used to take control measures (e.g. the changing the frequency of the visits), so that the quality of service is kept within acceptable limits. The capacity of the system is usually assumed unlimited. This is justified, because in most applications the capacity of the facility is chosen large enough, so that the probability that some waiting customers cannot be accommodated is negligibly small. Moreover, the waiting customers that cannot be served at a visit of the facility are not in general willing to wait for its next visit and abandon the system. Therefore, it is realistic to assume that all present customers are removed at the visit points of the facility. Such stochastic systems are referred to as stochastic clearing systems.


### 3.1 The model

We consider a transportation station with infinite waiting space that operates in an alternative environment. The environment is specified by a 2-state continuous-time Markov chain $\{I(t)\}$, with state space $S^{I}=\{1,2\}$ and transition rates $q_{i^{\prime}}$, for $i \neq i^{\prime}$. Whenever the environment is at state $i$, customers arrive according to a Poisson process at rate $\lambda_{i}$, whereas the transportation facility visits the station according to a Poisson process at rate $\mu_{i}$. The two Poisson processes are assumed independent. At the visit epochs of the transportation facility all customers are served simultaneously and removed from the station. Therefore, we have a stochastic clearing system in an alternating environment.
We represent the state of the station by a pair $(N(t), I(t))$, where $N(t)$ records the number of customers at the station and $I(t)$ denotes the environmental state. The stochastic process $\{N(t), I(t)\}$ is a continuous time Markov chain with state space $S^{N, I}=\{(n, i): n \geq 0, i=1,2\}$ and its non-zero transition rates given by

$$
\begin{align*}
& q_{(n, i)(n+1, i)}=\lambda_{i}, \quad n \geq 0, i=1,2,  \tag{3.1}\\
& q_{(n, i)(0, i)}=\mu_{i}, \quad n \geq 1, i=1,2,  \tag{3.2}\\
& q_{(n, 1)(n, 2)}=q_{12}, \quad n \geq 0,  \tag{3.3}\\
& q_{(n, 2)(n, 1)}=q_{21}, \quad n \geq 0 . \tag{3.4}
\end{align*}
$$

We define $\rho_{i}=\frac{\lambda_{i}}{\mu_{i}}, i=1,2$. The value of $\rho_{i}$ can be thought as the measure of congestion of the system under the environmental rate $i$, as it expresses the mean number of customers accumulated between two successive visits of the transportation facility (given that the environment remains continuously in state $i$ ).
We are interested in the behaviour of customers that arrive on the station and decide whether to join or balk. We assume that joining customers gain reward of $R$ units upon completion of their service and accumulate waiting costs at the rate of $C$ units per time unit they remain in the system. We also assume that customers are risk neutral and they try to maximize their net benefit. Finally, the decision of joining or balking is irrevocable in the sense that joining customers are not allowed to renege and balking customers are not allowed to re-enter the system.
Since all customers are assumed indistinguishable, we can consider the situation as a symmetric game among them. Denote the common set of available strategies and the payoff function as $S$ and $F$ respectively. Let $F\left(s_{i}, s_{-i}\right)$ be the payoff of customer $i$ who follows strategy $s_{i}$ when all others follow strategy $s_{-i}$.
In these chapter we will obtain equilibrium strategies for joining/balking. We distinguish between four cases depending on the information available
to customers upon their arrival instants, before the decision is made:

- Fully unobservable case : Customers do not observe $N(t)$ or $I(t)$ before joining.
- Almost unobservable case : Customers do not observe $N(t)$, but observe $I(t)$.
- Fully observable case : Customers observe $N(t)$ and $I(t)$.
- Almost observable case : Customers observe $N(t)$, but not $I(t)$.

From a methodological point of view the first three cases are similar so we will start by examining them first. The almost observable case which is the most interesting and methodologically demanding will be examined in section 3.3.

### 3.2 The unobservable and the fully observable case

Let $T_{i}$ be the time until the next arrival of the transportation facility, given that the environment is at state $i$. A moment of reflection shows that $T_{i}$ is independent from the number of customers in the system, because of the mechanism of the total removals of customers at the visits of the facility and the memoryless property of the exponential distribution.
By a first-step analysis argument, conditioning on the next transition of the Markov chain $(N(t), I(t))$, which is either a visit of the facility or a change in the environment, we obtain the following equations

$$
\begin{align*}
E\left(T_{1}\right) & =\text { [time until next transition happens }]  \tag{3.5}\\
& +\operatorname{Pr}[\text { visit of the facility }] \cdot 0+\operatorname{Pr}[\text { change in environment }] \cdot E\left(T_{2}\right) \\
& =\frac{1}{\mu_{1}+q_{12}}+\frac{\mu_{2}}{\mu_{2}+q_{12}} \cdot 0+\frac{q_{12}}{\mu_{1}+q_{12}}, \\
E\left(T_{2}\right) & =\frac{1}{\mu_{2}+q_{21}}+\frac{\mu_{2}}{\mu_{2}+q_{21}} \cdot 0+\frac{q_{21}}{\mu_{2}+q_{21}} \cdot E\left(T_{1}\right) . \tag{3.6}
\end{align*}
$$

Solving (3.5) - (3.6) yields

$$
\begin{align*}
& E\left(T_{1}\right)=\frac{\mu_{2}+q_{12}+q_{21}}{\mu_{1} \mu_{2}+\mu_{1} q_{21}+\mu_{2} q_{12}}  \tag{3.7}\\
& E\left(T_{2}\right)=\frac{\mu_{1}+q_{12}+q_{21}}{\mu_{1} \mu_{2}+\mu_{1} q_{21}+\mu_{2} q_{12}} \tag{3.8}
\end{align*}
$$

| Value of $\frac{R}{C}$ | $\frac{R}{C}<V_{f u}$ | $\frac{R}{C}=V_{f u}$ | $\frac{R}{C}>V_{f u}$ |
| :---: | :---: | :---: | :---: |
| Dominant strategy(ies) | 0 | $q \in[0,1]$ | 1 |

Table 3.1: Dominant strategies in the fully unobservable case

### 3.2.1 The fully unobservable case

In this section we examine the fully unobservable case, where customers neither observe the number of customers in the system $N(t)$ nor the the environment of the facility. A balking strategy in the fully observable case is specified by a single joining probability $q$. The case $q=0$ corresponds to the pure strategy "always balk" whereas the $q=1$ strategy corresponds to the "always join" strategy. Any value of $q \in(0,1)$ corresponds to the mixed strategy "to join with probability $q$ or balk with probability $1-q$ ". We have the following theorem.

Theorem 3.2.1. In the fully unobservable model of the stochastic clearing system in alternating environment, there always exists a dominant strategy. The dominant strategies depend on the relative value of the ratio $\frac{R}{C}$ with respect to the critical value

$$
\begin{equation*}
V_{f u}=\frac{\lambda_{1} q_{12} \mu_{2}+\lambda_{2} q_{12} \mu_{1}}{\left(\lambda_{1} q_{21}+\lambda_{2} q_{12}\right)\left(\mu_{1} \mu_{2}+\mu_{1} q_{21}+\mu_{2} q_{12}\right)}+\frac{q_{21}+q_{12}}{\mu_{1} \mu_{2}+\mu_{1} q_{21}+\mu_{2} q_{12}} \tag{3.9}
\end{equation*}
$$

We have three cases that are summarized in Table 3.1.
Proof. Suppose that customers follow a certain strategy and consider a tagged customer upon arrival. The probability that she finds the system at environment $i$ is

$$
\begin{equation*}
p_{\text {I-arrival }}(i)=\frac{\lambda_{i} p_{I}(i)}{\lambda_{1} p_{I}(1)+\lambda_{2} p_{I}(2)}, \tag{3.10}
\end{equation*}
$$

where $\left(p_{I}(i), i=1,2\right)$ is the stationary distribution of the environment which is given by

$$
\begin{align*}
& p_{I}(1)=\frac{q_{21}}{q_{12}+q_{21}}  \tag{3.11}\\
& p_{I}(2)=\frac{q_{12}}{q_{12}+q_{21}} . \tag{3.12}
\end{align*}
$$

The expected net benefit of the tagged customer if she decides to join is given by

$$
\begin{equation*}
F_{f u}=\sum_{i=1}^{2} p_{I-\operatorname{arrival}}(i)\left(R-C E\left(T_{i}\right)\right), \tag{3.13}
\end{equation*}
$$

where $E\left(T_{i}\right)$ are given by (3.7), (3.8). Plugging (3.11) and (3.12) in (3.10) and substituting in (3.13) yields

$$
\begin{align*}
F_{f u} & =R-C \frac{\lambda_{1} q_{21} E\left[T_{1}\right]+\lambda_{2} q_{12} E\left[T_{2}\right]}{\lambda_{1} q_{21}+\lambda_{2} q_{12}} \\
& =R-C\left(\frac{\lambda_{1} q_{21} \mu_{2}+\lambda_{2} q_{12} \mu_{1}}{\left(\lambda_{1} q_{21}+\lambda_{2} q_{12}\right)\left(\mu_{1} \mu_{2}+\mu_{1} q_{21}+\mu_{2} q_{12}\right)}+\frac{q_{21}+q_{12}}{\mu_{1} \mu_{2}+\mu_{1} q_{21}+\mu_{2} q_{12}}\right) \tag{3.14}
\end{align*}
$$

The tagged customer prefers to join when $F_{f u}>0$, is indifferent when $F_{f u}=0$ and prefers to balk otherwise. Solving with respect to $\frac{R}{C}$, we obtain the three cases in table 3.1.

### 3.2.2 The almost unobservable case

We now proceed to the almost unobservable case, where the customers observe the environment $I(t)$ but not the number of customers in the system $N(t)$. A general balking strategy in the almost unobservable case is specified by an ordered pair of joining probabilities $\left(q_{1}, q_{2}\right)$, where $q_{i}$ is the joining of a customer if the environment state upon arrival is $i, i=1,2$. We have the following Theorem.

Theorem 3.2.2. In the almost unobservable model of the stochastic clearing system in alternating environment, there always exists a dominant strategy. The dominant strategies depend on the relative value of the ratio $\frac{R}{C}$ with respect to the critical values

$$
\begin{equation*}
V_{a u}^{\min }=\frac{\min \left(\mu_{1}, \mu_{2}\right)+q_{21}+q_{12}}{\mu_{1} \mu_{2}+\mu_{1} q_{21}+\mu_{2} q_{12}}, \quad V_{a u}^{\max }=\frac{\max \left(\mu_{1}, \mu_{2}\right)+q_{21}+q_{12}}{\mu_{1} \mu_{2}+\mu_{1} q_{21}+\mu_{2} q_{12}} . \tag{3.15}
\end{equation*}
$$

If $\mu_{1} \neq \mu_{2}$, then $V_{a u}^{\min }<V_{a u}^{\max }$ and we have the five cases that are summarized in Table 3.2.
If $\mu_{1}=\mu_{2}$, then $V_{a u}^{\min }=V_{a u}^{\max }$. Let $V_{a u}$ denote the common value of $V_{a u}^{\min }$ and $V_{a u}^{m a x}$. We have the three cases summarized in Table 3.3

Proof. Consider a tagged customer that observes the state of the environment upon arrival. If she decides to join given that she finds the environment at state $i$, then her expected benefit will be

$$
\begin{equation*}
F_{a u}(i)=R-C E\left(T_{i}\right), \tag{3.16}
\end{equation*}
$$

where $E\left(T_{i}\right)$ are given by (3.5) - (3.6). The customer decides to join if $F_{\text {au }}(i)>0$, which is written equivalently as $\frac{R}{C}>E\left(T_{i}\right)$. Similarly, she prefers

| Value of $\frac{R}{C}$ | $\frac{R}{C}<V_{a u}^{\min }$ | $\frac{R}{C}=V_{a u}^{\min }$ | $V_{a u}^{\min }<\frac{R}{C}<V_{a u}^{\max }$ | $\frac{R}{C}=V_{a u}^{\max }$ | $\frac{R}{C}>V_{a u}^{\max }$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Dominant | $(0,0)$ | $\left(0, q_{2}\right)$, | $(0,1)$ | $\left(q_{1}, 1\right)$, | $(1,1)$ |
| strategy(ies) |  | $q_{2} \in[0,1]$ |  | $q_{1} \in[0,1]$ |  |

when $\mu_{1}<\mu_{2}$

| Dominant | $(0,0)$ | $\left(q_{1}, 0\right)$, | $(1,0)$ | $\left(1, q_{2}\right)$, |
| :---: | :---: | :---: | :---: | :---: |
| strategy(ies) |  | $q_{1} \in[0,1]$ |  | $q_{2} \in[0,1]$ |
| when $\mu_{1}>\mu_{2}$ |  |  |  |  |

Table 3.2: Dominant strategies in the almost unobservable case, when $\mu_{1} \neq$ $\mu_{2}$

| Value of $\frac{R}{C}$ | $\frac{R}{C}<V_{a u}$ | $\frac{R}{C}=V_{a u}$ | $\frac{R}{C}>V_{a u}$ |
| :---: | :---: | :---: | :---: |
| Dominant strategy(ies), | $(0,0)$ | $\left(q_{1}, q_{2}\right)$, | $(1,1)$ |
| when $\mu_{1}=\mu_{2}$ |  | $q_{1}, q_{2} \in[0,1]$ |  |

Table 3.3: Dominant strategies in the almost unobservable case, when $\mu_{1}=$ $\mu_{2}$
to balk when $\frac{R}{C}>E\left(T_{i}\right)$ and is indifferent between balking and joining when $\frac{R}{C}=E\left(T_{i}\right)$. By considering the various possible cases with regard to the order of the quantities $\frac{R}{C}, E\left(T_{1}\right)$ and $E\left(T_{2}\right)$, we obtain the corresponding cases in the statement of Theorem 3.2.2. Note that the strategies prescribed in Theorem 3.2.2 are dominant, since they do not depend on what other customers do, i.e. they are the best responses against any strategy of others.

### 3.2.3 The fully observable case

In this case the customers observe both the environment $I(t)$ and the number of waiting customers $N(t)$ upon arrival. We can see that the mean sojourn time of a customer depends on the state of the environment, but it does not depend on the number of customers that are in the system, since all customers are served simultaneously. Therefore, if a customer arrives and observes the environment at state $i$ while $n$ customers are in the system, the information about the number of customers is consider superfluous and is discarded which makes this case identical to the almost unobservable case. We conclude that the dominant balking strategies are the ones given in Theorem 3.2.2.

### 3.3 The almost observable case

In this chapter we consider the almost observable case where customers observe the number of customers $N(t)$ but not the state of the environment $I(t)$. Thus, a general balking strategy can be specified by a vector of probabilities $\left(\theta_{0}, \theta_{1}, \theta_{2}, \ldots\right)$, where $\theta_{i}$ is the probability a customer joins when she observes $i$ customers in the system upon arrival (excluding herself).
Suppose that a tagged customer observes $n$ customers upon arrival. Although the number of customers in the system does not influence her sojourn time, the information of the number of customers influences the probabilities that the environment is at state 1 or 2 . We expect intuitively that there are two cases: Either the "slow service" environmental state with $\mu_{i}=\min \left(\mu_{1}, \mu_{2}\right)$ coincides to the "more congested" environmental state $i^{\prime}$ with $\rho_{i^{\prime}}=\max \left(\rho_{1}, \rho_{2}\right)$, or it coincides with the "less congested" environmental state $i^{\prime \prime}$ with $\rho_{i^{\prime \prime}}=\min \left(\rho_{1}, \rho_{2}\right)$. In the former case, a large number of customers signals that the environment is probably in the "slow service" state and an arriving customer is less inclined to join. Thus, we assume that the customer will benefit from joining the system if the number of customers $n$ is below a certain threshold, i.e. she will adopt the a threshold strategy. On the contrary, in the latter case, the situation is reversed. Now, greater number of customers in the system means a higher probability that the environment is in the "fast service" state. Therefore, we expect that a tagged customer will benefit from joining the system, if the number of customers $n$ exceeds a certain threshold i.e. she will adopt a so called reverse-threshold strategy. Following this reasoning, we will limit our search for equilibrium strategies within the class of threshold and reverse-threshold strategies. As we will see, this family is rich enough to ensure the existence of an equilibrium strategy for any values of the underlying parameters of the model.

Definition 3.3.1. A balking strategy $\left(\theta_{0}, \theta_{1}, \theta_{2}, \ldots\right)$, where $\theta_{i}$ is the joining probability of a customer that sees $i$ customers in the system upon arrival (excluding herself) is said to be a mixed threshold strategy, if there exist $n_{0} \in\{0,1, \ldots\}$ and $\theta \in[0,1]$ such that $\theta_{i}=1$ for $i<n_{0}, \theta_{n_{0}}=\theta$ and $\theta_{i}=0$ for $i>n_{0}$. Such strategy will be referred to as the ( $n_{0}, \theta$ )-mixed threshold strategy (symbolically the $\left\lceil n_{0}, \theta\right\rceil$ strategy) and it prescribes to join if you see less than $n_{0}$ customers, to join with probability $\theta$ if you see exactly $n_{0}$ customers and to balk if you see more than $n_{0}$ customers.
An $\left(n_{0}, 0\right)$-mixed threshold strategy which prescribes to join if you see less than $n_{0}$ customers and and to balk otherwise will be referred to as the $n_{0}$-pure threshold strategy (symbolically the $\left\lceil n_{0}\right\rceil$ strategy).
A balking strategy $\left(\theta_{0}, \theta_{1}, \theta_{2}, \ldots\right)$ is said to be a mixed reverse-threshold strategy, if there exist $n_{0} \in\{0,1, \ldots\}$ and $\theta \in[0,1]$ such that $\theta_{i}=0$ for $i<n_{0}, \theta_{n_{0}}=\theta$ and $\theta_{i}=1$ for $i>n_{0}$. Such strategy will be referred
to as the $\left(n_{0}, \theta\right)$-mixed reverse-threshold strategy (symbolically the $\left\lfloor n_{0}, \theta\right\rfloor$ strategy) and it prescribes to balk if you see less than $n_{0}$ customers, to join with probability $\theta$ if you see $n_{0}$ customers and to balk if you see more than $n_{0}$ customers.
An $\left(n_{0}, 1\right)$-mixed reverse-threshold strategy which prescribes to join if you see at least $n_{0}$ customers and and to balk otherwise will be referred to as the $n_{0}$-pure reverse-threshold strategy (symbolically the $\left\lfloor n_{0}\right\rfloor$ strategy).
The strategy which prescribes to join in any case is considered to be both a threshold and a reverse threshold strategy (symbolically the $\lceil\infty\rceil$ or $\lfloor 0\rfloor$ strategy). The same is true for the strategy which prescribes to balk in any case (symbolically $\lceil 0\rceil$ or $\lfloor\infty\rfloor$ strategy).

### 3.3.1 Stationary distributions

In this subsection, we determine the stationary distributions of the system, when the customers follow any given strategy from the ones that have been described in Definition 3.3.1. We will first determine the stationary distribution of the original system when all customers join. The result is reported in the following Proposition 3.3.1.

Proposition 3.3.1. Consider the stochastic clearing system in alternating environment, where all customers join. The stationary distribution $(p(n, i))$ is given by the formulas

$$
\begin{align*}
p(n, 1) & =A_{1}\left(\frac{1}{1-z_{1}}\right)^{n}+B_{1}\left(\frac{1}{1-z_{2}}\right), \quad n \geq 0  \tag{3.17}\\
p(n, 2) & =A_{2}\left(\frac{1}{1-z_{1}}\right)^{n}+B_{2}\left(\frac{1}{1-z_{2}}\right), \quad n \geq 0  \tag{3.18}\\
A_{1} & =\frac{\left(\mu_{1} \lambda_{2} z_{1}+\mu_{1} \mu_{2}+\mu_{2} q_{12}+\mu_{1} q_{21}\right) p_{I}(1)}{\sqrt{\Delta}\left(1-z_{1}\right)}  \tag{3.19}\\
B_{1} & =-\frac{\left(\mu_{1} \lambda_{2} z_{2}+\mu_{1} \mu_{2}+\mu_{2} q_{12}+\mu_{1} q_{21}\right) p_{I}(1)}{\sqrt{\Delta}\left(1-z_{2}\right)}  \tag{3.20}\\
A_{2} & =\frac{\left(\mu_{2} \lambda_{1} z_{1}+\mu_{1} \mu_{2}+\mu_{2} q_{12}+\mu_{1} q_{21}\right) p_{I}(2)}{\sqrt{\Delta}\left(1-z_{1}\right)}  \tag{3.21}\\
B_{2} & =-\frac{\left(\mu_{2} \lambda_{1} z_{2}+\mu_{1} \mu_{2}+\mu_{2} q_{12}+\mu_{1} q_{21}\right) p_{I}(2)}{\sqrt{\Delta}\left(1-z_{2}\right)}  \tag{3.22}\\
\Delta & =\left[\lambda_{2}\left(\mu_{1}+q_{12}\right)-\lambda_{1}\left(\mu_{2}+q_{21}\right)\right]^{2}+4 \lambda_{1} \lambda_{2} q_{12} q_{21}  \tag{3.23}\\
z_{1,2} & =\frac{-\lambda_{1}\left(\mu_{2}+q_{21}\right)-\lambda_{2}\left(\mu_{1}+q_{12}\right) \pm \sqrt{\Delta}}{2 \lambda_{1} \lambda_{2}} \tag{3.24}
\end{align*}
$$

and $p_{I}(1), p_{I}(2)$ are the stationary probabilities of $I(t)$ given from (3.11)(3.12).

Proof. For the stationary analysis, note that the state of the system is described by a continuous Markov chain with state space $S^{N, I}=\{(n, i): n \geq$ $0, i=1,2\}$ with its non-zero transition rates given by (3.1)-(3.4). The corresponding stationary distribution $\left(p(n, i):(n, i) \in S^{N, I}\right)$ is obtained as the unique positive normalized solution of the following system of balance equations:

$$
\begin{align*}
& \left(\lambda_{1}+\mu_{1}+q_{12}\right) p(0,1)=q_{21} p(0,2)+\sum_{n=0}^{\infty} \mu_{1} p(n, 1),  \tag{3.25}\\
& \left(\lambda_{1}+\mu_{1}+q_{12}\right) p(n, 1)=q_{21} p(n, 2)+\lambda_{1} p(n-1,1), n \geq 1,  \tag{3.26}\\
& \left(\lambda_{2}+\mu_{2}+q_{21}\right) p(0,2)=q_{12} p(0,1)+\sum_{n=0}^{\infty} \mu_{2} p(n, 2),  \tag{3.27}\\
& \left(\lambda_{2}+\mu_{2}+q_{21}\right) p(n, 2)=q_{12} p(n, 1)+\lambda_{2} p(n-1,2), n \geq 1, \tag{3.28}
\end{align*}
$$

where we have included in (3.25)-(3.27) the pseudo-transitions from $(0, i)$ to $(0, i), i=1,2$, with rate $\mu_{i}$, that correspond to visits of the facility at an empty system. Note also that the underlying Markov chain is always positive recurrent as the stochastic clearing mechanism ensures that starting from state $(0,1)$, the process will visit it again with probability 1 and the corresponding time is finite.
We define the partial stationary probability generating functions of the system as

$$
\begin{equation*}
G_{i}(z)=\sum_{n=0}^{\infty} p(n, i) z^{n},|z| \leq 1, i=1,2 . \tag{3.29}
\end{equation*}
$$

Then we have $G_{1}(1)=p_{I}(1), G_{2}(1)=p_{I}(2)$ with $p_{I}(1), p_{I}(2)$ given from (3.11)-(3.12). Summing equation (3.25) and equations (3.26) multiplied by $z^{n}, n \geq 1$, yields after some straightforward algebra

$$
\begin{equation*}
\left[\lambda_{1}(1-z)+\mu_{1}+q_{12}\right] G_{1}(z)-q_{21} G_{2}(z)=\mu_{1} p_{I}(1) \tag{3.30}
\end{equation*}
$$

Similarly, equations (3.27)-(3.28), yield

$$
\begin{equation*}
-q_{12} G_{1}(z)+\left[\lambda_{2}(1-z)+\mu_{2}+q_{21}\right] G_{2}(z)=\mu_{2} p_{I}(2) \tag{3.31}
\end{equation*}
$$

Solving the system of equations (3.30)-(3.31) with respect to $G_{1}(z)$ and $G_{2}(z)$ yields

$$
\begin{align*}
& G_{1}(z)=\frac{p_{I}(1)\left\{q_{12} \mu_{2}+\mu_{1}\left[\lambda_{2}(1-z)+\mu_{2}+q_{21}\right]\right\}}{\left[\lambda_{1}(1-z)+\mu_{1}+q_{12}\right]\left[\lambda_{2}(1-z)+\mu_{2}+q_{21}\right]-q_{21} q_{12}}  \tag{3.32}\\
& G_{2}(z)=\frac{p_{I}(2)\left\{q_{21} \mu_{1}+\mu_{2}\left[\lambda_{1}(1-z)+\mu_{1}+q_{12}\right]\right\}}{\left[\lambda_{1}(1-z)+\mu_{1}+q_{12}\right]\left[\lambda_{2}(1-z)+\mu_{2}+q_{21}\right]-q_{21} q_{12}} \tag{3.33}
\end{align*}
$$

Let $g(z)$ be the common denominator of $G_{1}(z)$ and $G_{2}(z)$ in (3.32)-(3.33) i.e. $g(z)$ is given as

$$
\begin{align*}
g(z) & =\left[\lambda_{1}(1-z)+\mu_{1}+q_{12}\right]\left[\lambda_{2}(1-z)+\mu_{2}+q_{21}\right]-q_{21} q_{12} \\
& =\lambda_{1} \lambda_{2}(1-z)^{2}+\left(\mu_{1} \lambda_{2}+q_{12} \lambda_{2}+\mu_{2} \lambda_{1}+q_{21} \lambda_{1}\right)(1-z)  \tag{3.34}\\
& +\mu_{1} \mu_{2}+\mu_{1} q_{21}+\mu_{2} q_{12} .
\end{align*}
$$

We can factorize $g(z)$ in the form

$$
\begin{equation*}
g(z)=\lambda_{1} \lambda_{2}\left(1-z_{1}\right)\left[1-\frac{z}{1-z_{1}}\right]\left(1-z_{2}\right)\left[1-\frac{z}{1-z_{2}}\right] \tag{3.35}
\end{equation*}
$$

where $\Delta$ and $z_{1}, z_{2}$ are given by (3.23)-(3.24), Note, now, that $G_{1}(z)$ is a rational function of $z$ with a first degree numerator and a second degree denominator $g(z)$. By using partial fraction expansion we have that

$$
\begin{equation*}
G_{1}(z)=\frac{A_{1}}{1-\frac{z}{1-z_{1}}}+\frac{B_{1}}{1-\frac{z}{1-z_{2}}} \tag{3.36}
\end{equation*}
$$

with $A_{1}$ and $B_{1}$ given by (3.19)-(3.20). Expanding the powers of $z$ yields

$$
\begin{equation*}
G_{1}(z)=\sum_{n=0}^{\infty}\left[A_{1}\left(\frac{1}{1-z_{1}}\right)^{n}+B_{1}\left(\frac{1}{1-z_{2}}\right)^{n}\right] z^{n} \tag{3.37}
\end{equation*}
$$

and we deduce (3.17). Similarly, $G_{2}(z)$ is written as

$$
\begin{equation*}
G_{2}(z)=\sum_{n=0}^{\infty}\left[A_{2}\left(\frac{1}{1-z_{1}}\right)^{n}+B_{2}\left(\frac{1}{1-z_{2}}\right)^{n}\right] z^{n} \tag{3.38}
\end{equation*}
$$

with $A_{2}$ and $B_{2}$ given by (3.21)-(3.22) and we deduce (3.18).

We will now deduce the stationary distribution of the system when customers follow a mixed threshold strategy. We have the following Proposition 3.3.2.

Proposition 3.3.2. Consider the almost observable model of the stochastic clearing system in alternating environment, where the customers join the system according to ( $n_{0}, \theta$ )-mixed threshold strategy. The corresponding stationary distribution $\left(p_{a o}\left(n, i ;\left\lceil n_{0}, \theta\right\rceil\right)\right)$ is given by the formulas

$$
\begin{align*}
p_{a o}\left(n, i ;\left\lceil n_{0}, \theta\right\rceil\right) & =p(n, i), \quad 0 \leq n \leq n_{0}-1, i=1,2,  \tag{3.39}\\
p_{a o}\left(n_{0}, i ;\left\lceil n_{0}, \theta\right\rceil\right) & =\sum_{n=n_{0}}^{\infty}(1-\theta)^{n-n_{0}} p(n, i), \quad e=1,2,  \tag{3.40}\\
p_{a o}\left(n_{0}+1, i ;\left\lceil n_{0}, \theta\right\rceil\right) & =\sum_{n=n_{0}+1}^{\infty}\left[1-(1-\theta)^{n-n_{0}}\right] p(n, i), \quad e=1,2,  \tag{3.41}\\
p_{a o}\left(n, i ;\left\lceil n_{0}, \theta\right\rceil\right) & =0, \quad n \geq n_{0}+2, i=1,2, \tag{3.42}
\end{align*}
$$

where $p(n, i)$ are given by (3.17)-(3.18)
Proof. We assume that the customers follow the $\left(n_{0}, \theta\right)$-mixed threshold strategy. Then the evolution of the system can be described by a Markov chain which is absorbed with probability 1 in the positive recurrent closed class of stated $S_{a o}^{N, I}\left(\left\lceil n_{0}, \theta\right\rceil\right)=\left\{(n, i):\left(0 \leq n \leq n_{0}+1, i=1,2\right)\right\}$. For the sake of brevity, we suppress the notation regarding $\left\lceil n_{0}, \theta\right\rceil$ in the rest of the proof. Thus, we refer to the corresponding stationary probabilities $p_{a o}\left(n, i ;\left\lceil n_{0}, \theta\right\rceil\right)$ by $p_{a o}(n, i)$.
Since the Markov chain is finally absorbed in $S_{a o}^{N, I}\left(\left\lceil n_{0}, \theta\right\rceil\right)$ we obtain immediately (3.42). The vector of the stationary probabilities $\left(p_{a o}(n, i):(n, i) \in\right.$ $\left.S_{a o}^{N, I}\left(\left\lceil n_{0}, \theta\right\rceil\right)\right)$ is obtained as the unique positive normalized solution of the system of balance equations

$$
\begin{align*}
\left(\lambda_{1}+\mu_{1}+q_{12}\right) p_{a o}(0,1) & =q_{21} p_{a o}(0,2)+\sum_{n=0}^{n_{0}+1} \mu_{1} p_{a o}(n, 1),  \tag{3.43}\\
\left(\lambda_{1}+\mu_{1}+q_{12}\right) p_{a o}(n, 1) & =q_{21} p_{a o}(n, 2)+\lambda_{1} p_{a o}(n-1,1), 1 \leq n \leq n_{0}-1, \\
\left(\lambda_{1} \theta+\mu_{1}+q_{12}\right) p_{a o}\left(n_{0}, 1\right) & =q_{21} p_{a o}\left(n_{0}, 2\right)+\lambda_{1} p_{a o}\left(n_{0}-1,1\right),  \tag{3.44}\\
\left(\mu_{1}+q_{12}\right) p_{a o}\left(n_{0}+1,1\right) & =q_{21} p_{a o}\left(n_{0}+1,2\right)+\lambda_{1} \theta p_{a o}\left(n_{0}, 1\right),  \tag{3.46}\\
\left(\lambda_{2}+\mu_{2}+q_{21}\right) p_{a o}(0,2) & =q_{12} p_{a o}(0,1)+\sum_{n=0}^{n_{0}+1} \mu_{2} p_{a o}(n, 2),  \tag{3.47}\\
\left(\lambda_{2}+\mu_{2}+q_{21}\right) p_{a o}(n, 2) & =q_{12} p_{a o}(n, 1)+\lambda_{2} p_{a o}(n-1,2), 1 \leq n \leq n_{0}-1,  \tag{3.48}\\
\left(\lambda_{2} \theta+\mu_{2}+q_{21}\right) p_{a o}\left(n_{0}, 2\right) & =q_{12} p_{a o}\left(n_{0}, 1\right)+\lambda_{2} p_{a o}\left(n_{0}-1,2\right),  \tag{3.49}\\
\left(\mu_{2}+q_{21}\right) p_{a o}\left(n_{0}+1,2\right) & =q_{12} p_{a o}\left(n_{0}+1,1\right)+\lambda_{2} \theta p_{a o}\left(n_{0}, 2\right), \tag{3.50}
\end{align*}
$$

where we have included in (3.43) and (3.47) the pseudo transition from $(0, i)$ to $(0, i), i=1,2$, with rate $\mu_{i}$, that correspond to visits of the facility at an empty system.

For deducing the formulas (3.39)-(3.42) for the stationary probabilities, we may again follow the standard probability generating function approach as in the proof of Proposition 3.3.1.

We can now conclude the following corollaries.
Corollary 3.3.0.1. Consider the almost observable model of the stochastic clearing system in alternating environment, where the customers join according to the $n_{0}$-pure threshold strategy. The corresponding stationary distribution $\left(p_{a o}\left(n, i ;\left\lceil n_{0}\right\rceil\right)\right)$ is given by the formulas

$$
\begin{align*}
& p_{a o}\left(n, i ;\left\lceil n_{0}\right\rceil\right)=p(n, i), \quad 0 \leq n \leq n_{0}-1, \quad i=1,2  \tag{3.51}\\
& p_{a o}\left(n, i ;\left\lceil n_{0}\right\rceil\right)=\sum_{n=n_{0}}^{\infty} p(n, i), \quad i=1,2  \tag{3.52}\\
& p_{a o}\left(n, i ;\left\lceil n_{0}\right\rceil\right)=0, \quad n \geq n_{0}+1, \quad i=1,2 \tag{3.53}
\end{align*}
$$

where $p(n, i)$ are given by (3.17) - (3.18).
Corollary 3.3.0.2. Consider the almost observable model of the stochastic clearing system in alternating environment, where the customers always balk. The corresponding stationary distribution $\left(p_{a o}(n, i ;\lceil 0\rceil)\right)$ is given by the formulas

$$
\begin{align*}
& p_{a o}(0, i ;\lceil 0\rceil)=p_{I}(i), \quad i=1,2  \tag{3.54}\\
& p_{a o}(n, i ;\lceil 0\rceil)=0, \quad n \geq 1, \quad i=1,2 \tag{3.55}
\end{align*}
$$

where $p_{I}(i), i=1,2$ are given by (3.11) - (3.12).
We will now deduce the stationary distribution of the system when customers follow an $\left(n_{0}, \theta\right)$-mixed reverse-threshold strategy.

Remark 7. Under an $\left(n_{0}, \theta\right)$-mixed reverse-threshold strategy with $n_{0} \geq 1$, we have that the customers balk when they arrive at an empty system. Thus, we have the stationary distribution of Corollary 3.3.0.2.

Next, we will examine the case where customers follow a $(0, \theta)$-mixed reverse-threshold strategy.

Proposition 3.3.3. Consider the almost observable model of the stochastic clearing system in alternating environment, where the customers join the system according to $a(0, \theta)$-mixed reverse-threshold strategy. For $\theta=0$, the stationary distribution $\left(p_{a o}(n, i ;\lfloor 0,0\rfloor)\right)$ is given by the formulas

$$
\begin{align*}
& p_{a o}(0, i ;\lfloor 0,0\rfloor)=p_{I}(i), \quad i=1,2  \tag{3.56}\\
& p_{a o}(n, i ;\lfloor 0,0\rfloor)=0, \quad n \geq 1, \quad i=1,2 \tag{3.57}
\end{align*}
$$

where $p_{I}(i), i=1,2$ are given by (3.11) - (3.12).
For $\theta \in(0,1)$, the stationary distribution $\left(p_{a o}(n, i ;\lfloor 0, \theta\rfloor)\right)$ is given by the formulas

$$
\begin{align*}
& p_{a o}(0, i ;\lceil 0, \theta\rceil)=\sum_{n=0}^{\infty}(1-\theta)^{n} p(n, i), \quad i=1,2  \tag{3.58}\\
& p_{a o}(n, i ;\lceil 0, \theta\rceil)=\theta \sum_{k=n}^{\infty}(1-\theta)^{k-n} p(k, i), \quad n \geq 1, \quad i=1,2 \tag{3.59}
\end{align*}
$$

where $p(n, i)$ are given by (3.17) - (3.18)
For $\theta=1$, the stationary distribution $\left(p_{a o}(n, i ;\lfloor 0,1\rfloor)\right)$ is given by the formula

$$
\begin{equation*}
p_{a o}(n, i ;\lfloor 0,1\rfloor)=p(n, i), \quad n \geq 0, i=1,2 \tag{3.60}
\end{equation*}
$$

where $p(n, i)$ are given by (3.17) - (3.18).
The proof of Proposition 3.3.3 for $\theta=0$ is immediate, as in this case the customers balk whenever they arrive at an empty system. Therefore, the continuous Markov chain is absorbed in the subset $\{(0,1),(0,2)\}$ of the state space and the stationary distribution is the one given in (3.54)-(3.55). In case $\theta=1$, the customers always join and we apply Proposition 3.3.1. Thus, the only interesting case is for $\theta \in(0,1)$. Then, the proof of Proposition 3.3.3 follows the proofs of Proposition 3.3.1 and 3.3.2.

### 3.3.2 Expected net benefit functions

Based on the results of the previous section, we can now derive the expected net benefit of a tagged customers if she decides to join the system after observing $n$ customers upon arrival. Thus, we have various cases, according to whether they follow a threshold or a reverse-threshold strategy. We have the following Propositions 3.3.4-3.3.6.

Proposition 3.3.4. Consider the almost observable model of the stochastic clearing system in alternating environment, where all customers join the system. Then, the expected net benefit $F_{a o}(n ;\lceil\infty\rceil) \equiv F_{a o}(n ;\lfloor 0\rfloor)$ of an arriving customer, if she decides to join, given that she finds $n$ customers in the system, is given by

$$
\begin{equation*}
F_{a o}(n ;\lceil\infty\rceil) \equiv F_{a o}(n ;\lfloor 0\rfloor)=R-C \frac{A\left(\frac{1}{1-z_{1}}\right)^{n}+B\left(\frac{1}{1-z_{2}}\right)^{n}}{D\left(\frac{1}{1-z_{1}}\right)^{n}+E\left(\frac{1}{1-z_{2}}\right)^{n}} \quad n \geq 0, \tag{3.61}
\end{equation*}
$$

where

$$
\begin{align*}
& A=\lambda_{1} A_{1} E\left(T_{1}\right)+\lambda_{2} A_{2} E\left(T_{2}\right),  \tag{3.62}\\
& B=\lambda_{1} B_{1} E\left(T_{1}\right)+\lambda_{2} B_{2} E\left(T_{2}\right),  \tag{3.63}\\
& D=\lambda_{1} A_{1}+\lambda_{2},  \tag{3.64}\\
& E=\lambda_{1} B_{1}+\lambda_{2} B_{2} \tag{3.65}
\end{align*}
$$

and $E\left(T_{1}\right), E\left(T_{2}\right), A_{1}, A_{2}, B_{1}, B_{2}, z_{1}, z_{2}$ are given by (3.7) - (3.8), (3.19) (3.22) and (3.24).

Proof. The mean sojourn time of an arriving customer, if she decides to join, given that she finds $n$ customers in the system is given by

$$
\begin{equation*}
p_{a o}^{-}(1 \mid n ;\lceil\infty\rceil) E\left(T_{1}\right)+p_{a o}^{-}(2 \mid n ;\lceil\infty\rceil) E\left(T_{2}\right), \tag{3.66}
\end{equation*}
$$

where $p_{\text {ao }}^{-}(i \mid n ;\lceil\infty\rceil), i=1,2$, is the probability that an arriving customer that observes $n$ customers in the system finds the environment at state $i$, when the $\lceil\infty\rceil$ strategy is followed by other customers. The embedded probabilities $p_{a o}^{-}(i \mid n ;\lceil\infty\rceil)$ are given by

$$
\begin{equation*}
p_{\text {ao }}^{-}(i \mid n ;\lceil\infty\rceil)=\frac{\lambda_{i} p(n, i)}{\lambda_{1} p(n, 1)+\lambda_{2} p(n, 2)}, i=1,2, \tag{3.67}
\end{equation*}
$$

where $p(n, i)$ are given by (3.17)-(3.18). Thus, the expected benefit of the tagged arriving customer, if she decides to join, is equal to

$$
\begin{equation*}
F_{a o}(n ;\lceil\infty\rceil)=R-C\left[p_{a o}^{-}(1 \mid n ;\lceil\infty\rceil) E\left(T_{1}\right)+p_{a o}^{-}(2 \mid n ;\lceil\infty\rceil) E\left(T_{2}\right)\right] . \tag{3.68}
\end{equation*}
$$

Plugging the formulas (3.17)-(3.18) into (3.67) and subsequently into (3.68) yields (3.61).

Proposition 3.3.5. Consider the almost observable model of the stochastic clearing system in alternating environment, where the customers join the system according to the ( $n_{0}, \theta$ )-mixed threshold strategy. Then, the expected net benefit $F_{a o}\left(n ;\left\lceil n_{0}, \theta\right\rceil\right)$ of an arriving customer, if she decides to join, given that she finds $n$ customers in the system, is given by

$$
\begin{gather*}
F_{a o}\left(n ;\left\lceil n_{0}, \theta\right\rceil\right)=R-C \frac{A\left(\frac{1}{1-z_{1}}\right)^{n}+B\left(\frac{1}{1-z_{2}}\right)^{n}}{D\left(\frac{1}{1-z_{1}}\right)^{n}+E\left(\frac{1}{1-z_{2}}\right)^{n}} \quad 0 \leq n \leq n_{0}-1,  \tag{3.69}\\
F_{a o}\left(n_{0} ;\left\lceil n_{0}, \theta\right\rceil\right)=R-C \frac{\sum_{k=n_{0}}^{\infty}(1-\theta)^{k-n_{0}}\left[A\left(\frac{1}{1-z_{1}}\right)^{k}+B\left(\frac{1}{1-z_{2}}\right)^{k}\right]}{\sum_{k=n_{0}}^{\infty}(1-\theta)^{k-n_{0}}\left[D\left(\frac{1}{1-z_{1}}\right)^{k}+E\left(\frac{1}{1-z_{2}}\right)^{k}\right]}, \\
F_{a o}\left(n_{0}+1 ;\left\lceil n_{0}, \theta\right\rceil\right)=R-C \frac{\sum_{k=n_{0}}^{\infty}\left[1-(1-\theta)^{k-n_{0}}\right]\left[A\left(\frac{1}{1-z_{1}}\right)^{k}+B\left(\frac{1}{1-z_{2}}\right)^{k}\right]}{\sum_{k=n_{0}+1}^{\infty}\left[1-(1-\theta)^{k-n_{0}}\right]\left[D\left(\frac{1}{1-z_{1}}\right)^{k}+E\left(\frac{1}{1-z_{2}}\right)^{k}\right]}, \tag{3.70}
\end{gather*}
$$

where $A, B, D, E, z_{1}, z_{2}$ are given by (3.62)-(3.65) and (3.24).
Proof. Assume that customers join the system according to the $\left(n_{0}, \theta\right)$-mixed threshold strategy. Then, the mean sojourn time of a tagged customer, if she decides to join, given that she finds $n$ customers in the system before arrival is given by

$$
\begin{equation*}
p_{a o}^{-}\left(1 \mid n ;\left\lceil n_{0}, \theta\right\rceil\right) E\left(T_{1}\right)+p_{a o}^{-}\left(2 \mid n ;\left\lceil n_{0} . \theta\right\rceil\right) E\left(T_{2}\right), \tag{3.72}
\end{equation*}
$$

where $p_{a o}^{-}\left(1 \mid n ;\left\lceil n_{0}, \theta\right\rceil\right), i=1,2$, is the probability that an arriving customer finds the environment at state $i$, given that there are $n$ customers in the system and that the $\left\lceil n_{0} . \theta\right\rceil$-strategy is followed. The embedded probabilities are given by

$$
\begin{equation*}
p_{a o}^{-}\left(i \mid n ;\left\lceil n_{0}, \theta\right\rceil\right)=\frac{\lambda_{i} p_{a o}\left(n, i ;\left\lceil n_{0}, \theta\right\rceil\right)}{\lambda_{1} p_{a o}\left(n, 1 ;\left\lceil n_{0}, \theta\right\rceil\right)+\lambda_{2} p_{a o}\left(n, 2 ;\left\lceil n_{0}, \theta\right\rceil\right)}, i=1,2, \tag{3.73}
\end{equation*}
$$

where $p_{a o}\left(n, i ;\left\lceil n_{0}, \theta\right\rceil\right)$ are given by (3.39)-(3.41). Thus, the expected net benefit of the tagged customer, if she decides to join, is given equal to

$$
\begin{equation*}
F_{a o}\left(n ;\left\lceil n_{0}, \theta\right\rceil\right) \equiv R-C\left[p_{a o}^{-}\left(1 \mid n ;\left\lceil n_{0}, \theta\right\rceil\right) E\left(T_{1}\right)+p_{a o}^{-}\left(2 \mid n ; ;\left\lceil n_{0}, \theta\right\rceil\right) E\left(T_{2}\right)\right] . \tag{3.74}
\end{equation*}
$$

Using the various forms of $p_{a o}^{-}\left(n, i ;\left\lceil n_{0}, \theta\right\rceil\right)$ in (3.39)-(3.41) yields (3.69)(3.71).

In the case of the $n_{0}$-pure threshold, we obtain the following Corollary.
Corollary 3.3.0.3. Consider the almost observable model of the stochastic clearing system in alternating environment, where the customers join the system according to the $\left(n_{0}\right)$-pure threshold strategy. Then, the expected net benefit $F_{a o}\left(n ;\left\lceil n_{0}\right\rceil\right)$ of an arriving customer, if she decides to join, given that she finds $n$ customers in the system, is given by

$$
\begin{align*}
F_{a o}\left(n ;\left\lceil n_{0}\right\rceil\right) & =R-C \frac{A\left(\frac{1}{1-z_{1}}\right)^{n}+B\left(\frac{1}{1-z_{2}}\right)^{n}}{D\left(\frac{1}{1-z_{1}}\right)^{n}+E\left(\frac{1}{1-z_{2}}\right)^{n}} \quad 0 \leq n \leq n_{0}-1,  \tag{3.75}\\
F_{a o}\left(n_{0} ;\left\lceil n_{0}\right\rceil\right) & =R-C \frac{\sum_{k=n_{0}}^{\infty}\left[A\left(\frac{1}{1-z_{1}}\right)^{k}+B\left(\frac{1}{1-z_{2}}\right)^{k}\right]}{\sum_{k=n_{0}}^{\infty}\left[D\left(\frac{1}{1-z_{1}}\right)^{k}+E\left(\frac{1}{1-z_{2}}\right)^{k}\right]} \tag{3.76}
\end{align*}
$$

where $A, B, D, E, z_{1}, z_{2}$ are given by (3.62)-(3.65) and (3.24).
Remark 8. Applying Corollary 3.3.0.3 for $n_{0}=0$ yields the expected net benefit $F_{a o}(0 ;\lceil 0\rceil) \equiv F_{a o}(0 ;\lfloor\infty\rfloor)$ of an arriving customer, when the others follow the "always balk" strategy.

When the customers follow a $(0-\theta)$-mixed reverse threshold strategy, with $\theta \in(0,1)$, we can use the same line of argument with Propositions 3.3.4 and 3.3 .5 , using the stationary distribution given by (3.58)-(3.59). Then, we have the following proposition.

Proposition 3.3.6. Consider the almost observable model of the stochastic clearing system in alternating environment, where the customers join the system according to the $(0, \theta)$-mixed reverse-threshold strategy for some $\theta \in$ $(0,1)$. Then, the expected net benefit $F_{a o}(n ;\lfloor 0, \theta\rfloor)$ of an arriving customer, if she decides to join, given that she finds $n$ customers in the system, is given by

$$
\begin{equation*}
F_{a o}(n ;\lfloor 0, \theta\rfloor)=R-C \frac{\sum_{k=n}^{\infty}\left(1-\theta^{k-n}\right)\left[A\left(\frac{1}{1-z_{1}}\right)^{k}+B\left(\frac{1}{1-z_{2}}\right)^{k}\right]}{\sum_{k=n}^{\infty}\left(1-\theta^{k-n}\right)\left[D\left(\frac{1}{1-z_{1}}\right)^{k}+E\left(\frac{1}{1-z_{2}}\right)^{k}\right]}, \quad n \geq 0 \tag{3.77}
\end{equation*}
$$

where $A, B, D, E, z_{1}, z_{2}$ are given by (3.62) - (3.65) and (3.24).
To express the various formulas reported in Propositions 3.3.4, 3.3.5, 3.3.6 and in Corollary 3.3.0.3 for the expected net benefit function in a compact, unified way, we introduce the functions

$$
\begin{align*}
& S(n, \theta)=\sum_{k=n}^{\infty}(1-\theta)^{k-n}\left[(R D-C A)\left(\frac{1}{1-z_{1}}\right)^{k}+(R E-C B)\left(\frac{1}{1-z_{2}}\right)^{k}\right]  \tag{3.78}\\
& G(n, \theta)=\sum_{k=n}^{\infty}(1-\theta)^{k-n}\left[D\left(\frac{1}{1-z_{1}}\right)^{k}+E\left(\frac{1}{1-z_{2}}\right)^{k}\right]  \tag{3.79}\\
& H^{U}(n)=\frac{S(n, 1)}{G(n, 1)}, \quad H^{L}(n)=\frac{F(n, 0)}{G(n, 0)}, n \geq 0 \tag{3.80}
\end{align*}
$$

Then we have

$$
\begin{align*}
F_{a o}(n ;\lceil\infty\rceil) \equiv F_{a o}(n ;\lfloor 0\rfloor) & =\frac{S(n, 1)}{G(n, 1)}=H^{U}(n), \quad n \geq 0  \tag{3.81}\\
F_{a o}\left(n ;\left\lceil n_{0}, \theta\right\rceil\right) & =\frac{S(n, 1)}{G(n, 1)}=H^{U}(n), \quad 0 \leq n \leq n_{0}-1,  \tag{3.82}\\
F_{a o}\left(n_{0} ;\left\lceil n_{0}, \theta\right\rceil\right) & =\frac{S\left(n_{0}, \theta\right)}{G\left(n_{0}, \theta\right)},  \tag{3.83}\\
F_{a o}\left(n_{0}+1 ;\left\lceil n_{0}, \theta\right\rceil\right) & =\frac{S\left(n_{0}, 0\right)-S\left(n_{0}, \theta\right)}{G\left(n_{0}, 0\right)-G\left(n_{0}, \theta\right)}  \tag{3.84}\\
F_{a o}\left(n ;\left\lceil n_{0}\right\rceil\right) & =\frac{S(n, 1)}{G(n, 1)}=H^{U}(n), \quad 0 \leq n \leq n_{0}-1,  \tag{3.85}\\
F_{a o}\left(n_{0} ;\left\lceil n_{0}\right\rceil\right) & =\frac{S\left(n_{0}, 0\right)}{G\left(n_{0}, 0\right)}=H^{L}\left(n_{0}\right),  \tag{3.86}\\
F_{a o}(0 ;\lceil 0\rceil) \equiv F_{a o}(0 ;\lfloor\infty\rfloor) & =\frac{S(0,0)}{G(0,0)}=H^{L}(0),  \tag{3.87}\\
F_{a o}(n ;\lfloor 0, \theta\rfloor) & =\frac{S(n, \theta)}{G(n, \theta)}, \quad n \geq 0 . \tag{3.88}
\end{align*}
$$

### 3.3.3 Equilibrium strategies

As we have previously discussed, when the "fast service" coincides with the less congested environmental state, i.e. $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)<0$, customers should adopt a threshold strategy. On the contrary, when the "fast service" coincides with the more congested environmental state, customers should adopt a reverse-threshold strategy. This intuitive finding is associated with the monotonicity of $H^{U}(n)$ which plays a key role in the following analysis. We have the following Proposition 3.3.7.

Proposition 3.3.7. We have the following equivalences:

$$
\begin{align*}
& H^{U}(n) \text { is strictly decreasing } \Leftrightarrow A E-B D>0 \Leftrightarrow\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)<0  \tag{3.89}\\
& H^{U}(n) \text { is constant } \Leftrightarrow A E-B D=0 \Leftrightarrow \mu_{1}=\mu_{2} \text { or } \rho_{1}=\rho_{2}  \tag{3.90}\\
& H^{U}(n) \text { is strictly increasing } \Leftrightarrow A E-B D<0 \Leftrightarrow\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)>0 \tag{3.91}
\end{align*}
$$

The proof of this proposition is omitted, since the first case follows easily by simple algebraic manipulations that start from the relation $H^{U}(n+1)-$ $H^{U}(n)<0$ and lead to $A E-B D>0$ and $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)<0$, through successive equivalences. The other two cases are treated similarly. Moreover, the monotonicity if the function $\frac{S(n, \theta)}{G(n, \theta)}$ with respect to $\theta$ depends on the sign of $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)$. Specifically, we have the following Proposition 3.3.8.

## Proposition 3.3.8.

$\frac{S(n, \theta)}{G(n, \theta)}$ is strictly increasing in $\theta \Leftrightarrow A E-B D>0 \Leftrightarrow\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)<0$
$\frac{S(n, \theta)}{G(n, \theta)}$ is constant in $\theta \Leftrightarrow A E-B D=0 \Leftrightarrow \mu_{1}=\mu_{2}$ or $\rho_{1}=\rho_{2}$
$\frac{S(n, \theta)}{G(n, \theta)}$ is strictly decreasing in $\theta \Leftrightarrow A E-B D<0 \Leftrightarrow\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)>0$

The proof of this proposition is also omitted, since the result is deduced easily after some algebra. We now state some properties of $S(n, \theta), G(n, \theta)$ and $H^{U}(n), H^{L}(n)$ that we will use in the sequel. Their proof is straightforward from their definition and is thus omitted.

Lemma 3.3.1. The functions $S(n, \theta), G(n, \theta)$ satisfy the following properties:

$$
\begin{align*}
& S(n, \theta)=\sum_{k=n}^{\infty}(1-\theta)^{k-n} S(k, 1)  \tag{3.95}\\
&=S(n, 1)+(1-\theta) S(n+1, \theta), \quad n \geq 0, \theta \in[0,1] \\
& G(n, \theta)=\sum_{k=n}^{\infty}(1-\theta)^{k-n} G(k, 1)  \tag{3.96}\\
&=G(n, 1)+(1-\theta) G(n+1, \theta), \quad n \geq 0, \theta \in[0,1] \\
& G(n, \theta)>0, \quad n \geq 0, \theta \in[0,1]  \tag{3.97}\\
& G(n, \theta) \text { is strictly icreasing with respect to } \theta \text { for any fixed } n \geq 0 \tag{3.98}
\end{align*}
$$

Note that properties (3.97) and (3.98) of $G(n, \theta)$ assure that all denominators in (3.81)-(3.88) are positive.
The intuitive discussion at the beginning of section 3.3 in combination with propositions 3.3.7 and 3.3.8 suggests that we should methodologically proceed by considering three different cases corresponding to the sign (negative, positive or zero) of $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)$.

Case A: $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)<0$
In case A, we will prove that an equilibrium strategy always exists. Moreover, we will present a systematic procedure for determining all equilibrium threshold strategies. We first introduce quantities that we will need in the sequel.

Definition 3.3.2. Suppose that

$$
\begin{equation*}
\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)<0 \tag{3.99}
\end{equation*}
$$

We define

$$
\begin{align*}
n_{U} & =\inf \{n \geq 0: S(n, 1)<0\}  \tag{3.100}\\
n_{L} & =\inf \{n \geq 0: S(n, 0) \leq 0\}  \tag{3.101}\\
n_{U}^{-} & =\inf \{n \geq 0: S(n, 1) \leq 0\}  \tag{3.102}\\
n_{L}^{+} & =\inf \{n \geq 0: S(n, 0)<0\} \tag{3.103}
\end{align*}
$$

Then, we have several properties of $n_{U}, n_{L}, n_{U}^{-}, n_{L}^{+}$that we summarize in the following Lemma 3.3.2.

Lemma 3.3.2. Suppose that (3.99) holds. Then, there are three cases:
Case I: $H^{U}(0)<0$.
Then

$$
\begin{align*}
& n_{U}=n_{L}=n_{U}^{-}=n_{L}^{+}=0  \tag{3.104}\\
& S(n, \theta)<0, \quad n \geq 0, \theta \in[0,1]  \tag{3.105}\\
& S(n, 0)-S(n, \theta)<0, \quad n \geq 0, \theta \in(0,1] \tag{3.106}
\end{align*}
$$

Case II: $H^{U}(0) \geq 0$. and $\lim _{n \rightarrow \infty} H^{U}(n)<0$.
Then

$$
\begin{align*}
& 1 \leq n_{U}<\infty  \tag{3.107}\\
& S(n, 1)>0, \quad 0 \leq n \leq n_{U}-2  \tag{3.108}\\
& S\left(n_{U}-1,1\right) \geq 0  \tag{3.109}\\
& S(n, 1)<0, n \geq n_{U} \tag{3.110}
\end{align*}
$$

and

$$
\begin{align*}
& 0 \leq n_{L} \leq n_{U},  \tag{3.111}\\
& S(n, 0)>0, \quad 0 \leq n \leq n_{L}-1,  \tag{3.112}\\
& S\left(n_{L}, 0\right) \leq 0,  \tag{3.113}\\
& S(n, 0)<0, \quad n \geq n_{L}+1 . \tag{3.114}
\end{align*}
$$

Moreover,

$$
\begin{align*}
& n_{L}^{+}= \begin{cases}n_{L}, & \text { if } S\left(n_{L}, 0\right)<0 \\
n_{L}+1, & \text { if } S\left(n_{L}, 0\right)=0\end{cases}  \tag{3.115}\\
& n_{U}^{-}= \begin{cases}n_{U}, & \text { if } S\left(n_{U}-1,1\right)>0 \\
n_{U}-1, & \text { if } S\left(n_{U}-1,1\right)=0\end{cases} \tag{3.116}
\end{align*}
$$

For every $n_{0} \in\left\{n_{L}^{+}, \ldots, n_{U}^{-}\right\}$, a unique solution $\theta\left(n_{0}\right) \in(0,1)$ of the equation $S\left(n_{0}, \theta\right)=0$ exists with respect to $\theta$, i.e.

$$
\begin{equation*}
S\left(n_{0}, \theta\left(n_{0}\right)\right)=0, \quad n_{L}^{+} \leq n \leq n_{U}^{-}-1 \tag{3.117}
\end{equation*}
$$

Case III: $\lim _{n \rightarrow \infty} H^{U}(n) \geq 0$.
Then

$$
\begin{align*}
& n_{U}=n_{L}=n_{U}^{-}=n_{L}^{+}=\infty  \tag{3.118}\\
& S(n, \theta)>0, \quad n \geq 0, \theta \in[0,1]  \tag{3.119}\\
& S(n, 0)-S(n, \theta)>0, \quad n \geq 0, \theta \in(0,1] \tag{3.120}
\end{align*}
$$

Proof. In Case I, the condition $H^{U}(0)<0$ in combination with monotonicity of $H^{U}(n)$ (due to (3.89)) implies that $H^{U}(n)<0, n \geq 0$. By (3.80) and (3.97) we have that $S(n, 1)<0$ and therefore, $S(n, \theta)=\sum_{k=n}^{\infty}(1-$ $\theta)^{k-n} S(k, 1)<0, n \geq 0, \theta \in[0,1]$ and $S(n, 0)-S(n, \theta)=\sum_{k=n}^{\infty}[1-(1-$ $\left.\theta)^{k-n}\right]<0, n \geq 0, \theta \in(0,1]$.
In Case II, the conditions $H^{U}(0) \geq 0$. and $\lim _{n \rightarrow \infty} H^{U}(n)<0$. combined with the conditions (3.89) for the monotonicity of $H^{U}(n)$ imply (3.107)(3.110).

Equation (3.110) implies that $S\left(n_{U}, 0\right)=\sum_{k=n_{U}}^{\infty} S(k, 1)<0$ and we conclude (3.111). By the definition of $n_{L}$ we have (3.112)-(3.113). Moreover, we have that $S(n, 0)=\sum_{k=n}^{\infty} S(k, 1)<0$ for $n \geq n_{U}$.
For $n$ with $n_{L}+1 \leq n \leq n_{U}-1$ we also have that $S(n, 0)<0$. Indeed, consider that there is an $n$ such that $n_{L}+1 \leq n \leq n_{U}-1$ and $S(n, 0) \geq 0$. By (3.95), we have that $S(n-1,0)=S(n-1,1)+S(n, 0)$. Since $S(n-1,1)>0$ by (3.108) and we assumed that $S(n, 0)>0$ we have that $S(n-1,0)>0$ and inductively, we obtain $S\left(n_{L}, 0\right)>0$ which contradicts (3.113). Thus $S(n, 0)<0$ for $n \geq n_{L}+1$ and we obtain (3.114).
Equations (3.115)-(3.116) are immediate from (3.108)-(3.110) and (3.112)(3.116). Consider now an $n_{0} \in\left\{n_{L}^{+}, \ldots . n_{U}^{-}-1\right\}$. We have that $\frac{S\left(n_{0}, 1\right)}{G\left(n_{0}, 1\right)}>0$. This is the case since $n_{0} \leq n_{U}^{-}-1$ and there are two possibilities (see 3.116). Either $n_{U}^{-}=n_{U}$ and $n_{0}$ is strictly less than $n_{U}$ and (by (3.108)-(3.109) and (3.115)) $\frac{S\left(n_{0}, 1\right)}{G\left(n_{0}, 1\right)}>0$ is strictly positive or $n_{U}^{-}=n_{U}-1$ which means that $n_{0} \leq n_{U}-2$ and by (3.108) $\frac{S\left(n_{0}, 1\right)}{G\left(n_{0}, 1\right)}>0$ is again positive. Also, since $n_{0} \geq n_{L}^{+}$, considering the two possible values of $n_{L}^{+}$given by (3.115) and the equations (3.113)-(3.114) we can easily conclude that $\frac{S\left(n_{0}, 0\right)}{G\left(n_{0}, 0\right)}<0$. By condition (3.92) we have that $\frac{S\left(n_{0}, \theta\right)}{G\left(n_{0}, \theta\right)}$ is a strictly increasing and continuous function of $\theta$, so by Bolzano's Theorem we conclude that there exists a unique solution $\theta\left(n_{0}\right) \in(0,1)$ of the equation $\frac{S\left(n_{0}, \theta\right)}{G\left(n_{0}, \theta\right)}=0$. Thus, we obtain (3.117).
In Case III, the condition $\lim _{n \rightarrow \infty} H^{U}(n) \geq 0$ in combination with monotonicity of $H^{U}(n)$ (due to (3.89)) implies that $H^{U}(n)>0, n \geq 0$. By (3.80) and (3.97) we have that $S(n, 1)>0$ and therefore, $S(n, \theta)=\sum_{k=n}^{\infty}(1-$
$\theta)^{k-n} S(k, 1)>0, n \geq 0, \theta \in[0,1]$ and $S(n, 0)-S(n, \theta)=\sum_{k=n}^{\infty}[1-(1-$ $\left.\theta)^{k-n}\right]<0, n \geq 0, \theta \in(0,1]$. Thus, we conclude (3.118)-(3.120).

Using Lemma 3.3.2 we will now prove the existence of threshold equilibrium strategies, when (3.99) holds. We have the following Theorem 3.3.3.

Theorem 3.3.3. In the almost observable model of the stochastic clearing system in alternating environment where (3.99) holds, equilibrium threshold strategies always exist. In particular, in the three cases of Lemma 3.3.2 we have:

Case I : $H^{U}(0)<0$
Then there exists a unique equilibrium threshold strategy, the $\lceil 0\rceil$ strategy(always to balk).

Case II : $H^{U}(0) \geq 0$. and $\lim _{n \rightarrow \infty} H^{U}(n)<0$.
Then, an equilibrium pure threshold strategy always exists. Moreover, the equilibrium strategies within the class of all pure strategies are the strategies $\left\lceil n_{0}\right\rceil$ with $n_{0}=n_{L}, n_{L}+1, \ldots, n_{U}$. Also, the equilibrium strategies within the class of genuinely mixed threshold strategies are the strategies $\left\lceil n_{0}, \theta\left(n_{0}\right)\right\rceil$ with $n_{0} \in\left\{n_{L}^{+}, \ldots, n_{U}^{-}-1\right\}$ and $\theta\left(n_{0}\right)$ the unique solution of $S\left(n_{0}, \theta\right)=0$ with respect to $\theta$.

Case III : $\lim _{n \rightarrow \infty} H^{U}(n) \geq 0$.
Then, there is a unique equilibrium threshold strategy, the $\lceil\infty\rceil$-strategy(always to join).

Proof. Case 1: Consider a tagged customer at his arrival instant and assume all other customers follow an $\left\lceil n_{0}\right\rceil$ strategy for some $n_{0} \geq 0$. Inequality (3.109) and relations (3.85)-(3.86) imply that the expected net benefit of the tagged customer, when she finds $n$ customers and decides to join is $F_{a o}\left(n ;\left\lceil n_{0}\right\rceil\right)<0$, for $0 \leq n \leq n_{0}$. Thus, she always prefers to balk and her best response against $\left\lceil n_{0}\right\rceil$ is $\lceil 0\rceil$.

We now assume that other customers follow an $\left\lceil n_{0}, \theta\right\rceil$ strategy, for some $n_{0} \geq 0$ and $\theta \in(0,1)$. Then, if the tagged customer finds $n$ customers at her arrival instant and decides to join, her expected net benefit will be $F_{a o}\left(n ;\left\lceil n_{0}, \theta\right\rceil<0\right.$ for $0 \leq n \leq n_{0}+1$ from (3.105)-(3.106) and (3.83)-(3.84). Therefore, the tagged customer is always unwilling to join and her best response against $\left\lceil n_{0}, \theta\right\rceil$ is $\lceil 0\rceil$.

If all customers follow the $\lceil\infty\rceil$ strategy, (3.109) and $(3.81)$ yield $F_{a o}(n ;\lceil\infty\rceil)<$ 0 for $n \geq 0$. Again, due to negative expected benefit, it is preferable for the tagged customer to balk. So, her best response against $\lceil\infty\rceil$ is $\lceil 0\rceil$. Thus, we conclude that the only best response against itself within the class of (pure and mixed) threshold strategies is $\lceil 0\rceil$.

Case II: Consider a tagged arriving customer and suppose all other customers follow an $\left\lceil n_{0}\right\rceil$ strategy for some $n_{0} \leq n_{L}-1$. If she finds $n_{0}$ customers
and decides to join her expected net benefit will be $F_{a o}\left(n_{0} ;\left\lceil n_{0}\right\rceil\right)>0$, from (3.112) and (3.86). This implies that when she finds $n_{0}$ customers, she is willing to join. Thus, $\left\lceil n_{0}\right\rceil$ cannot be an equilibrium since it cannot be a best response against itself.

Consider a tagged arriving customer and suppose all other customers follow an $\left\lceil n_{0}\right\rceil$ strategy for some $n_{0} \geq n_{U}+1$. Using (3.85) and (3.110) we have that $F_{a o}\left(n ;\left\lceil n_{0}\right\rceil\right)<0$ for $n_{U} \leq n \leq n_{0}-1$. This implies that when she finds $n$ customers, with $n_{U} \leq n \leq n_{0}-1$, she is unwilling to enter. Thus, the $\left\lceil n_{0}\right\rceil$ cannot be an equilibrium strategy. We conclude that the search of equilibrium strategies should be restricted within the class of pure threshold strategies should be restricted to strategies $\left\lceil n_{0}\right\rceil$ with $n_{L} \leq n_{0} \leq n_{U}$.

We mark an arriving customer and we assume that all other customers follow an $\left\lceil n_{0}\right\rceil$ strategy for some $n_{0}$ with $n_{L} \leq n_{0} \leq n_{U}$. From (3.85), (3.86), (3.108), (3.109), (3.113) and (3.114) we have that the expected net benefit of a customer who finds $n$ customers upon arrival and decides to join is $F_{a o}\left(n ;\left\lceil n_{0}\right\rceil\right) \geq 0$, for $0 \leq n \leq n_{0}-1$ and $F_{a o}\left(n_{0} ;\left\lceil n_{0}\right\rceil\right) \leq 0$. Thus, $\left\lceil n_{0}\right\rceil$ is a best response against itself and we conclude that all such strategies are equilibrium strategies.

To finish our search of equilibrium strategies within the class of pure threshold strategies, we examine the $\lceil\infty\rceil$ strategy. This cannot be an equilibrium, since (3.110) and (3.81) imply that $F_{a o}(n ;\lceil\infty\rceil)<0$, for $n \geq n_{U}$, which means that it is not optimal for the tagged customer to join when she sees $n$ customers for some $n \geq n_{U}$. Therefore, we conclude that the equilibrium strategies within the class of pure threshold strategies are exactly the strategies $\left\lceil n_{0}\right\rceil$ for $n_{L} \leq n_{0} \leq n_{U}$.

We will now search for equilibrium strategies in the class of genuinely mixed threshold strategies, i.e. among strategies $\left\lceil n_{0}, \theta_{0}\right\rceil$ with $\theta_{0} \in(0,1)$. In order for a mixed threshold strategy $\left\lceil n_{0}, \theta_{0}\right\rceil$ to be an equilibrium strategy, the following relations must be true : $S(n, 1)>0$, for $0 \leq n \leq n_{0}-1$, $S\left(n_{0}, \theta_{0}\right)=0$ and $S\left(n_{0}, 0\right)-S\left(n_{0}, \theta_{0}\right) \leq 0$. We derive those relations from the equations (3.82)-(3.84) which express a customers' expected benefit when she joins while observing less than $n_{0}$, exactly $n_{0}$ and $n_{0}+1$ customers in the system respectively. By comparing (3.82)-(3.84) with (3.85)-(3.86) we can easily see that $\left\lceil n_{0}, \theta_{0}\right\rceil$ may be an equilibrium if and only if $\left\lceil n_{0}\right\rceil$ is an equilibrium. Thus, we should restrict our search for equilibrium genuinely mixed threshold strategies to strategies $\left\lceil n_{0}, \theta_{0}\right\rceil$ with $n_{0}=n_{L}, \ldots, n_{U}$.

If $S\left(n_{L}, 0\right)=0$, then there does not exist $\theta \in(0,1)$ such that $S\left(n_{L}, \theta\right)=0$, since $\frac{S(n, \theta)}{G(n, \theta)}$ is strictly decreasing. Therefore, $\left\lceil n_{L}, \theta\right\rceil$ cannot be an equilibrium strategy for any $\theta \in(0,1)$. Similarly, if $S\left(n_{U}-1,1\right)=0$, then the strategy $\left\lceil n_{U}-1, \theta\right\rceil$ cannot be an equilibrium strategy for any $\theta \in(0,1)$. Moreover, $\left\lceil n_{U}, \theta\right\rceil$ cannot be an equilibrium strategy for any $\theta \in(0,1)$, since $S\left(n_{u}, \theta\right)<0, \theta \in(0,1)$. Therefore, a strategy $\left\lceil n_{0}, \theta\right\rceil$ with $\theta \in(0,1)$ may be an equilibrium only if $n_{L}^{+} \leq n_{0} \leq n_{U}^{-}-1$.

Now, for every $n_{0} \in\left\{n_{L}^{+}, \ldots n_{U}^{-}\right\}$the only $\left\lceil n_{0}, \theta_{0}\right\rceil$ strategy that can be an equilibrium is the one that corresponds to $\theta_{0}=\theta\left(n_{0}\right)$ since $S\left(n_{0}, \theta\left(n_{0}\right)\right)=0$. Indeed, if all customers follow the $\left\lceil n_{0}, \theta\left(n_{0}\right)\right\rceil$ strategy, the expected benefit for a tagged customer, who finds $n$ customers in the system and decides to join is $F_{a o}\left(n ;\left\lceil n_{0}, \theta\left(n_{0}\right)\right\rceil\right)>0$ for $0 \leq n \leq n_{0}-1, F_{a o}\left(n_{0} ;\left\lceil n_{0}, \theta\left(n_{0}\right)\right\rceil\right)=0$ and $F_{a o}\left(n_{0}+1 ;\left\lceil n_{0}, \theta\left(n_{0}\right)\right\rceil\right)<0$, from (3.108), (3.114) and (3.117). Thus, $\left\lceil n_{0}, \theta\left(n_{0}\right)\right\rceil$ is an equilibrium strategy.
Case III : Following the same line of argument as in case I, we now find that when all customers follow a pure threshold strategy $\left\lceil n_{0}\right\rceil$ or a mixed threshold strategy $\left\lceil n_{0}, \theta\right\rceil$ the expected net benefit function is always positive. Thus, the best response of a customer is always to join the system. Therefore, the only best response against itself in the class of threshold strategies is the $\lceil\infty\rceil$ strategy.

Note that although pure threshold strategies always exist, it is possible that genuinely mixed threshold strategies do not. This happens if $n_{U}^{-}-1<n_{L}^{+}$.

Case B: $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)>0$
In case $B$, we seek equilibrium strategies in the class of reverse-threshold strategies. We will exclude strategies $\left\lfloor n_{0}\right\rfloor$ and $\left\lfloor n_{0}, \theta\right\rfloor$ with $n_{0} \geq 1$. Indeed, all these strategies prescribe to balk when the customer faces an empty system. Thus, under such strategy, the system continuously remains empty after the first service completion. Therefore, in steady state, these strategies are equivalent to the "always balk" strategy $\lfloor\infty\rfloor$. Thus, we seek equilibrium strategies only in the set $S_{r-t}=\{\lfloor 0\rfloor,\lfloor\infty\rfloor\} \cup\left\{\left\lfloor 0, \theta_{0}\right\rfloor: \theta_{0} \in(0,1)\right\}$. We first introduce several quantities that we will use in the sequel.

Definition 3.3.3. Suppose that

$$
\begin{equation*}
\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)>0 \tag{3.121}
\end{equation*}
$$

We define

$$
\begin{align*}
m_{U} & =\inf \{n \geq 0: S(n, 1)>0\}  \tag{3.122}\\
m_{L} & =\inf \{n \geq 0: S(n, 0) \geq 0\}  \tag{3.123}\\
m_{U}^{-} & =\inf \{n \geq 0: S(n, 1) \geq 0\}  \tag{3.124}\\
m_{L}^{+} & =\inf \{n \geq 0: S(n, 0)>0\} \tag{3.125}
\end{align*}
$$

Then, we have several properties of $m_{U}, m_{L}, m_{U}^{-}, m_{L}^{+}$that we summarize in the following Lemma 3.3.4.

Lemma 3.3.4. Suppose that (3.121) holds. Then, there are three cases: Case I: $H^{U}(0)>0$.

Then

$$
\begin{align*}
& m_{U}=m_{L}=m_{U}^{-}=m_{L}^{+}=0  \tag{3.126}\\
& S(n, \theta)>0, \quad n \geq 0, \theta \in[0,1] . \tag{3.127}
\end{align*}
$$

Case II: $H^{U}(0) \leq 0$. and $\lim _{n \rightarrow \infty} H^{U}(n)>0$.
Then

$$
\begin{align*}
& 1 \leq m_{U}<\infty  \tag{3.128}\\
& S(n, 1)<0, \quad 0 \leq n \leq m_{U}-2,  \tag{3.129}\\
& S\left(m_{U}-1,1\right) \leq 0  \tag{3.130}\\
& S(n, 1)<0, n \geq m_{U} \tag{3.131}
\end{align*}
$$

and

$$
\begin{align*}
& 0 \leq m_{L} \leq m_{U}  \tag{3.132}\\
& S(n, 0)<0, \quad 0 \leq n \leq m_{L}-1,  \tag{3.133}\\
& S\left(m_{L}, 0\right) \geq 0,  \tag{3.134}\\
& S(n, 0)>0, \quad n \geq m_{L}+1 \tag{3.135}
\end{align*}
$$

Moreover,

$$
\begin{align*}
& m_{L}^{+}= \begin{cases}m_{L}, & \text { if } S\left(m_{L}, 0\right)>0 \\
m_{L}+1, & \text { if } S\left(m_{L}, 0\right)=0\end{cases}  \tag{3.136}\\
& m_{U}^{-}= \begin{cases}m_{U}, & \text { if } S\left(m_{U}-1,1\right)<0 \\
m_{U}-1, & \text { if } S\left(m_{U}-1,1\right)=0\end{cases} \tag{3.137}
\end{align*}
$$

If $m_{L}^{+}=0$ and $m_{U}^{-} \geq 1$, then there exists a unique $\theta(0) \in(0,1)$ such that

$$
\begin{align*}
& S(0, \theta(0))=0,  \tag{3.138}\\
& S(n, \theta(0))>0, n \geq 1 . \tag{3.139}
\end{align*}
$$

Case III: $\lim _{n \rightarrow \infty} H^{U}(n) \leq 0$.
Then

$$
\begin{align*}
& m_{U}=m_{L}=m_{U}^{-}=m_{L}^{+}=\infty  \tag{3.140}\\
& S(n, \theta)<0, \quad n \geq 0, \theta \in[0,1] . \tag{3.141}
\end{align*}
$$

We omit the proof of Lemma 3.3.4 as it is completely analogous to the proof of Lemma 3.3.2. We are now in position to prove the existence and uniqueness of reverse-threshold strategies when (3.121) holds. We present the results in he following Theorem 3.3.5. The statements about the uniqueness of the reverse-threshold equilibrium strategies should be interpreted within the class $S_{r-t}=\{\lfloor 0\rfloor,\lfloor\infty\rfloor\} \cup\left\{\left\lfloor 0, \theta_{0}\right\rfloor: \theta_{0} \in(0,1)\right\}$ of the reverse threshold strategies.

Theorem 3.3.5. In the almost observable model of the stochastic clearing system in alternating environment where (3.121) holds, equilibrium reversethreshold strategies always exist. In particular, in the three cases of Lemma 3.3 .4 we have:

Case I : $H^{U}(0)>0$
Then there exists a unique equilibrium reverse-threshold strategy, the $\lfloor 0\rfloor$ strategy ("always to join").

Case II : $H^{U}(0) \leq 0$. and $\lim _{n \rightarrow \infty} H^{U}(n)>0$.
If $m_{U}^{-}=0$, the $\lfloor 0\rfloor$ strategy ("always to join") is the unique equilibrium reverse-threshold strategy. If $m_{L}^{+} \geq 1$ then the $\lfloor\infty\rfloor$ strategy "always to balk" is the unique equilibrium reverse-threshold strategy. Otherwise, the $\lfloor 0, \theta(0)\rfloor$ strategy is the unique equilibrium reverse-threshold strategy.

Case III : $\lim _{n \rightarrow \infty} H^{U}(n) \leq 0$.
Then, there is a unique equilibrium reverse-threshold strategy, the $\lfloor\infty\rfloor$ strategy ("always to balk").

Proof. Case I : Consider a tagged customer at his arrival instant that observes $n$ customers in the system, when all other customers follow the $\lfloor 0\rfloor$ strategy. Then, the expected net benefit of the tagged customer is given by (3.81) and since $S(n, \theta)>0$ for $n \geq 0, \theta \in[0,1]$ by (3.127) and $G(n, \theta)>0$, for $n \geq 0, \theta \in[0,1]$ by (3.97), we have that $F_{a o}(n ;[0])>0$ for $n \geq 0$. Thus, the tagged customer always prefers to join and her best response against $\lfloor 0\rfloor$ is $\lfloor 0\rfloor$.

Similarly, consider a tagged customer at his arrival instant that observes $n$ customers in the system, when all other customers follow a $\left\lfloor 0, \theta_{0}\right\rfloor$ strategy, for some $\theta_{0} \in(0,1)$. Then, the expected net benefit of the tagged customer is given by (3.88) and by (3.127) we have that $F_{a o}\left(n ;\left[0, \theta_{0}\right]\right)>0$ for $n \geq 0$. Thus, the tagged customer always prefers to join and her best response against $\left\lfloor 0, \theta_{0}\right\rfloor$ is $\lfloor 0\rfloor$.

If all other customers follow the $\lfloor\infty\rfloor$ strategy, the net benefit of a tagged customer that enters the system and observes $n$ customers in the system $F_{a o}(n ;[\infty])$ is positive for $n \geq 0$ by (3.87) and (3.127). Thus, the tagged customer always prefers to join and her best response against $\lfloor\infty\rfloor$ is $\lfloor 0\rfloor$. So the only reverse-threshold strategy which is best response against itself is the $\lfloor 0\rfloor$ strategy.

Case II: Assume that $m_{U}^{-}=0$. Then $S(0,1)=0$ and $m_{U}=1$. Consider now a tagged customer at her arrival instant and suppose all other customers follow the $\lfloor 0\rfloor$ strategy. Inequality (3.131) and relation (3.81) imply that her expected net benefit, when she finds $n$ customers in the system and decides to join is $F_{a o}(n ;\lfloor 0\rfloor) \geq 0$ for $n \geq 0$. Thus, $\lfloor 0\rfloor$ is a best response against itself.

Assume, now, that $m_{L}^{+} \geq 1$. By definition of $m_{L}^{+}$is equal to $m_{L}$ or $m_{L}+1$. In the former case, we have that $0 \leq m_{L}-1$ and (3.133) yields that $S(0,0)<0$. In the latter case, we have that $m_{L}=0$ or $m_{L}>0$. If $m_{L}>0$ again by (3.133) we have that $S(0,0)<0$. If $m_{L}=0$ then by (3.136) $F\left(m_{L}, 0\right)=F(0,0)=0$. Therefore, if $m_{L}^{+} \geq 1$ we have $F(0,0) \leq 0$. If we consider a tagged arriving customer and suppose all other customers follow the $\lfloor\infty\rfloor$ strategy, then the tagged customer, if she observes 0 customers and decides to join, has expected net benefit $F_{a o}(0 ;\lfloor\infty\rfloor) \leq 0$ due to (3.87). Thus, $\lfloor\infty\rfloor$ is a best response against itself i.e. it is an equilibrium strategy. Otherwise, we will have that $m_{L}^{+}=0$. Consider again a tagged customer and suppose that all other customers follow the $\lfloor 0, \theta(0)\rfloor$ strategy. If the tagged customer at her arrival instant finds $n$ customers in the system and decides to join, her expected net benefit will be either $F_{a o}(0 ;\lfloor 0, \theta(0)\rfloor)=0$ when $n=0$ or $F_{a o}(n ;\lfloor 0, \theta(0)\rfloor) \geq 0$ if $n \geq 1$ due to (3.88), (3.138), (3.139). Therefore, the $\lfloor 0, \theta(0)\rfloor$ strategy is an equilibrium strategy.

Case III : Following the same line of argument as in case I, we now conclude that the expected net benefit function is negative. Thus, the best response to every reverse-threshold strategy is $\lfloor\infty\rfloor$. Thus the only equilibrium reverse-threshold strategy is $\lfloor\infty\rfloor$

Case C: $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)=0$
Case C occurs when $\mu_{1}=\mu_{2}$ or $\frac{\lambda_{1}}{\rho_{1}}=\frac{\lambda_{2}}{\rho_{2}}$. In this case, the distinction "fast environmental state" and "slow environmental state" has no sense or the distinction "more congested environmental state" and "less congested environmental state" has no sense. Therefore, we conclude that the information on the number of customers in the system, does not affect the decision of a tagged arriving customer. A similar analysis is possible as in the other two cases and we have the following Theorem 3.3.6.

Theorem 3.3.6. In the almost observable model of the stochastic clearing system in alternative environment, where

$$
\begin{equation*}
\mu_{1}=\mu_{2} \text { or } \rho_{1}=\rho_{2} \tag{3.142}
\end{equation*}
$$

an equilibrium strategy exists within the class of threshold and reverse-threshold strategies. In particular, we have the following three cases:

Case I : $H^{U}(0)<0$
Then the unique equilibrium strategy in the class of threshold and reverse-threshold strategies is the $\lceil 0\rceil \equiv\lfloor\infty\rfloor$ strategy("always to balk").

Case II : $H^{U}(0)=0$
Then every strategy in the class of threshold and reverse-threshold strategies is equilibrium strategy.

Case III : $H^{U}(0)>0$.
Then, the unique equilibrium strategy in the class of threshold and reverse-threshold strategies is the $\lceil\infty\rceil \equiv\lfloor 0\rfloor$-strategy ("always to join").

Proof. By (3.142) and (3.90) we can see that $H^{U}(n)$ is constant. Therefore, in case I, $H^{U}(n)$ is always negative. We consider the cases where other customers follow $\lceil\infty\rceil \equiv\lfloor 0\rfloor,\left\lceil n_{0}\right\rceil,\lfloor 0, \theta\rfloor$ and $\lceil 0\rceil \equiv\lfloor\infty\rfloor$. By $(3.81),(3.85),(3.87)$ and (3.88) we can see that the expected net benefit in each of those cases, when a tagged customer observes $n$ customers in the system and joins, is negative (in the $\left\lceil n_{0}\right\rceil$ case we assume $n \leq n_{0}$ ) and therefore prefers to balk. Thus, the only equilibrium strategy is $\lceil 0\rceil \equiv\lfloor\infty\rfloor$ ("always to balk"). We do not need to check $\left\lceil n_{0}, \theta\right\rceil$ strategies because if $\left\lceil n_{0}\right\rceil$ is not an equilibrium, $\left\lceil n_{0}, \theta\right\rceil$ cannot be an equilibrium.

The other two cases are similar. In case II the expected net benefit is always 0 , therefore any strategy is equilibrium, whereas in case III, the expected benefit is always positive, and customers prefer to "always join".

This concludes the analysis of customer strategic behaviour in a clearing systems in an alternating environment. We identified four cases with respect to the information level of information provided to arriving customers and derived the equilibrium strategy for each case. It is important to notice that in each case, we searched for equilibrium strategies within the appropriate class of strategies. Moreover, in the almost observable case, which is the most interesting, Theorems 3.3.3, 3.3.5 and 3.3.6 suggest that the equilibrium strategies in the class of threshold and reversethreshold strategies are completely characterized by the signs of the quantities $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right), H^{U}(n), \lim _{n \rightarrow \infty H^{U}(n)}$ and $H^{L}(n)$. Thus, we can easily combine these theorems and develop an algorithm for determining equilibrium strategies.

## ATC or FTC?

We must also notice that, in the almost observable case, the two cases A and B concerning the sign of the quantity $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)$ are quite different. In case A , there is a general interval of thresholds which constitute equilibrium strategies. On the other hand, in case B, we have a unique reverse-threshold equilibrium strategy. As stated in the introduction, multiple equilibria are a property of the follow the crowd (FTC) behaviour, whereas in the avoid the crowd (ATC) behaviour, at most one equilibrium is possible. This is indeed the case here :
Consider case A, where $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)<0$ and the "fast service" coincides with the "less congested" environmental state. We compare two threshold strategies $n$ and $n+1$ as follows. Consider a tagged customer who arrives at the system and observes $n$ customers, while all other customers
follow an $n$ threshold strategy. Then, she can deduce that at least $n$ customers have arrived at the station since the last clearing epoch, since some customers may have come and balked when they faced $n$ customers. If the customers follow an $n+1$ threshold strategy instead, the tagged customer knows that exactly $n$ customers arrived at the system since the last clearing epoch. This gives the customer the sense that the system is less congested which is a signal that the environmental state is probably the "fast service" one. Therefore, the customer is more willing to join the system and adopts a higher threshold. Thus, if the customers adopt a higher threshold, an arriving customer tends to follow them in adopting a higher threshold and we have an FTC situation.
On the other hand, consider case B where $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)>0$ and the "slow service" coincides with the "less congested" environmental state. In this case, we deal with reverse-threshold strategies. Also, if the customers follow a strategy $\left\lfloor n_{0}, \theta\right\rfloor$ with $n_{0} \geq 1$ and $\theta \in[0,1]$ the system remains empty. Therefore, we will limit our intuitive discussion in the case where customers follow an $\lfloor 0, \theta\rfloor$ with $\theta \in[0,1]$. Now, consider a tagged customer who arrives at the system and observes 0 customers, while all other customers initially follow an $\lfloor 0, \theta\rfloor$ reverse-threshold strategy and then move to a $\left\lfloor 0, \theta^{\prime}\right\rfloor$ with $\theta^{\prime}>\theta$. When the customers follow the $\left\lfloor 0, \theta^{\prime}\right\rfloor$ the information of an empty system means that the system is probably in the the "less congested" environmental state, which now coincides with the slow service. Therefore, the tagged customer becomes less willing to enter the system. Thus, when other customers enter the system with a higher probability, the tagged customer tends to decrease the probability of joining the system i.e. we have an ATC situation.

## Social optimization

Due to the clearing mechanism all customers are removed simultaneously at the end of a clearing epoch. Therefore, customers do not impose any externalities on other customers, and by maximizing their expected net benefit, they also maximize the social benefit. Thus, in the fully observable, fully unobservable and the almost unobservable case, equilibrium strategies are also socially optimal. In the almost observable case, equilibrium strategies are also socially optimal, except from the case where $H^{U}(n)$ is strictly decreasing, $H^{U}(n) \geq 0$ and $\lim _{n \rightarrow \infty} H^{U}(n)<0$. In this case, when customers adopt an $\left\lceil n_{0}\right\rceil$ with $n_{0} \in\left\{n_{L}, \ldots, n_{U}\right\}$, joining customers have positive expected net benefit. Naturally, a social planner would want to have the highest threshold possible, while the customers' expected net benefit remains positive. This means that the unique socially optimal strategy is the $\left\lceil n_{U}\right\rceil$ strategy.

## Chapter 4

## Strategic behaviour in an observable fluid queue with an alternating environment

### 4.1 The model

We consider a fluid queue that represents a production facility, that alternates between fast and slow periods, which are independent and exponentially distributed with rates $q_{1}$ and $q_{0}$ respectively. The state of the machine is recorded by the 2 -state continuous time Markov chain $\left\{Z_{(t)}\right\}$, where the states 1 and 0 correspond respectively to the fast and slow modes. The input rate of the fluid that represents the arrivals of new customers is $\lambda$. The output rate is $\mu_{1}$, when the machine is in the fast service rate, and $\mu_{0}$ otherwise. We assume that $0<\mu_{0}<\mu_{1}$. The case $\mu_{0}=0$ is qualitatively similar, but it is omitted from this presentation, as the various formulas do change and they should be evaluated by taking appropriate limits (see e.g. (4.2)). The waiting (buffer) capacity of the facility is infinite. The dynamics of the process $\left\{X_{(t)}\right\}$ that records the level of the fluid is given by

$$
\frac{d X_{(t)}}{d t}= \begin{cases}\lambda-\mu_{i} & \text { if } X_{(t)}>0 \text { and } Z_{(t)}=i,  \tag{4.1}\\ \left(\lambda-\mu_{i}\right)^{+} & \text {if } X_{(t)}=0 \text { and } Z_{(t)}=i,\end{cases}
$$

where $(x)^{+}=\max (x, 0)$. It is easy to see that the bivariate process $\left\{\left(X_{(t)}, Z_{(t)}\right)\right\}$ is Markovian. In what follows, we will use the notational convention $i^{\prime}=1-i, i=0,1$. Thus, if $i$ refers to the current state of the machine, $i^{\prime}$ is the opposite state.
The customers are strategic and decide whether to join or balk upon arrival with the objective of maximizing their expected utility. Every customer receives a reward of $R$ units for completing service. On the other hand, he accumulates waiting cost at rate $C$ per time unit in the system. The
decisions of the customers are assumed irrevocable. In particular no retrials of balking customers nor reneging of entering customers are allowed. Since all customers are indistinguishable and each one tries to maximize his own benefit by taking into account that the other customers do the same, we can consider this situation as a symmetric game among them. We are interested in the computation of the symmetric equilibrium strategies for this game. These strategies are best responses against themselves, so no customer has an incentive to deviate from such a strategy unilaterally.
The strategic behaviour of the customers is influenced by the level of information that they receive upon arrival, before making their decisions. We will consider the following two cases:

- The fully observable (fo) case: Customers observe $\left(X_{(t)}, Z_{(t)}\right)$
- The almost observable (ao) case: Customers observe only $X_{(t)}$.

There are two other interesting informational cases:

- The almost unobservable (au) case: Customers observe only $Z_{(t)}$.
- The fully unobservable (fu) case: Customers observe neither $X_{(t)}$ nor $Z_{(t)}$.


### 4.2 The fully observable case

Suppose that a customer arrives at the production facility and observes the state $(x, i)$. Then, to assess its expected utility if he joins, he needs to compute his conditional expected sojourn time in the system, $S_{i}(x)$. Note that this conditional expected sojourn time does not depend on the strategies of the other customers, given $(x, i)$. Indeed, future customers do not influence $S_{i}(x)$ because of the FCFS discipline and past customers do not influence it either, since reneging is not allowed. We can easily obtain closed formulas for $S_{i}(x)$. Indeed, we have the following Lemma 4.2.1.

Lemma 4.2.1. The conditional expected sojourn time of a customer in the system, given that the state of the server is $i$ and the fluid level in front of him is $x$ is given by the formula

$$
\begin{align*}
S_{i}(x)= & \frac{q_{0}+q_{1}}{q_{0} \mu_{1}+q_{1} \mu_{0}} x+\frac{q_{i} \mu_{i^{\prime}}\left(\mu_{i^{\prime}}-\mu_{i}\right)}{\left(q_{0} \mu_{1}+q_{1} \mu_{0}\right)^{2}}  \tag{4.2}\\
& \times\left(1-e^{-\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right) x}\right), x \geq 0, i=0,1 .
\end{align*}
$$

Proof. To compute $S_{i}(x)$, we condition on the length $T_{i}$ of the remaining sojourn time of the machine at state $i$, which is exponentially distributed with
rate $q_{i}$, because of the memoryless property of the exponential distribution. Then, we obtain

$$
\begin{equation*}
S_{i}(x)=\frac{x}{\mu_{i}} e^{-q_{i} \frac{x}{\mu_{i}}}+\int_{0}^{\frac{x}{\mu_{i}}}\left(t+S_{i^{\prime}}\left(x-\mu_{i} t\right)\right) q_{i} e^{-q_{i} t} d t \tag{4.3}
\end{equation*}
$$

Changing the variable of the integration to $u=x-\mu_{i} t$ and using integration by parts yields

$$
S_{i}(x)=\frac{1}{q_{i}}-\frac{1}{q_{i}} e^{-\frac{q_{i}}{\mu_{i}} x}+\frac{q_{i}}{\mu_{i}} e^{-\frac{q_{i}}{\mu_{i}} x} \int_{0}^{x} S_{i^{\prime}}(u) e^{\frac{q_{i}}{\mu_{i}} u} d u .
$$

Multiplying by $\mu_{i} e^{\frac{q_{i}}{\mu_{i}}} x$ and differentiating with respect to $x$, we obtain the linear system of ODEs

$$
\frac{d S_{i}(x)}{d x}=-\frac{q_{i}}{\mu_{i}} S_{i}(x)+\frac{q_{i}}{\mu_{i}} S_{i^{\prime}}(x)+\frac{1}{\mu_{i}}, i=0,1,
$$

with initial conditions $S_{i}(0)=0, i=0,1$. Using the standard theory for first-order linear systems of ODEs with constant coefficients (see e.g. Braun, 1983, Chapter 3), we obtain the unique solution stated in (4.2).

We can now derive the customer equilibrium strategies in the fo case. We have the following Theorem 4.2.2.
Theorem 4.2.2. In the fo case, the equilibrium strategies are specified by two thresholds, that is they prescribe "While arriving at time t, observe $\left(X_{(t)}, Z_{(t)}\right)$, join if $X_{(t)}<x_{e}\left(Z_{(t)}\right)$ and balk if $X_{(t)}>x_{e}\left(Z_{(t)}\right)$ ". The thresholds $x_{e}(i), i=0,1$ are given as the unique roots of the equations

$$
\begin{equation*}
\frac{q_{0}+q_{1}}{q_{0} \mu_{1}+q_{1} \mu_{0}} x+\frac{q_{i} \mu_{i^{\prime}}\left(\mu_{i^{\prime}}-\mu_{i}\right)}{\left(q_{0} \mu_{1}+q_{1} \mu_{0}\right)^{2}} \times\left(1-e^{-\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right) x}\right)=\frac{R}{C}, i=0,1 \tag{4.4}
\end{equation*}
$$

with respect to $x$.
Proof. The expected utility of a customer that observes upon arrival the system at state $\left(X_{(t)}, Z_{(t)}\right)=(x, i)$ and decides to join is $U^{(f o)}(x, i)=$ $R-C S_{i}(x)$. Note that this expected utility does not depend on the strategies followed by the other customers. The customer prefers strictly to join if $U^{(f o)}(x, i)>0$, prefers strictly to balk if $U^{(f o)}(x, i)<0$ and he is indifferent between joining and balking if $U^{(f o)}(x, i)=0$. These conditions are equivalent respectively to $S_{i}(x)<\frac{R}{C}, S_{i}(x)>\frac{R}{C}$ and $S_{i}(x)=\frac{R}{C}$. Differentiation of (4.2) yields

$$
\begin{align*}
& \frac{d S_{i}(x)}{d x}=\frac{q_{0}+q_{1}}{q_{0} \mu_{1}+q_{1} \mu_{0}}+\frac{q_{i} \mu_{i^{\prime}}\left(\mu_{i^{\prime}}-\mu_{i}\right)}{\left(q_{0} \mu_{1}+q_{1} \mu_{0}\right)^{2}} \times\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right) e^{-\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right) x} \\
& \quad x \geq 0, i=0,1,  \tag{4.5}\\
& \frac{d^{2} S_{i}(x)}{d x^{2}}=-\frac{q_{i} \mu_{i^{\prime}}\left(\mu_{i^{\prime}}-\mu_{i}\right)}{\left(q_{0} \mu_{1}+q_{1} \mu_{0}\right)^{2}}\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right)^{2} e^{-\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right) x}, x \geq 0, i=0,1 . \tag{4.6}
\end{align*}
$$



Figure 4.1: Typical sample path of fluid level for $x_{*}(0)=3, x_{*}(1)=6, \lambda=$ $5, \mu_{0}=2$ and $\mu_{1}=4$ (corresponding to case I of Lemma 4.2.3).

Therefore $\frac{d S_{0}(x)}{d x}>0, \frac{d^{2} S_{1}(x)}{d x^{2}}>0$ and $\frac{d S_{1}(0)}{d x}=\frac{1}{\mu_{1}}>0$ and we conclude that $S_{i}(x)$ is strictly increasing in $[0, \infty)$ with image the interval $[0, \infty)$. This shows that there exists a unique root $x_{e}(i)$ of $S_{i}(x)=\frac{R}{C}$ with respect to $x$ which is exactly Eq. (4.4). Then, a customer that finds the system at state $(x, i)$ prefers to join for $x<x_{e}(i)$. He is indifferent between joining and balking if $x=x_{e}(i)$. Finally, he prefers to balk for $x>x_{e}(i)$.

We can see that $x_{e}(0)<x_{e}(1)$, that is a customer finding the system at the fast service rate affords higher fluid levels in front of him under the equilibrium strategy than a customer that finds the system at the slow service state. This is intuitively clear and can be formally shown since $S_{1}(x)<S_{0}(x), x>0$. Indeed

$$
S_{1}(x)-S_{0}(x)=\frac{\mu_{0}-\mu_{1}}{q_{0} \mu_{1}+q_{1} \mu_{0}}\left(1-e^{-\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right) x}\right), x \geq 0 .
$$

A subtle point is that an equilibrium strategy should specify necessarily joining or balking, according to whether $X_{(t)}<x_{e}\left(Z_{(t)}\right)$ or not, only for states $\left(X_{(t)}, Z_{(t)}\right)$ that are reachable with positive probability, given the initial state. Indeed, an equilibrium strategy can prescribe anything in states that are not reachable. For example, suppose that the system is initially empty and consider a strategy that prescribes joining, whenever $\left(Z_{(t)}=0\right.$ and $\left.X_{(t)} \leq x_{e}(0)\right)$ or ( $Z_{(t)}=1$ and $\left.X_{(t)} \neq x_{e}(1)\right)$. This is an equilibrium strategy, because what it does for states $\left(X_{(t)}, Z_{(t)}\right)=(x, 1)$ with $x>x_{e}(1)$
does not matter, since such states are never observed. However we can use the notion of subgame perfect equilibrium strategy to refine the equilibrium strategies and to eliminate such "pathological" cases (that occur also in the standard analysis of the $M / M / 1$ queue - see e.g. Hassin and Haviv (2003) Remark 2.2 in p.24, or Hassin and Haviv (2002)). Then, the subgame perfect equilibrium strategies prescribe joining when $X_{(t)}<x_{e}\left(Z_{(t)}\right)$, balking when $X_{(t)}>x_{e}\left(Z_{(t)}\right)$ and whatever for $X_{(t)}=x_{e}\left(Z_{(t)}\right)$.
Moreover, we note that in a game-theoretical terminology, the equilibrium strategies in the fo case are dominant strategies. Indeed, such a strategy is a best response of a tagged customer against any strategy of the other customers. Thus, we have a very strong equilibrium concept in the fo case. This does not happen in the other informational case as we will see in the following section.
We now move to the computation of the expected social benefit function per time unit, when the customers follow a threshold strategy. In the statement of Theorem 4.2.2, we have not explicitly stated what the customers do when they observe $\left(X_{(t)}, Z_{(t)}\right)$ with $X_{(t)}=x_{e}\left(Z_{(t)}\right)$. Clearly, an equilibrium strategy can prescribe anything at such a state. However, for the computation of the expected social benefit per time unit under a threshold strategy with threshold-vector $\left(x_{*}(0), x_{*}(1)\right)$, it is necessary to take into account the fraction of entering customers, when the fluid level $x_{*}(i)$ is reached and the environment is in state $i, i=0,1$. Therefore, for a certain threshold strategy, we note that when the threshold has been reached, this fraction stabilizes the fluid level till the next change of the environmental state. Now, we compute the steady-state distribution of the fluid level, when the customers follow such a strategy, that is we compute the functions $F_{i}(x)$ with

$$
\begin{equation*}
F_{i}(x)=\operatorname{Pr}\left[X_{(t)} \leq x, Z_{(t)}=i\right], x \geq 0, i=0,1 \tag{4.7}
\end{equation*}
$$

where $t$ is an arbitrary time point, assuming that the process $\left\{\left(X_{(t)}, Z_{(t)}\right\}\right.$ has achieved stationarity. This is done in Lemma 4.2.3. To facilitate the reader to follow the proof, we provide some graphs that show the typical sample paths of $X_{(t)}$ under a strategy specified by two thresholds $x_{*}(0)$ and $x_{*}(1)$. These are given in Figs. 4.1 and 4.2.

Lemma 4.2.3. Suppose that the customers follow a strategy specified by two thresholds $x_{*}(0)$ and $x_{*}(1)$, such that $x_{*}(0) \leq x_{*}(1)$. Then, we have the following cases.

Case I. $\lambda>\mu_{1}$.


Figure 4.2: Typical sample path of fluid level for $x_{*}(0)=3, x_{*}(1)=6, \lambda=$ 3, $\mu_{0}=2$ and $\mu_{1}=5$ (corresponding to case III of Lemma 4.2.3).

The fluid level oscillates in $\left[x_{*}(0), x_{*}(1)\right]$. In particular

$$
F_{0}(x)=\left\{\begin{array}{l}
0  \tag{4.8}\\
\quad \text { if } x<x_{*}(0) \\
\frac{q_{1}}{q_{0}+q_{1}} \cdot \frac{-q_{1} \mu_{0}+q_{0}\left(\lambda-\mu_{1}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}-\frac{q_{0}}{q_{0}}\right)\left[x-x_{*}(0)\right]\right\}}{-\mu_{0}+q_{0}\left(\lambda-\mu_{1}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}-\frac{q_{0}}{\mu_{0}}\right)\left[x_{*}(1)-x_{*}(0)\right]\right\}} \\
\text { if } x_{*}(0) \leq x \leq x_{*}(1) \\
\frac{q_{1}}{q_{0}+q_{1}} \\
\text { if } x \geq x_{*}(1)
\end{array}\right.
$$

and

$$
F_{1}(x)=\left\{\begin{array}{l}
0  \tag{4.9}\\
\text { if } x \leq x_{*}(0) \\
\frac{q_{0}}{q_{0}+q_{1}} \cdot \frac{-q_{1} \mu_{0}\left(1-\exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}-\frac{q_{0}}{\mu_{0}}\right)\left[x-x_{*}(0)\right]\right\}\right)}{-q_{1} \mu_{0}+q_{0}\left(\lambda-\mu_{1}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}-\frac{q_{0}}{\mu_{0}}\right)\left[x_{*}(1)-x_{*}(0)\right]\right\}} \\
\text { if } x_{*}(0) \leq x \leq x_{*}(1) \\
\frac{q_{0}}{q_{0}+q_{1}} \\
\text { if } x \geq x_{*}(1)
\end{array}\right.
$$

In other words, the distribution $F_{0}(x)$ is mixed with a point mass
$p_{0}\left(x_{*}(0)\right)$ at $x_{*}(0)$ given by

$$
\begin{align*}
p_{0}\left(x_{*}(0)\right) & =\frac{q_{1}}{q_{0}+q_{1}} \\
& \cdot \frac{-q_{1} \mu_{0}+q_{0}\left(\lambda-\mu_{1}\right)}{-q_{1} \mu_{0}+q_{0}\left(\lambda-\mu_{1}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}-\frac{q_{0}}{\mu_{0}}\right)\left[x_{*}(1)-x_{*}(0)\right]\right\}} \tag{4.10}
\end{align*}
$$

and probability density $f_{0}(x)$ in $\left(x_{*}(0), x_{*}(1)\right)$ given by

$$
\begin{align*}
& f_{0}(x)= \frac{q_{1}}{q_{0}+q_{1}} \\
& \cdot \frac{q_{0}\left(\lambda-\mu_{1}\right)\left(\frac{q_{0}}{\mu_{0}}-\frac{q_{1}}{\lambda-\mu_{1}}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}-\frac{q_{0}}{\mu_{0}}\right)\left[x-x_{*}(0)\right]\right\}}{-q_{1} \mu_{0}+q_{0}\left(\lambda-\mu_{1}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}-\frac{q_{0}}{\mu_{0}}\right)\left[x_{*}(1)-x_{*}(0)\right]\right\}} \\
& x_{*}(0)<x<x_{*}(1), \tag{4.11}
\end{align*}
$$

while $F_{1}(x)$ is mixed with a point mass $p_{1}\left(x_{*}(1)\right)$ at $x_{*}(1)$ given by

$$
\begin{align*}
p_{1}\left(x_{*}(1)\right)= & \frac{q_{0}}{q_{0}+q_{1}} \\
& \cdot \frac{\left[q_{0}\left(\lambda-\mu_{1}\right)-q_{1} \mu_{0}\right] \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}-\frac{q_{0}}{\mu_{0}}\right)\left[x_{*}(1)-x_{*}(0)\right]\right\}}{-q_{1} \mu_{0}+q_{0}\left(\lambda-\mu_{1}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}-\frac{q_{0}}{\mu_{0}}\right)\left[x_{*}(1)-x_{*}(0)\right]\right\}} \tag{4.12}
\end{align*}
$$

and probability density $f_{1}(x)$ in $\left(x_{*}(0), x_{*}(1)\right)$ given by

$$
\begin{align*}
f_{1}(x) & =\frac{q_{0}}{q_{0}+q_{1}} \\
& \cdot \frac{q_{1} \mu_{0}\left(\frac{q_{0}}{\mu_{0}}-\frac{q_{1}}{\lambda-\mu_{1}}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}-\frac{q_{0}}{\mu_{0}}\right)\left[x-x_{*}(0)\right]\right\}}{-q_{1} \mu_{0}+q_{0}\left(\lambda-\mu_{1}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}-\frac{q_{0}}{\mu_{0}}\right)\left[x_{*}(1)-x_{*}(0)\right]\right\}} \\
& x_{*}(0)<x<x_{*}(1) \tag{4.13}
\end{align*}
$$

Case II. $\lambda=\mu_{1}$.
The fluid level stabilizes at $x_{*}(0)$.
Case III. $\mu_{0}<\lambda<\mu_{1}$.

The fluid level oscillates in $\left[0, x_{*}(0)\right]$. In particular

$$
F_{0}(x)=\left\{\begin{array}{l}
0  \tag{4.14}\\
\text { if } x \leq 0 \\
\frac{q_{1}}{q_{0}+q_{1}} \cdot \frac{q_{0}\left(\lambda-\mu_{1}\right)\left(1-\exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}} \frac{q_{0}}{\lambda-\mu_{0}}\right) x\right\}\right)}{q_{0}\left(\lambda-\mu_{1}\right)+q_{1}\left(\lambda-\mu_{0}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x_{*}(0)\right\}} \\
\text { if } 0 \leq x<x_{*}(0) \\
\frac{q_{1}}{q_{0}+q_{1}} \\
\text { if } x \geq x_{*}(0)
\end{array}\right.
$$

and

$$
F_{1}(x)=\left\{\begin{array}{l}
0  \tag{4.15}\\
\text { if } x<0 \\
\left.\left.\frac{q_{0}}{q_{0}+q_{1}} \cdot \frac{q_{0}\left(\lambda-\mu_{1}\right)+q_{1}\left(\lambda-\mu_{0}\right) \exp \left\{-\left(\frac{q_{1}}{q_{0}}\left(\lambda-\mu_{1}\right)+q_{1}\left(\lambda-\mu_{0}\right) \exp \left\{-\left(\frac{q_{0}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x\right\}\right.\right.}{\lambda-\mu_{0}}\right) x_{*}(0)\right\} \\
\text { if0} \leq x \leq x_{*}(0) \\
\frac{q_{0}}{q_{0}+q_{1}} \\
\text { if } x \geq x_{*}(0)
\end{array}\right.
$$

In other words, both $F_{0}(x)$ and $F_{1}(x)$ are mixed. The distribution $F_{0}(x)$ has a point mass $p_{0}\left(x_{*}(0)\right)$ at $x_{*}(0)$ given by

$$
\begin{align*}
p_{0}\left(x_{*}(0)\right)= & \frac{q_{1}}{q_{0}+q_{1}} \\
& \cdot \frac{\left[q_{1}\left(\lambda-\mu_{0}\right)+q_{0}\left(\lambda-\mu_{1}\right)\right] \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x_{*}(0)\right\}}{q_{0}\left(\lambda-\mu_{1}\right)+q_{1}\left(\lambda-\mu_{0}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x_{*}(0)\right\}} \tag{4.16}
\end{align*}
$$

and probability density $f_{0}(x)$ in $\left(0, x_{*}(0)\right)$ given by
$f_{0}(x)=\frac{q_{0}}{q_{0}+q_{1}} \cdot \frac{q_{0}\left(\lambda-\mu_{1}\right)\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x\right\}}{q_{0}\left(\lambda-\mu_{1}\right)+q_{1}\left(\lambda-\mu_{0}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x_{*}(0)\right\}}$,
$0<x<x_{*}(0)$
Regarding $F_{1}(x)$, we can easily see that it has a point mass $p_{1}(0)$ at 0 given by
$p_{1}(0)=\frac{q_{0}}{q_{0}+q_{1}} \cdot \frac{q_{0}\left(\lambda-\mu_{1}\right)+q_{1}\left(\lambda-\mu_{0}\right)}{q_{0}\left(\lambda-\mu_{1}\right)+q_{1}\left(\lambda-\mu_{0}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x_{*}(0)\right\}}$
and probability density $f_{1}(x)$ in $\left(0, x_{*}(0)\right)$ given by

$$
\begin{align*}
& f_{1}(x)=\frac{q_{0}}{q_{0}+q_{1}} \cdot \frac{q_{1}\left(\lambda-\mu_{0}\right)\left(-\frac{q_{1}}{\lambda-\mu_{1}}-\frac{q_{0}}{\lambda-\mu_{0}}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x\right\}}{q_{0}\left(\lambda-\mu_{1}\right)+q_{1}\left(\lambda-\mu_{0}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x_{*}(0)\right\}} \\
& 0<x<x_{*}(0) . \tag{4.19}
\end{align*}
$$

Case IV. The fluid level stabilizes at 0 .
Proof. First, note that in all cases, the fluid level enters in levels smaller than or equal to $x_{*}(1)$, because of the threshold strategy and the fact that $x_{*}(0) \leq x_{*}(1)$.
Cases II and IV are immediate. Indeed, for case II, if the fluid starts from a level below $x_{*}(0)$, then during sojourn times in the fast mode it stays at the same level (since $\lambda-\mu_{1}=0$ ), while during sojourn times in the slow mode it grows linearly at rate $\lambda-\mu_{0}$, until it reaches the level $x_{*}(0)$. Thereafter, it stays at this level. If it starts from a level above $x_{*}(0)$, a similar situation occurs and the fluid reaches again eventually $x_{*}(0)$. Case IV is also clear, as there is a non-positive drift under the slow mode and a strictly negative drift under the fast mode, so the fluid level decreases (with some possible constant intervals) till it reaches zero.
For cases I and III, let us consider a fluid queue that alternates between two environmental states - and + , with exponential sojourn times with rates $q_{-}$and $q_{+}$respectively, where the fluid drift is $\eta_{-}<0$ for the environmental state - and $\eta_{+}>0$ for the environmental state + . If the fluid is constrained to oscillate in $[0, T]$ (i.e., the fluid rates become zero when the fluid hits the boundary states 0 and $T$ ) and $F_{-}(x)$ (respectively $\left.F_{+}(x)\right)$ denotes the limiting probability that the fluid level is smaller than or equal to x and the environment is at state $-\left(\right.$ respectively + ), then we have that $F_{-}(x)$ and $F_{+}(x)$ are differentiable in $(0, T)$ and satisfy the linear system of ODEs

$$
\begin{align*}
& \eta_{-} \frac{d F_{-}(x)}{d x}=-q_{-} F_{-}(x)+q_{+} F_{+}(x),  \tag{4.20}\\
& \eta_{+} \frac{d F_{+}(x)}{d x}=q_{-} F_{-}(x)-q_{+} F_{+}(x), \tag{4.21}
\end{align*}
$$

with boundary conditions

$$
\begin{equation*}
F_{-}(T)=\frac{q_{+}}{q_{-}+q_{+}}, F_{+}(0)=0 \tag{4.22}
\end{equation*}
$$

(see e.g. Kulkarni (1997)). Using the standard theory for first-order linear systems of ODEs with constant coefficients and computing the constants by the boundary conditions (see e.g. Braun (1983), Chapter 3), we have that
this system has a unique solution which is given by the relations

$$
F_{-}(x)= \begin{cases}0 & \text { if } x<0  \tag{4.23}\\ \frac{q_{+}}{q_{-}+q_{+}} \cdot \frac{q_{+} \eta_{-}+q_{-} \eta_{+} \exp \left\{-\left(\frac{q_{-}}{\eta_{-}}+\frac{q_{+}}{\eta_{+}}\right) x\right\}}{q_{+} \eta_{-}+q_{-} \eta_{+} \exp \left\{-\left(\frac{q_{-}}{\eta_{-}}+\frac{q_{+}}{\eta_{+}}\right) T\right\}} & \text { if } 0 \leq x \leq T \\ \frac{q_{+}}{q_{-}+q_{+}} & \text {if } x \geq T\end{cases}
$$

and

$$
F_{+}(x)= \begin{cases}0 & \text { if } x \leq 0  \tag{4.24}\\ \frac{q_{-}}{q_{-}+q_{+}} \cdot \frac{q_{+} \eta_{-}\left(1-\exp \left\{-\left(\frac{q_{-}}{\eta_{-}}+\frac{q_{+}}{\eta_{+}}\right) x\right\}\right)}{q_{+} \eta_{-}+q_{-} \eta_{+} \exp \left\{-\left(\frac{q_{-}}{\eta_{-}}+\frac{q_{+}}{\eta_{+}}\right) T\right\}} & \text { if } 0 \leq x \leq T \\ \frac{q_{+}}{q_{-}+q_{+}} & \text {if } x \geq T\end{cases}
$$

For case I, a moment of reflection shows that the fluid oscillates in $\left[x_{*}(0)\right.$, $\left.x_{*}(1)\right]$ with negative drift $-\mu_{0}$ when the machine is in the slow mode and positive drift $\lambda-\mu_{1}$ when then machine is in the fast mode. We can then use the formulas (4.23) and (4.24), substituting $x-x_{*}(0)$ for $x$ and setting $q_{-}=q_{0}, q_{+}=q_{1}, \eta_{-}=-\mu_{0}$ and $\eta_{+}=\lambda-\mu_{1}$. This yields (4.8) and (4.9).
Similarly, in case III, the fluid is easily seen to oscillate in $\left[0, x_{*}(0)\right]$ and we use formulas (4.23) and (4.24) with $q_{-}=q_{1}, q_{+}=q_{0}, \eta_{-}=\lambda-\mu_{1}$ and $\eta_{+}=\lambda-\mu_{0}$ to obtain (4.14) and (4.15).

We are now ready to compute the function of the expected social benefit per time unit, $B^{(f o)}\left(x_{*}(0), x_{*}(1)\right)$, when the customers follow a threshold strategy with thresholds $x_{*}(0)$ and $x_{*}(1)$. We have Theorem 4.2.4.

Theorem 4.2.4. Suppose that the customers follow a strategy specified by two thresholds $x_{*}(0)$ and $x_{*}(1)$, such that $x_{*}(0) \leq x_{*}(1)$. Then, we have the following cases.

Case I. $\lambda>\mu_{1}$
The expected social benefit per time unit is given by

$$
\begin{equation*}
B^{(f o)}\left(x_{*}(0), x_{*}(1)\right)=\left(\frac{q_{1}}{q_{0}+q_{1}} \mu_{0}+\frac{q_{0}}{q_{0}+q_{1}} \mu_{1}\right) R-C E[X] \tag{4.25}
\end{equation*}
$$

where

$$
\begin{equation*}
E[X]=x_{*}(0) p_{0}\left(x_{*}(0)\right)+\int_{x_{*}(0)}^{x_{*}(1)} x\left(f_{0}(x)+f_{1}(x)\right) d x+x_{*}(1) p_{1}\left(x_{*}(1)\right) \tag{4.26}
\end{equation*}
$$

with $p_{0}\left(x_{*}(0)\right), f_{0}(x), p_{1}\left(x_{*}(1)\right)$ and $f_{1}(x)$ given by (4.10)-(4.13).

Case II. $\lambda=\mu_{1}$.
The expected social benefit per time unit is given by

$$
\begin{equation*}
B^{(f o)}\left(x_{*}(0), x_{*}(1)\right)=\lambda\left(\frac{q_{1}}{q_{0}+q_{1}} \cdot \frac{\mu_{0}}{\lambda}+\frac{q_{0}}{q_{0}+q_{1}}\right) R-C x_{*}(0) \tag{4.27}
\end{equation*}
$$

Case III. $\mu_{0}<\lambda<\mu_{1}$.
The expected social benefit per time unit is given by

$$
\begin{align*}
B^{(f o)}\left(x_{*}(0), x_{*}(1)\right) & =\lambda\left(\int_{0}^{x_{*}(0)} f_{0}(x) d x+p_{0}\left(x_{*}(0)\right) \frac{\mu_{0}}{\lambda}+\frac{q_{0}}{q_{0}+q_{1}}\right) R \\
& -C E[X] \tag{4.28}
\end{align*}
$$

where

$$
\begin{equation*}
E[X]=x_{*}(0) p_{0}\left(x_{*}(0)\right)+\int_{0}^{x_{*}(0)} x\left(f_{0}(x)+f_{1}(x)\right) d x \tag{4.29}
\end{equation*}
$$

with $p_{0}\left(x_{*}(0)\right), f_{0}(x)$ and $f_{1}(x)$ given by (4.16), (4.17) and (4.19), respectively.

Case IV. $\lambda \leq \mu_{0}$.
The expected social benefit per time unit is given by

$$
\begin{equation*}
B^{(f o)}\left(x_{*}(0), x_{*}(1)\right)=\lambda R \tag{4.30}
\end{equation*}
$$

Proof. In all cases, the expected social benefit per time unit is given as

$$
\begin{equation*}
B^{(f o)}\left(x_{*}(0), x_{*}(1)\right)=\lambda_{e f f} R-C E[X] \tag{4.31}
\end{equation*}
$$

where $\lambda_{e f f}$ is the effective fluid arrival rate, which counts the arrivals of customers that do enter in the system and $E[X]$ is the expected stationary fluid level. In case I, the fluid fluctuates in $\left[x_{*}(0), x_{*}(1)\right]$. Moreover, the fluid once at level $x_{*}(0)$ during an environmental sojourn time at the slow mode, it stays there till the next environmental change. Therefore, a fraction $\frac{\mu_{0}}{\lambda}$ of the customers that find the system at the slow mode and the fluid at level $x_{*}(0)$ do enter in the system, in order to ensure that the net fluid change rate is 0 . On the other hand, customers that find the system at the slow mode but the fluid level strictly above $x_{*}(0)$ do not enter. Similarly, all customers that find the system at the fast mode and the fluid level strictly below $x_{*}(1)$ do enter, whereas only a fraction $\frac{\mu_{1}}{\lambda}$ of the customers that find the system at the fast mode and the fluid at level $x_{*}(1)$ enter in the system. Thus, the effective arrival rate in case I is

$$
\begin{equation*}
\lambda_{e f f}=\lambda\left(p_{0}\left(x_{*}(0)\right) \frac{\mu_{0}}{\lambda}+\int_{x_{*}(0)}^{x_{*}(1)} f_{1}(x) d x+p_{1}\left(x_{*}(1)\right) \frac{\mu_{1}}{\lambda}\right) \tag{4.32}
\end{equation*}
$$

The expected stationary fluid level $E[X]$ is computed by (4.26), as the distribution of the fluid level has point masses $p_{0}\left(x_{*}(0)\right)$ and $p_{1}\left(x_{*}(1)\right)$ at $x_{*}(0)$ and $x_{*}(1)$, given by (4.10) and (4.12), and probably density function $f_{0}(x)+f_{1}(x)$ with $f_{0}(x)$ and $f_{1}(x)$ given by (4.11) and (4.13). Substitution of (4.32) and (4.26) in (4.31) yields after some straightforward algebra (4.25). Another, more intuitive, way to justify (4.25) is to observe that in case I the server is continuously busy, so the effective arrival rate is equal to the mean service rate, which is $\frac{q_{1}}{q_{0}+q_{1}} \mu_{0}+\frac{q_{0}}{q_{0}+q_{1}} \mu_{1}$.
In the case II, the fluid level stabilizes at $x_{*}(0)$ so $E[X]=x_{*}(0)$ and all customers see upon arrival this state. Therefore, all customers that find the machine at the fast mode enter, while only a fraction $\frac{\mu_{0}}{\lambda}$ of those that find the machine at the slow mode do enter. Hence the effective arrival rate is now

$$
\begin{equation*}
\lambda_{e f f}=\lambda\left(\frac{q_{1}}{q_{0}+q_{1}} \cdot \frac{\mu_{0}}{\lambda}+\frac{q_{0}}{q_{0}+q_{1}}\right) \tag{4.33}
\end{equation*}
$$

and we obtain readily (4.27).
Case III is proved similarly to case I, so we omit the details. Finally, in case IV, all customers enter and are served immediately without delay. Hence $\lambda_{e f f}=\lambda$ and $E[X]=0$, so we obtain (4.30).

The formulas for the expected social benefit per time unit in Theorem 4.2.4 can be further reduced in more explicit expressions, as the relevant integrals are computable in closed form (indeed, a moment of reflection shows that only exponential functions are involved). Nevertheless, the formulas are too complicate and there is no need to be reported. Due to this complexity, the socially optimal strategies cannot be computed in closed form in all cases. More concretely, in cases I, II and IV, it is easy to determine the socially optimal strategies. However, in case III, an explicit solution is not possible, so we have performed several numerical experiments and we present the main results.
In cases I and II, the effective arrival rate is independent of the strategy $\left(x_{*}(0), x_{*}(1)\right)$ and equals the mean service rate $\bar{\mu}=\frac{q_{1}}{q_{0}+q_{1}} \mu_{0}+\frac{q_{0}}{q_{0}+q_{1}} \mu_{1}$, i.e.,

$$
\begin{equation*}
\lambda_{e f f}=\bar{\mu} \tag{4.34}
\end{equation*}
$$

Indeed, in these two cases, we have that $\lambda \geq \max \left(\mu_{0}, \mu_{1}\right)$ and consequently the server uses his maximum service capacity at both environmental states. So, a strategy is socially optimal, if it minimizes the expected fluid level. Thus, in case I, the unique socially optimal strategy is the threshold strategy with threshold vector $(0,0)$, whereas in case II, every threshold strategy with threshold vector $(0, x), x \geq 0$, is socially optimal.
In case IV, the arrival rate $\lambda$ is so small that the buffer remains empty under any strategy. Therefore, the strategy is not relevant for the fluid level. So, the socially optimal behaviour is always to join as a joining customer receives the reward from service and has no waiting cost.

In case III, the expected social benefit per time unit under a threshold strategy $\left(x_{*}(0), x_{*}(1)\right)$, with $x_{*}(0) \leq x_{*}(1)$, depends only on the threshold $x_{*}(0)$. So, we can write $B^{(f o)}\left(x_{*}(0)\right)$ instead of $B^{(f o)}\left(x_{*}(0), x_{*}(1)\right)$ for this case. As the threshold $x_{*}(0)$ increases, we have a socially favourable effect, the increase of the effective arrival rate, and a socially unfavourable one, the increase of the expected fluid level. The effective arrival rate is given as

$$
\begin{align*}
\lambda_{e f f} & =\lambda\left(\int_{0}^{x_{*}(0)} f_{0}(x) d x+p_{0}\left(x_{*}(0)\right) \frac{\mu_{0}}{\lambda}+\frac{q_{0}}{q_{0}+q_{1}}\right) \\
& =\frac{q_{0}\left(\lambda-\mu_{1}\right)+q_{1}\left(\lambda-\mu_{0}\right)\left(\frac{q_{1} \mu_{0}}{q_{0}+q_{1}}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x_{*}(0)\right\}}{q_{0}\left(\lambda-\mu_{1}\right)+q_{1}\left(\lambda-\mu_{0}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x_{*}(0)\right\}} \tag{4.35}
\end{align*}
$$

which can be seen to be an increasing and concave function in $x_{*}(0)$. Moreover,

$$
\begin{equation*}
\lim _{x_{*}(0) \rightarrow \infty} \lambda_{e f f}=\lambda \tag{4.36}
\end{equation*}
$$

The expected fluid level can be computed by evaluating the integrals in (4.29). After some straightforward algebraic manipulations, it yields

$$
\begin{gather*}
E[X]=\frac{q_{1}\left(q_{0}+q_{1}\right)\left(\lambda-\mu_{0}\right) x_{*}(0) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x_{*}(0)\right\}}{\left.q_{0}+q_{1}\right)\left[q_{0}\left(\lambda-\mu_{1}\right)+q_{1}\left(\lambda-\mu_{0}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x_{*}(0)\right\}\right]} \\
+\frac{q_{0} q_{1}\left(\mu_{1}-\mu_{0}\right)\left[\exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x_{*}(0)\right\}-1\right]}{\left(q_{0}+q_{1}\right)\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right)\left[q_{0}\left(\lambda-\mu_{1}\right)+q_{1}\left(\lambda-\mu_{0}\right) \exp \left\{-\left(\frac{q_{1}}{\lambda-\mu_{1}}+\frac{q_{0}}{\lambda-\mu_{0}}\right) x_{*}(0)\right\}\right]} \tag{4.37}
\end{gather*}
$$

The expected fluid is also an increasing function in $x_{*}(0)$ but the limit as $x_{*}(0) \rightarrow \infty$ depends on the relative order of the arrival rate $\lambda$ and the mean service rate $\bar{\mu}$ when all customers join. In particular, taking $x_{*}(0) \rightarrow \infty$ yields

$$
\lim _{x_{*}(0) \rightarrow \infty} E[X]= \begin{cases}\frac{q_{1}\left(\mu_{1}-\mu_{0}\right)\left(\lambda-\mu_{0}\right)}{\left(q_{0}+q_{1}\right)\left[q_{1}\left(\mu_{0}-\lambda\right)+q_{0}\left(\mu_{1}-\lambda\right)\right]} & \text { if } \frac{q_{1}}{q_{0}+q_{1}} \mu_{0}+\frac{q_{0}}{q_{0}+q_{1}} \mu_{1}>\lambda  \tag{4.38}\\ \infty & \text { if } \frac{q_{1}}{q_{0}+q_{1}} \mu_{0}+\frac{q_{0}}{q_{0}+q_{1}} \mu_{1} \leq \lambda\end{cases}
$$

Indeed, if the mean service rate $\bar{\mu}$ exceeds the arrival rate $\lambda$, we see that the mean drift $\lambda-\bar{\mu}$ of the fluid process is negative and therefore the expected fluid level should tend to a finite number, as $x_{*}(0) \rightarrow \infty$. In the other hand, if the mean service rate is smaller than or equal to the arrival rate $\lambda$, the fluid increases beyond any finite number in the long run. From the above discussion, we realize that the behavior of the function $B^{(f o)}\left(x_{*}(0)\right)$ as


Figure 4.3: Expected social benefit $B^{(f o)}\left(x_{*}(0)\right)$ with respect to the threshold $x_{*}(0)$ for $q_{0}=2, q_{1}=1, \lambda=2, \mu_{0}=1 \mu_{1}=5, R=10$ and $C=1$.


Figure 4.4: Expected social benefit $B^{(f o)}\left(x_{*}(0)\right)$ with respect to the threshold $x_{*}(0)$ for $q_{0}=2, q_{1}=1, \lambda=3.4, \mu_{0}=1 \mu_{1}=5, R=10$ and $C=1$.


Figure 4.5: Expected social benefit $B^{(f o)}\left(x_{*}(0)\right)$ with respect to the threshold $x_{*}(0)$ for $q_{0}=2, q_{1}=1, \lambda=4, \mu_{0}=1 \mu_{1}=5, R=10$ and $C=1$.
$x_{*}(0)$ increases depends on the trade-off between the increase of the effective arrival rate and the increase of the expected fluid level.
In Figs. 4.3-4.5, we present the three typical cases for the behavior of the expected social benefit function $B^{(f o)}$ with respect to $x_{*}(0)$. We have considered a basic scenario with rates $q_{0}=2, q_{1}=1, \mu_{0}=1, \mu_{1}=5, R=$ 10 and $C=1$. The arrival rate $\lambda$ varies and takes the values $2,3.4$ and 4 for Figs. 4.3-4.5, respectively.
In Fig.4.3, the arrival rate is small enough so that the mean drift is negative. The expected social benefit is an increasing function of the threshold $x_{*}(0)$ and tends to 19.7333 (taking into account (4.36) and (4.38)). The socially optimal strategy in this case corresponds to $x_{*}(0)=\infty$, i.e., it is the 'always join' strategy. This case (increasing expected social benefit) occurs generally when the arrival rate dominates the negative effect on the expected fluid level.
In Fig. 4.4, the arrival rate is a bit larger, but still the mean drift is negative. In this case the expected social benefit is a unimodal function of the threshold $x_{*}(0)$ that stabilizes as $x_{*}(0) \rightarrow \infty$. In particular, we see that the expected social benefit is increasing in $x_{*}(0)$, for $x_{*}(0) \in[0,4.8]$, and decreasing in $x_{*}(0)$, for $x_{*}(0) \in[4.8, \infty)$. As $x_{*}(0) \rightarrow \infty$, we have that $B^{(f o)}\left(x_{*}(0)\right) \rightarrow 30$. So, every threshold strategy with threshold-vector $\left(x_{*}(0), x_{*}(1)\right)$, where $x_{*}(0)=4.8$ and $x_{*}(1) \geq x_{*}(0)$ is socially optimal. In
general, this is the typical case (unimodal expected social benefit with finite limit) for intermediate values of $\lambda$, i.e., when the drift is negative, but $\lambda$ is not very close to $\mu_{0}$.
Finally, in Fig. 4.5, the arrival rate is higher and the mean drift becomes positive so that the expected fluid level tends to infinity as $x_{*}(0)$ tends to infinity. The expected social benefit is increasing in $x_{*}(0)$, for $x_{*}(0) \in[0,24]$, and decreasing in $x_{*}(0)$, for $x_{*}(0) \geq 2.4$. So, every threshold strategy with threshold vector $\left(x_{*}(0), x_{*}(1)\right)$, where $x_{*}(0)=2.4$ and $x_{*}(1) \geq x_{*}(0)$ is socially optimal. This typical case (unimodal expected social benefit with infinite limit) occurs when the arrival rate is so large that the drift is nonnegative.

### 4.3 The almost observable case

In this section, we identify the equilibrium customer strategies regarding the joining/balking dilemma, when the customers observe only the level of the fluid before making their decisions. We limit ourselves to the class of threshold strategies, where customers decide to join if they find the fluid at levels below some threshold $x_{*}$, while they decide to balk if the fluid level exceeds $x_{*}$. As in the fo case (see the relevant discussion just before Lemma 4.2.3), we need to specify the fraction of entering customers when the fluid level reaches the threshold $x_{*}$. Again, when the threshold has been reached, then the maximum fraction of customers is entered so that the fluid level does not exceed the threshold. To assess the best response of a tagged customer, given that the others follow a given threshold strategy with threshold $x_{*}$, we need to compute the steady-state distribution of the fluid level, that is the distribution functions $F_{i}(x)$ defined in (4.7). This can be done using Lemma 4.2 .3 for $x_{*}(0)=x_{*}(1)=x_{*}$. Then, we can obtain the conditional expected sojourn time of a customer in the system, given that the fluid level he finds upon arrival is $x$ and the others follow a threshold strategy $x_{*}$. This is done in Lemma 4.3.1.

Lemma 4.3.1. Let $S^{(a o)}\left(x ; x_{*}\right)$ denote the conditional expected sojourn time of a customer in the system, given that the fluid level is $x$ and the other customers follow a threshold strategy $x_{*}$.

Case $I . \lambda \geq \mu_{1}$.

$$
\begin{align*}
S^{(a o)}\left(x_{*} ; x_{*}\right) & =\frac{q_{0}+q_{1}}{q_{0} \mu_{1}+q_{1} \mu_{0}} x_{*} \\
& +\frac{q_{0} q_{1}\left(\mu_{1}-\mu_{0}\right)^{2}}{\left(q_{0}+q_{1}\right)\left(q_{0} \mu_{1}+q_{1} \mu_{0}\right)^{2}}\left(1-e^{-\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right) x_{*}}\right) \tag{4.39}
\end{align*}
$$

Case II. $\mu_{0}<\lambda<\mu_{1}$.

$$
S^{(a o)}\left(x ; x_{*}\right)=\left\{\begin{array}{l}
0  \tag{4.40}\\
\quad \text { if } x=0 \\
\frac{q_{0}+q_{1}}{q_{0} \mu_{1}+q_{1} \mu_{0}} x-\frac{q_{1} \mu_{0}\left(\lambda-\mu_{0}\right)+q_{0} \mu_{1}\left(\lambda-\mu_{1}\right)}{\left(q_{0} \mu_{1}+q_{1} \mu_{0}\right)^{2}}\left(1-e^{-\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right) x_{*}}\right) \\
\quad \text { if } 0<x<x_{*} \\
\frac{q_{0}+q_{1}}{q_{0} \mu_{1}+q_{1} \mu_{0}} x_{*}-\frac{q_{0} \mu_{1}\left(\mu_{0}-\mu_{1}\right)}{\left(q_{0} \mu_{1}+q_{1} \mu_{0}\right)^{2}}\left(1-e^{-\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right) x_{*}}\right) \\
\quad \text { if } x=x_{*} .
\end{array}\right.
$$

Case III. $\lambda \leq \mu_{0}$.

$$
\begin{equation*}
S^{(a o)}\left(0 ; x_{*}\right)=0 \tag{4.41}
\end{equation*}
$$

Proof. By conditioning on the (unobservable) state of the machine at the arrival time of a tagged customer, we have that

$$
\begin{equation*}
S^{(a o)}\left(x ; x_{*}\right)=\pi_{Z \mid X}\left(0 \mid x ; x_{*}\right) S_{0}(x)+\pi_{Z \mid X}\left(1 \mid x ; x_{*}\right) S_{1}(x), x \geq 0 \tag{4.42}
\end{equation*}
$$

where $\pi_{Z \mid X}\left(i \mid x ; x_{*}\right)$ is the probability that the tagged customer finds the machine at mode $i$, given that he observes fluid level $x$ and the other customers follow the threshold strategy $x_{*}$.
In case I (which corresponds to cases I and II of Lemma 4.2.3), the fluid level stabilizes at $x_{*}$. Therefore, all customers observe this level upon arrival, so the observation is uninformative. So, in case I, we have $\pi_{Z \mid X}\left(0 \mid x ; x_{*}\right)=\frac{q_{1}}{q_{0}+q_{1}}$ and $\pi_{Z \mid X}\left(1 \mid x ; x_{*}\right)=\frac{q_{0}}{q_{0}+q_{1}}$. Using (4.42) and (4.2) we obtain easily (4.39).
In case II (which corresponds to case III of Lemma 4.2.3), the fluid level oscillates in $\left[0, x_{*}\right]$. For $x_{*}>0$, recall that the distributions $F_{0}(x)$ and $F_{1}(x)$ are given by (4.14) and (4.15), with $x_{*}(0)=x_{*}$. Since $F_{1}(x)$ has a point mass at 0 , while $F_{0}(x)$ has not, we conclude that $\pi_{Z \mid X}\left(0 \mid 0 ; x_{*}\right)=0$. Similarly, since $F_{0}(x)$ has a point mass at $x_{*}$, while $F_{1}(x)$ has not, we conclude that $\pi_{Z \mid X}\left(0 \mid x_{*} ; x_{*}\right)=1$. Finally, for $x \in\left(0, x_{*}\right)$, we have that $\pi_{Z \mid X}\left(0 \mid x ; x_{*}\right)=$ $\frac{f_{0}(x)}{f_{0}(x)+f_{1}(x)}$, with $f_{0}(x)$ and $f_{1}(x)$ given by (4.17) and (4.19) respectively, with $x_{*}(0)=x_{*}$. This yields, after a few simplifications, $\pi_{Z \mid X}\left(0 \mid x ; x_{*}\right)=$ $\frac{\mu_{1}-\lambda}{\mu_{1}-\mu_{0}}, 0<x<x_{*}$. Thus in a nutshell,

$$
\begin{align*}
& \pi_{Z \mid X}\left(0 \mid x ; x_{*}\right)= \begin{cases}0 & x=0 \\
\frac{\mu_{1}-\lambda}{\mu_{1}-\mu_{0}} & 0<x<x_{*}, \\
1 & x=x_{*}\end{cases} \\
& \pi_{Z \mid X}\left(1 \mid x ; x_{*}\right)= \begin{cases}1 & x=0 \\
\frac{\lambda-\mu_{0}}{\mu_{1}-\mu_{0}} & 0<x<x_{*} \\
0 & x=x_{*} .\end{cases} \tag{4.43}
\end{align*}
$$

Using (4.43), (4.42) and (4.2), we obtain easily (4.40), whenever $x_{*}>0$. For $x_{*}=0$, all customers observe fluid level equal to 0 upon arrival, so $S_{(a o)}\left(0 ; x_{*}\right)=0$ and we can see that (4.40) remains valid. The same argument yields also (4.41), in case III.

We can now identify all equilibrium threshold strategies in the ao case. We have Theorem 4.3.2.

Theorem 4.3.2. In the ao case, we have the following cases for the existence of equilibrium threshold strategies that prescribe "While arriving at time $t$, observe $X_{(t)}$, join if $X_{(t)}<x_{e}$ and balk if $X_{(t)}>x_{e}$ ".

Case I. $\lambda \geq \mu_{1}$.
There exists a unique equilibrium threshold strategy with threshold $x_{e}$ which is the unique root of the equation

$$
\begin{equation*}
\frac{q_{0}+q_{1}}{q_{0} \mu_{1}+q_{1} \mu_{0}} x+\frac{q_{0} q_{1}\left(\mu_{1}-\mu_{0}\right)^{2}}{\left(q_{0}+q_{1}\right)\left(q_{0} \mu_{1}+q_{1} \mu_{0}\right)^{2}} \cdot\left(1-e^{-\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right) x}\right)=\frac{R}{C} \tag{4.44}
\end{equation*}
$$

with respect to $x$.
Case II. $\mu_{0}<\lambda<\mu_{1}$.
There exists a unique equilibrium threshold strategy with threshold $x_{e}^{\prime}$ which is the unique root of the equation

$$
\begin{equation*}
\frac{q_{0}+q_{1}}{q_{0} \mu_{1}+q_{1} \mu_{0}} x+\frac{q_{0} \mu_{1}\left(\mu_{1}-\mu_{0}\right)}{\left(q_{0} \mu_{1}+q_{1} \mu_{0}\right)^{2}} \cdot\left(1-e^{-\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right) x_{*}}\right)=\frac{R}{C} \tag{4.45}
\end{equation*}
$$

with respect to $x$.
Case III. $\lambda \leq \mu_{0}$
All threshold strategies are equilibrium strategies.
Proof. Suppose that the customers follow a threshold strategy $x_{*}$. The expected utility of a tagged customer that observes upon arrival the fluid at level $X_{(t)}=x$ and decides to join is $U^{(a o)}\left(x ; x_{*}\right)=R-C S^{(a o)}\left(x ; x_{*}\right)$.
In case I, because the fluid level stabilizes at $x_{*}$, the tagged customer will see necessarily this level and so his conditional expected sojourn time in the system is given by (4.39). The threshold strategy $x_{*}$ is a best response against itself, when $U^{(a o)}\left(x_{*} ; x_{*}\right)=0$. Therefore, $x_{*}$ is a root of (4.44). Note that the left side of (4.44) is monotone in $x$, since it is equal to $\frac{q_{1}}{q_{0}+q_{1}} S_{0}(x)+$ $\frac{q_{0}}{q_{0}+q_{1}} S_{1}(x)$ and both $S_{0}(x)$ and $S_{1}(x)$ are monotone, as we have established in the proof of Theorem 4.2.2. Therefore, (4.44) has a unique root that gives the unique equilibrium threshold strategy in this case.

In case II, a threshold strategy $x_{*}$, is a best response against itself, if and only if $U^{(a o)}\left(x ; x_{*}\right) \geq 0$ for $0 \leq x<x_{*}$, and $U^{(a o)}\left(x_{*} ; x_{*}\right)=0$. These conditions are seen to be equivalent to

$$
\begin{gather*}
\frac{q_{0}+q_{1}}{q_{0} \mu_{1}+q_{1} \mu_{0}} x-\frac{q_{1} \mu_{0}\left(\lambda-\mu_{0}\right)+q_{0} \mu_{1}\left(\lambda-\mu_{1}\right)}{\left(q_{0} \mu_{1}+q_{1} \mu_{0}\right)^{2}} \times\left(1-e^{-\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right) x_{*}}\right) \leq \frac{R}{C}, 0 \leq x<x_{*} \\
\frac{q_{0}+q_{1}}{q_{0} \mu_{1}+q_{1} \mu_{0}} x_{*}-\frac{q_{0} \mu_{1}\left(\mu_{0}-\mu_{1}\right)}{\left(q_{0} \mu_{1}+q_{1} \mu_{0}\right)^{2}}\left(1-e^{-\left(\frac{q_{0}}{\mu_{0}}+\frac{q_{1}}{\mu_{1}}\right) x_{*}}\right)=\frac{R}{C} \tag{4.46}
\end{gather*}
$$

Due to the monotonicity of the left side of (4.46) with respect to $x$ (which is equal to $\left.\frac{\mu_{1}-\lambda}{\mu_{1}-\mu_{0}} S_{0}(x)+\frac{\lambda-\mu_{0}}{\mu_{1}-\mu_{0}} S_{1}(x)\right)$ and the fact that the left side of (4.47) (which is equal to $S_{0}\left(x_{*}\right)$ ) exceeds the left side of (4.46) for $x=x_{*}$, we can easily conclude that the relations are valid if and only if $x_{*}$ is the unique solution $x_{e}^{\prime}$ of Eq. (4.45).
In case III, any threshold strategy is a best response against itself. Indeed, whatever threshold the other customers may follow, a tagged customer may use the same threshold, since he always observes the fluid at state 0 and he is willing to enter since $U^{(a o)}\left(0 ; x_{*}\right)=R-C S^{(a o)}\left(0 ; x_{*}\right)=R>0$.

It is interesting to notice that the equilibrium threshold does not depend on the exact value of the arrival rate $\lambda$ (since the corresponding equations do not involve $\lambda$ ), but only on its relative order with respect to the service rates $\mu_{0}$ and $\mu_{1}$. We can now compute the function of the expected social benefit per time unit, $B^{(a o)}\left(x_{*}\right)$, when the customers follow a threshold strategy $x_{*}$, using Theorem 4.2.4 and setting $B^{(a o)}\left(x_{*}\right)=B^{(f o)}\left(x_{*}, x_{*}\right)$. We have Theorem 4.3.3.

Theorem 4.3.3. In the ao case, suppose that the customers follow a threshold strategy $x_{*}$. Then, we have the following cases.

Case I. $\lambda \geq \mu_{1}$.
The expected social benefit per time unit is given by

$$
\begin{equation*}
B^{(a o)}\left(x_{*}\right)=\left(\frac{q_{1}}{q_{0}+q_{1}} \mu_{0}+\frac{q_{0}}{q_{0}+q_{1}} \mu_{1}\right) R-C x_{*} . \tag{4.48}
\end{equation*}
$$

Case II. $\mu_{0}<\lambda<\mu_{1}$. The expected social benefit per time unit is given by

$$
\begin{equation*}
B^{(a o)}\left(x_{*}\right)=\lambda\left(\int_{0}^{x_{*}} f_{0}(x) d x+p_{0}\left(x_{*}\right) \frac{\mu_{0}}{\lambda}+\frac{q_{0}}{q_{0}+q_{1}}\right) \times R-C E[X] \tag{4.49}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.E[X]=x_{*} p_{0}\left(x_{*}\right)+\int_{0}^{x_{*}} x\left(f_{0}(x)+f_{1}(x)\right)\right) d x \tag{4.50}
\end{equation*}
$$

with $p_{0}\left(x_{*}\right), f_{0}(x)$ and $f_{1}(x)$ given by (4.16), (4.17) and (4.19), respectively.

Case III. $\lambda \leq \mu_{0}$. The expected social benefit per time unit is given by

$$
\begin{equation*}
B^{(a o)}\left(x_{*}\right)=\lambda R . \tag{4.51}
\end{equation*}
$$

A moment of reflection shows that, in case I, the unique socially optimal strategy is the threshold strategy 0 . In case II, a threshold strategy $x_{*}$ is socially optimal in the ao case if and only if the threshold strategies $\left(x_{*}, x_{*}^{\prime}\right)$, with $x_{*}^{\prime} \geq x_{*}$, are socially optimal in the fo case. Finally, in case III, any threshold strategy $x_{*}$ is socially optimal as the buffer is always empty. Thus, in all cases, we have that $\max _{\left(x_{*}(0), x_{*}(1)\right)} B^{(f o)}\left(x_{*}(0), x_{*}(1)\right)=$ $\max _{x_{*}} B^{(a o)}\left(x_{*}\right)$, i.e., the optimal expected social benefit in the fo case coincides with the optimal expected social benefit in the ao case.

### 4.4 Numerical results - qualitative insight - discussion

In this chapter we studied the fo and the ao cases of the fluid queue with alternating service process. We aimed at determining the equilibrium and the socially optimal strategies within appropriate sets of strategies for each level of information. We have the following results in the three cases regarding the relative order of the arrival rate $\lambda$ with respect to the service rates $\mu_{0}$ and $\mu_{1}$.

Case I. $\lambda \geq \mu_{1}$
In this case that corresponds to case I and II - fo and case I - ao, we proved that the unique equilibrium threshold strategy, in the fo case, is the $\left(x_{e}(0), x_{e}(1)\right)$ strategy, where $x_{e}(i)$ is the unique root of Eq. (4.4), $i=0,1$. In the ao case, the unique equilibrium threshold strategy is the $x_{e}$ strategy, where $x_{e}$ is the unique root of Eq. (4.44). We have that $x_{e}(0)<x_{e}<x_{e}(1)$.
The socially optimal strategy, in the fo case, is the threshold strategy $(0,0)$ and, in the ao case, is the threshold strategy 0 . Moreover, the effective arrival rate under any threshold strategy is equal to the mean service rate, a the server is never idle. Thus, the effective arrival rate under any threshold strategy in the fo and ao cases equals $\frac{q_{1}}{q_{0}+q_{1}} \mu_{0}+$ $\frac{q_{0}}{q_{0}+q_{1}} \mu_{1}$. So, the fraction of customers that join under the equilibrium strategies is equal to the fraction of customers that join under the socially optimal strategies. Nevertheless, under equilibrium strategies the customers keep the fluid at high levels, whereas, under socially optimal strategies the buffer is always empty. This happens because, in the decentralized version, the arriving customers ignore the waiting cost they impose to future customers by joining and tend to join even if the fluid is at high levels. On the other hand, in the centralized version,


Figure 4.6: Expected social benefits $B^{(f o)}\left(x_{e}(0), x_{e}(1)\right)$ and $B^{(a o)}\left(x_{e}\right)$ with respect to the arrival rate $\lambda$ for $q_{0}=3, q_{1}=2, \mu_{0}=2, \mu_{1}=5, R=5$ and $C=1$.
the central planner takes into account these negative externalities and keep the fluid level at 0 .

Case II. $\mu_{0}<\lambda<\mu_{1}$.
In this case that corresponds to case III - fo and case II - ao, formulas (4.14) and (4.15) show that under any threshold strategy $\left(x_{*}(0), x_{*}(1)\right)$, with $x_{*}(1) \geq x_{*}(0)$, the fluid oscillates in $\left[0, x_{*}(0)\right]$ and the steadystate distribution of the fluid level is the same as under the threshold strategy $x_{*}(0)$. In the fo case, the unique subgame perfect equilibrium is the threshold strategy $\left(x_{e}(0), x_{e}(1)\right)$, where $x_{e}(i)$ is the unique root of Eq. (4.4), $i=0,1$. However, any threshold strategy $\left(x_{e}(0), x\right)$ with $x \geq x_{e}(0)$, is equilibrium as the customers will never find the fluid level strictly above $x_{e}(0)$. In the ao case, the unique equilibrium threshold strategy is the $x_{e}^{\prime}$ strategy, where the $x_{e}^{\prime}$ is the unique root of Eq. (4.45). So, $x_{e}^{\prime}=x_{e}(0)$. Thus, the equilibrium strategy $x_{e}^{\prime}$ in the ao case yields the equilibrium strategies $\left(x_{e}^{\prime}, x\right)$ for every $x \geq x_{e}^{\prime}$ in the fo case and the expected social benefit under the equilibrium strategies in both cases is the same. So, $B^{(f o)}\left(x_{e}^{\prime},, x\right)=B^{(a o)}\left(x_{e}^{\prime}\right)$, for $x \geq x_{e}^{\prime}$. Thus, in the decentralized version of the model, given that the fluid level is known, the customers do not benefit not lose by knowing also the state of the server.
The situation is similar in the centralized version, where, if the threshold strategy $x_{*}$ is socially optimal in the ao case, any threshold strategy $\left(x_{*}, x\right)$ with $x \geq x_{*}$, is socially optimal in the fo case and the expected social benefit under these socially optimal strategies is the same.

Case III. $\lambda \leq \mu_{0}$.
In this case that corresponds to case IV - fo and case III - ao, the fluid level stabilizes at 0 . Thus, any threshold strategy is equilibrium and socially optimal strategy in the fo case. Also, any threshold strategy is equilibrium and socially optimal strategy in the ao case. The expected social benefit under all these strategies is $\lambda R$. So, as in the previous case, given that the fluid level is known, the knowledge of the state of the server does not change the benefit in the decentralized and the centralized versions.

We would also like to compare the effect of information on the expected social benefit when the customers decide selfishly and when they make their decisions so that they maximize the expected social benefit. From above, it is obvious that the optimal expected social benefits in the fo and ao cases do coincide. So, if the customers are altruistic/cooperative and want to maximize the expected social benefit, they are indifferent between the two levels of information. Also, the expected social benefit under any equilibrium threshold strategy in the fo case is equal to the expected social


Figure 4.7: PoA in the fo case with respect to the arrival rate $\lambda$ for $q_{0}=$ $1, q_{1}=3, \mu_{0}=2 \mu_{1}=4, R=5$ and $C=1$.


Figure 4.8: PoA in the ao case with respect to the arrival rate $\lambda$ for $q_{0}=$ $1, q_{1}=3, \mu_{0}=2 \mu_{1}=4, R=5$ and $C=1$.
benefit under any equilibrium threshold strategy in the ao case except for the case where $\lambda \geq \mu_{1}$. In Fig. 4.6, we present the expected social benefit in equilibrium in the fo case, $B^{(f o)}\left(x_{e}(0), x_{e}(1)\right)$, and the expected social benefit in equilibrium in the ao case, $B^{(a o)}\left(x_{e}\right)$, in an example with $q_{0}=3, q_{1}=2, \mu_{0}=2, \mu_{1}=5, R=5, C=1$, and $\lambda \in[5,10]$. We observe that $B^{(a o)}\left(x_{e}\right)$ is a constant function of $\lambda$. This is clear because of (4.48) and the fact that $x_{e}$ does not depend on $\lambda$ (see relevant comment just after the proof of Theorem 4.3.2). On the other hand, $B^{(f o)}\left(x_{e}(0), x_{e}(1)\right)$ is a decreasing function of $\lambda$, so there exists a critical value $\lambda *$, which is equal to 6.8 in the present example, such that $B^{(f o)}\left(x_{e}(0), x_{e}(1)\right) \geq B^{(a o)}\left(x_{e}\right)$, for $\lambda \leq \lambda *$, while $B^{(f o)}\left(x_{e}(0), x_{e}(1)\right) \leq B^{(a o)}\left(x_{e}\right)$, for $\lambda \geq \lambda *$. Thus, it is better to reveal the service mode to selfish customers for values of $\lambda \in\left(\mu_{1}, \lambda *\right)$, while it is better to conceal it for $\lambda \in(\lambda *, \infty)$.
Finally, we study the Price of Anarchy (PoA). In the current context, for the fo case, the PoA is defined as the ratio of the optimal expected social benefit per time unit over the corresponding equilibrium expected social benefit per time unit, i.e,

$$
\begin{equation*}
P_{o} A^{(f o)}=\frac{B^{(f o)}\left(x_{S O C}(0), x_{S O C}(1)\right)}{B^{(f o)}\left(x_{e}(0), x_{e}(1)\right)} \tag{4.52}
\end{equation*}
$$

where $x_{e}(i)$ and $x_{S O C}(i)$ denote the equilibrium and socially optimal thresholds respectively, Similarly, in the ao case, we define

$$
\begin{equation*}
P o A^{(a o)}=\frac{B^{(a o)}\left(x_{S O C}\right)}{B^{(a o)}\left(x_{e}\right)} \tag{4.53}
\end{equation*}
$$

where $x_{e}$ and $x_{S O C}$ denote the equilibrium and socially optimal thresholds, respectively.
In the fo case, when the arrival rate is small (up to a bit higher than $\mu_{0}$ ), the $\operatorname{PoA}$ is equal to 1 , as the optimal expected social benefit is equal to the equilibrium expected social benefit. As the arrival rate increases, the PoA increases and as $\lambda$ tends to infinity, the limit of the PoA is

$$
\begin{align*}
& \lim _{\lambda \rightarrow \infty} P o A^{(f o)}= \\
& \left.R\left(\frac{q_{1}}{q_{0}+q_{1}} \mu_{0}+\frac{q_{0}}{q_{0}+q_{1}} \mu_{1}\right)-C \frac{\left[\left(q_{0}+q_{1}\right) q_{0} x_{e}(1)-q_{1} \mu_{0}\right] \exp \left\{\frac{q_{0}}{\mu_{0}}\left(x_{e}(1)-x_{e}(0)\right)\right\}+q_{1} \mu_{0}}{q_{0}+q_{1}} \mu_{0}+\frac{q_{0}}{q_{0}+q_{1}} \mu_{1}\right)  \tag{4.54}\\
& \left(q_{0}+q_{1}\right) q_{0} \exp \left\{\frac{q_{0}}{\mu_{0}}\left(x_{e}(1)-x_{e}(0)\right)\right\}
\end{align*}
$$

where $x_{e}(i)$ is the unique root of Eq. (4.4), $i=0,1$. So, the PoA in the fo case is bounded. In Fig. 4.7, we consider the PoA with respect to $\lambda$ in an example with $q_{0}=1, q_{1}=3, \mu_{0}=2, \mu_{1}=4, R=5$, and $C=1$. In this example, we have that $\lim _{\lambda \rightarrow \infty} P o A^{(f o)}=393.0964$.

In the ao case, the PoA is equal to 1 , for small arrival rates, and, when the arrival rate is greater than $\mu_{1}$, the PoA becomes constant. We have that

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \operatorname{Po} A^{(a o)}=\frac{R\left(\frac{q_{1}}{q_{0}+q_{1}} \mu_{0}+\frac{q_{0}}{q_{0}+q_{1}} \mu_{1}\right)}{R\left(\frac{q_{1}}{q_{0}+q_{1}} \mu_{0}+\frac{q_{0}}{q_{0}+q_{1}} \mu_{1}\right)-C x_{e}} \tag{4.55}
\end{equation*}
$$

where $x_{e}$ is the unique root of Eq. (4.42). In Fig. 4.8, we have the PoA with respect to $\lambda$ in an example with $q_{0}=1, q_{1}=3, \mu_{0}=2, \mu_{1}=4, R=5$, and $C=1$.
As a conclusion, the graphs of the PoA as a function of the arrival rate $\lambda$ coincide for the two informational cases, for values of $\lambda$ smaller than the fast service rate $\mu_{1}$. Both graphs start from the value 1 and keep this value till a bit higher than the low service rate (which is $\mu_{0}=2$ in the considered scenario). Then, they continue almost linearly till the high service rate (which is $\mu_{1}=4$ in the considered scenario). But after this point, in the fo case the PoA increases in a continuous way and approaches its limit given by (4.54), while in the ao case, it has a discontinuity at $\mu_{1}$ and becomes constant after that point, assuming the value given by (4.55). The limiting value of the PoA for the fo case exceeds considerably the corresponding value for the ao case. Therefore, we conclude that for low arrival rates the socially optimal and the equilibrium thresholds do coincide, while this is not the case for higher arrival rates.
We close our discussion by referring to two directions that may lead to interesting generalizations of the results. Both of them were suggested by an anonymous referee. The first idea is to generalize the analysis in the case of more complex but yet natural utility functions for the customers. In the present essay, the utility function of the customers has the form $U(x, i)=$ $R-C S_{i}(x)=R-C E_{(x, i)}[S]$, where $S$ denotes a sojourn time of a customer in the system and the subscript $(x, i)$ refers to the state seen upon arrival. An interesting option would be to consider a utility function that involves the variance, i.e., $U(x, i)=R-C\left(E_{(x, i)}[S]+\alpha \operatorname{Var}_{(x, i)}[S]\right)$. With such a utility function, a customer may be tempted to balk, if there is a lot of variability in the sojourn time. However, the computations become much more involved. For example, we have that $\left.\operatorname{Var}_{(x, i)}[S]=E_{(x, i)}\left[S^{2}\right]-\left(E_{( } x, i\right)[S]\right)^{2}$ and to compute $E_{(x, i)}\left[S^{2}\right]$, we can condition similarity to (4.3) and we will have that
$E_{x, i}\left[S^{2}\right]=\left(\frac{x}{\mu_{i}}\right)^{2} e^{-q_{i} \frac{x}{\mu_{i}}}+\int_{0}^{\frac{x}{\mu_{i}}}\left(t^{2}+2 t E_{\left(x-\mu_{i} t, i^{\prime}\right)}[S]+E_{\left(x-\mu_{i} t, i^{\prime}\right)}\left[S^{2}\right]\right) q_{i} e^{-q_{i} t} d t$.

These equations can be solved similarly with the methodology of Lemma 4.2.1. However, the corresponding formulas are too involved and do not allow to continue analytically. Considering an exponential utility function of the form $U(x, i)=R-C E_{(x, i)}\left[e^{\alpha S}\right]$ (as it is common in finance/insurance
models) leads also to computationally intractable expressions. Yet, a numerical investigation of the present model with such utility functions seems interesting from an economic viewpoint.
Another interesting direction of generalizing the model is to consider the case where the machine mode process $\left\{Z_{(t)}\right\}$ has more than two states. The generalization is not easy since the sample paths of the fluid level assume very different forms because of the various machine modes and the associated thresholds. Finally it would be interesting to study a diffusion counterpart of the process $\left\{X_{(t)}\right\}$, i.e., a Brownian motion with drift, also modulated by a machine mode process $\left\{Z_{(t)}\right\}$. This could have an influence in computing the corresponding expected social benefit in both the fo and ao cases and their numerical optimization.

## Chapter 5

## Summary in Greek Пері̀ $\eta \psi \eta$

## $\Sigma \tau \rho \alpha \tau \eta \gamma เ x \dot{\eta} \sigma \cup \mu \pi \varepsilon \rho เ \varphi о \rho \alpha ́$ $\sigma \varepsilon \sigma \cup \sigma \tau \eta \dot{\mu} \alpha \tau \alpha \alpha \nu \alpha \mu о-$ $\nu \dot{\eta} s \sigma \varepsilon \varepsilon \nu \alpha \lambda \lambda \alpha \sigma \sigma o ́ \mu \varepsilon \nu o$ т $\pi \rho ı \beta \alpha ́ \lambda \lambda o \nu$




















 ótav viovetท७oóv aлó tous $\pi \varepsilon \lambda \alpha ́ \tau \varepsilon \varsigma$.





 $\pi \lambda$ прочóp $\eta \sigma \eta$ я:

 ßá入入ovtos tou бuбtńuatos.























- $M / M / 1$ oupá $\mu \varepsilon$ ava ̧̧ıótıбтo utnpétn (Oıxovónou xal Kavtá (2008) )
 (Oıxovóuou xal Mávou (2013) )
 (Oıxovóuou xal Mávou (2016) )


## 



 $\pi \varepsilon \lambda \alpha ́ \tau \varepsilon \varsigma ~ \varphi \tau \alpha ́ \nu o u \nu ~ \sigma \tau о ~ \sigma u ́ \sigma \tau \eta \mu \alpha \sigma u ́ \mu \varphi \omega \nu \alpha \mu \varepsilon \mu \iota \alpha \delta \iota \alpha \delta \iota \alpha \alpha \sigma i ́ \alpha$ Poisson $\mu \varepsilon$ ри७ $\mu$ ó $\lambda$.







 таратпри́бчи oupá.








 тоín ń $^{\text {tou. }}$


 тоऽ $\mu \varepsilon ́ \sigma \omega ~ \tau \omega \nu ~ \varepsilon \xi ı \sigma \omega ́ \sigma \varepsilon \omega \nu ~ เ \sigma о р р о \pi i ́ \alpha s . ~ ' Е \pi \varepsilon เ \tau \alpha, ~ \cup \pi о \lambda о \gamma i \zeta о \nu \tau \alpha \varsigma ~ \tau о ~ \alpha \nu \alpha \mu \varepsilon v o ́ \mu \varepsilon \nu о ~$
 $n_{e}-\sigma \tau \rho \alpha \tau \eta \gamma เ x \eta ́ \chi \alpha \tau \omega \varphi \lambda$ íou, $\mu \varepsilon \lambda \varepsilon \tau \omega \dot{\omega} \tau \alpha \varsigma ~ \tau \iota \varsigma ~ เ \delta เ o ́ \tau \eta \tau \varepsilon \varsigma ~ \tau \omega \nu ~ \sigma u \nu \alpha \rho \tau \eta ́ \sigma \varepsilon \omega \nu ~ \pi \lambda \eta \rho \omega-$





 o $\varepsilon \pi \iota \lambda \varepsilon \gamma \mu \varepsilon ́ v o s ~ \pi \varepsilon \lambda \alpha \alpha ́ n \zeta$.

##  vo $\pi \varepsilon \rho ı \beta \dot{\alpha} \lambda \lambda o v$





 т $\alpha \sigma \tau \alpha ́ \sigma \varepsilon ા \varsigma: ~ \alpha) ~ \sigma \tau \eta \nu ~ \chi \alpha \tau \alpha ́ \sigma \tau \alpha \sigma \eta ~ 1 ~ o เ ~ \pi \varepsilon \lambda \alpha ́ \tau \varepsilon \varsigma ~ \varphi \vartheta \alpha ́ v o u v ~ \sigma \tau o ~ \sigma \tau \alpha \vartheta \mu o ́ ~ \sigma u ́ \mu \varphi(\omega v \alpha$















## $\mathrm{M} \eta \pi \alpha \rho \alpha \tau \eta \rho \eta \dot{\sigma} \mu \eta \pi \varepsilon \rho i \pi \tau \omega \sigma \eta$









## Мврьхஸ́s un $\pi \alpha \rho \alpha \tau \eta \rho \eta \dot{\sigma} \mu \eta \pi \varepsilon \rho i \pi \tau \omega \sigma \eta$







 $\pi \alpha ́ \nu \tau \alpha ~ \alpha \pi о \chi \omega \rho \varepsilon i ́ ~ \alpha \pi o ́ ~ t o ~ \sigma ט ́ \sigma \tau \eta \mu \alpha . ~$
















## Паратทрท́бии $\pi \varepsilon \rho i \pi \tau \omega \sigma \eta$




 $\pi \varepsilon \rho i \pi \tau \omega \sigma \eta$.

## 





 'ЕХочиє тиц $\pi \alpha р \alpha \chi \alpha ́ \tau \omega ~ \pi \varepsilon р и т \tau ' \omega \sigma \varepsilon ı \varsigma: ~$




 $\sigma \tau \rho \alpha \tau \eta \gamma เ \propto \dot{\eta}$ ж $\alpha \tau \omega \varphi \lambda$ íou.






 $\mu \varepsilon ́ v o ~ \alpha p \imath \vartheta \mu o ́ ~ \pi \varepsilon \lambda \alpha \tau \omega ́ \omega$.



Перілт $\omega \sigma \boldsymbol{\eta}$ 1: $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)<0$









 :

Пєрі́тт $\omega$ бך A : $H^{U}(0)<0$
 $\alpha \pi о \chi \omega р \varepsilon i ́)$.

Пєрі́лт $\omega$ о $\mathbf{B}: H^{U}(0) \geq 0$. каı $\lim _{n \rightarrow \infty} H^{U}(n)<0$.
 $\sigma \tau p \alpha \tau \eta \gamma เ x \varepsilon ́ s ~ เ \sigma o p \rho o \pi i \alpha \alpha s ~ \mu \varepsilon ́ \sigma \alpha ~ \sigma \tau \eta \nu ~ x \lambda \alpha ́ \sigma \eta ~ o ́ \lambda \omega \nu ~ \tau \omega \nu ~ \chi \alpha \vartheta \alpha p \omega ́ \omega \nu ~ \sigma \tau \rho \alpha \tau \eta \gamma เ-$





 $\chi \alpha \tau \omega \varphi \lambda_{\iota} n_{0}$.

Пері́лт $\omega \sigma \boldsymbol{\eta} \boldsymbol{\Gamma}: \lim _{n \rightarrow \infty} H^{U}(n) \geq 0$.
 $\nu \alpha$ عıのغ́p $\chi \varepsilon \tau \alpha l)$.

Періттнбך 2: $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)<0$






 $\alpha \pi о \tau \varepsilon \lambda \varepsilon ́ \sigma \mu \alpha \tau \alpha:$
Перілт $\omega \boldsymbol{\eta}$ A: $H^{U}(0)>0$

$\sigma \tau p \alpha \tau \eta \gamma \iota \sim n ́\lfloor 0\rfloor$.
Пєрíл $\tau \omega \sigma \eta$ B: $H^{U}(0) \leq 0$ каи $\lim _{n \rightarrow \infty} H^{U}(n)>0$.

 $\lfloor\infty\rfloor \dot{\eta}\lfloor 0, \theta(0)\rfloor$.



Перít $\tau \omega \sigma \boldsymbol{\eta}$ 3: $\left(\mu_{1}-\mu_{2}\right)\left(\rho_{1}-\rho_{2}\right)=0$




$\Pi \varepsilon \rho i ́ \pi \tau \omega \sigma \eta$ A: $H^{U}(0)<0$


$\Pi \varepsilon \rho i \pi \tau \omega \sigma \eta$ B: $H^{U}(0)=0$


Пیрíлт $\omega \sigma \eta$ Г: $H^{U}(0)>0$.

 $\nu \alpha \varepsilon \iota \sigma \dot{p} \chi \varepsilon \tau \alpha \iota)$.

## $\Sigma u ́ \sigma \tau \eta \mu \alpha \varepsilon \xi \cup \pi \eta \rho \varepsilon ́ \tau \eta \sigma \eta$ р рєи $\sigma$ то́ $\sigma \varepsilon \varepsilon \nu \alpha \lambda \lambda \alpha \sigma \sigma o ́ \mu \varepsilon-$ vo $\pi \varepsilon \rho เ \beta \dot{\alpha} \lambda \lambda o \nu$













## Паратทрท́бицท $\pi \varepsilon \rho і \pi \tau \omega \sigma \eta$

## इтратทүıxés เборролias



 $\mu \varepsilon S_{i}(x)$ opí̧ou $\frac{1}{}$ то $\mu \varepsilon ́ \sigma o ~ \chi p o ́ v o ~ \pi \alpha p \alpha \mu о \nu \eta ́ s ~ \varepsilon v o ́ s ~ \pi \varepsilon \lambda \alpha ́ \tau \eta ~ \sigma \tau о ~ \sigma u ́ \sigma \tau \eta \mu \alpha ~ o ́ t \alpha \nu ~$











## Kоぃ $\omega \nu \iota x \dot{n} \beta \varepsilon \lambda \tau \iota \sigma \tau о \pi о i \eta \sigma \eta$











1. $\boldsymbol{\lambda}>\boldsymbol{\mu}_{\mathbf{1}}$ : To pعטбтó $\tau \alpha \lambda \alpha \nu \tau \varepsilon \cup ́ \varepsilon \tau \alpha \iota \sigma \tau o \delta \iota \alpha ́ \sigma \tau \eta \mu \alpha\left[x_{*}(0), x_{*}(1)\right]$.

2. $\boldsymbol{\mu}_{\mathbf{2}}<\boldsymbol{\lambda}<\boldsymbol{\mu}_{\mathbf{1}}$ : To pعบбтó т $\alpha \lambda \alpha \nu \tau \varepsilon \cup ́ \varepsilon \tau \alpha l ~ \sigma \tau o ~ \delta \iota \alpha ́ \sigma \tau \eta \mu \alpha ~\left[0, ~ x_{*}(0)\right]$.
3. $\boldsymbol{\lambda} \leq \boldsymbol{\mu}_{2}$ : То рєибтó $\sigma \tau \alpha \vartheta \varepsilon р о \pi о เ \varepsilon i ́ \tau \alpha \iota ~ \sigma \tau о ~ 0 . ~$




 $\left(x_{*}(0), x_{*}(1)\right)$.










 хо́бтos avauovท́s.





 тєऽ.

## 

## इтратทүเxés เборролías












 عvós $\pi \varepsilon \lambda \alpha ́ \alpha ̇ \eta ~ \varepsilon i v a l ~$

$$
S\left(x ; x_{*}\right)=\sum_{i=0}^{i=1} \pi\left(i \mid x ; x_{*}\right) S_{i}(x),
$$



















## 











 $\pi \lambda$ nрофóp $\quad$ апи.

## Tıú $\tau \eta s$ а $\alpha \alpha p \chi^{i \alpha}$


 opí̌̌таı $\omega \varsigma$ to $\chi \lambda \alpha \dot{\alpha} \sigma \mu \alpha$

$$
P o A=\frac{B\left(x_{*}(0), x_{*}(1)\right)}{B\left(x_{e}(0), x_{e}(1)\right)},
$$
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[^0]:    ${ }^{1}$ We assume that the waiting cost is linear in time. While true for most applications, this assumption does not always hold.

