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#### Abstract

Despite the fact that neural networks had been used extensively for decades, a theoretical background that would explain their success was, until recently, elusive. In Chapter 2, we present the main results which settled this question, developed mostly in the early ' 90 s . We prove Cybenko's theorem, which states that continuous and sigmoidal functions are always universal approximators, and also study some extensions of this result. Leshno et al. proved that instead of sigmoidal functions, one would suffice to use any function which is not equal to a polynomial almost everywhere. Connections with the Kolmogorov-Arnold theorem are also explored. Chapter 3 is devoted to the study of stochastic approximation algorithms. The goal of these algorithms is to determine the fixed point of an operator when its values are not known to us, but they are revealed perturbed by some noise. They can be seen as extensions of the classical fixed point methods, like Banach's fixed point theorem. We also present the proof of the convergence of the Q-Learning algorithm which is based on this theory. The Q-Learning algorithm is a generalization of the successive approximation method, a method used extensively in the classical dynamic programming, when we have no prior information on the underlying process (transition probabilities and cost functions), but only a method to draw and observe values from it. Lastly, in Chapter 4, we study the multi-armed bandit problem, a subfield of reinforcement learning, where the goal is to determine the most profitable action among a given set, while simultaneously, maximizing one's profit. We prove the Lai-Robbins lower bound, which shows that for a certain class of reward distributions there are limits to how fast one can reach a maximum profit, and we also present an algorithm that attains it. We conclude the chapter studying the upper confidence bound algorithm, introduced by Auer et al., which resolves several issues of the Lai-Robbins approach.
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## Notation

$A_{f} \quad$ The set of discontinuity points of the function $f$.
$B_{X} \quad$ The closed unit ball of a normed space $(X,\|\cdot\|)$.
$C(X) \quad$ The space of continuous functions on $X$.
$C^{(k)}(X) \quad$ The space of differentiable functions on $X$ for which the first $k$ derivatives are continuous.
$C^{\infty}(X) \quad$ The space of smooth functions on $X$.
$C_{C}^{\infty}(X) \quad$ The space of smooth functions with compact support on $X$.
$d(A) \quad$ The natural density of a subset $A$ of $\mathbb{N}$.
$\mathbb{E}[X \mid \mathcal{F}] \quad$ The conditional expectation of a random variable $X$ with respect to a sigma-algebra $\mathcal{F}$.
$I_{n} \quad$ The $n$-th dimensional cube $I_{n}=[0,1]^{n}$ in $\mathbb{R}^{n}$.
$L_{p}(\Omega) \quad$ The space of $p$-integrable functions, $1 \leq p<\infty$, on $\Omega$.
$L_{\infty}(\Omega) \quad$ The space of essentially bounded functions on $\Omega$.
$L_{\text {loc }}^{\infty}(\Omega) \quad$ The space of functions which belong to $L_{\infty}(K)$ for every compact $K$ subset of $\Omega$.
$\ell_{p} \quad$ The space of $p$-summable real sequences for $1 \leq p<\infty$.
$\ell_{\infty} \quad$ The space of bounded real sequences.
$P_{F}(x) \quad$ The projection of the point $x$ to the set $F$, most likely in a Hilbert space.
$\left(\mathbb{R}^{n},\|\cdot\|_{\xi}\right) \quad$ The weighted supremum norm $\|x\|_{\xi}=\sup _{i=1, \ldots, n} \frac{\left|x_{i}\right|}{\xi_{i}}$ on $\mathbb{R}^{n}$, induced by the strictly positive vector $\xi$.
$\operatorname{orb}(x, T) \quad$ The orbit $\left\{T^{n} x: n \in \mathbb{N}\right\}$ of a point $x$ under the operator $T$ defined on some vector space, or some metric space, depending on the context.
$S_{n} \quad$ The $n$-th partial sum, $S_{n}=\sum_{k=1}^{n} a_{k}$, of a sequence $\left(a_{k}\right)_{k}$.
$\Sigma_{n}(\sigma) \quad$ The set of all possible functions $s: \mathbb{R}^{n} \rightarrow \mathbb{R}$ which can be generated by a neural network having $\sigma$ as an activation function.
$(X, \rho) \quad$ A metric space.
$(X,\|\cdot\|) \quad$ A normed space.
$X^{*} \quad$ The topological dual of a normed space $(X,\|\cdot\|)$.
$(X, \tau) \quad$ A topological space, or a topological vector space, depending on the context.

## Ектะvйя Пรрі入ทభท

## $1.1 \Theta \varepsilon \omega \rho \eta \dot{\mu} \mu \tau \alpha \kappa \alpha \theta о \lambda \iota \kappa \eta \dot{\varsigma} \pi \rho о \sigma \varepsilon ́ \gamma \gamma \iota \sigma \eta \varsigma$
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$$
\sigma(t) \longrightarrow \begin{cases}0, & \gamma \not a t \rightarrow-\infty  \tag{1.1.1}\\ 1, & \gamma \iota \alpha t \rightarrow+\infty\end{cases}
$$


 $x_{i} \in X$ каı ка́ $\theta \varepsilon \lambda_{i} \in \mathbb{R} \mu \varepsilon \sum_{i=1}^{n} \lambda_{i}=1$.
 ótov

$$
\begin{equation*}
T=A_{m+1} S_{m} A_{m} \cdots A_{2} S_{1} A_{1} \tag{1.1.2}
\end{equation*}
$$

 $\mu \varepsilon \tau \alpha \sigma \chi \eta \mu \alpha \tau \iota \sigma \mu \dot{\omega} \nu A_{i}: \mathbb{R}^{d_{i-1}} \rightarrow \mathbb{R}^{d_{i}} \mu \varepsilon \sigma \iota \gamma \mu о \varepsilon \iota \delta \varepsilon i \varsigma \sigma v v \alpha \rho \tau \eta \dot{\sigma} \sigma \iota \varsigma S_{i}$. О арı $\theta \mu$ óৎ $m$



$$
\begin{align*}
\Sigma_{n}(\sigma)=\left\{s: \mathbb{R}^{n} \rightarrow \mathbb{R}: s(x)=\right. & \sum_{j=1}^{N} a_{j} \sigma\left(w_{j}^{\top} x+\theta_{j}\right):  \tag{1.1.3}\\
& \left.N \in \mathbb{N}, a_{j} \in \mathbb{R}, w_{j} \in \mathbb{R}^{n}, \theta_{j} \in \mathbb{R}\right\}, \tag{1.1.4}
\end{align*}
$$









### 1.1.1 To Єعف́ $\eta \eta \mu \alpha$ тov Cybenko






$$
\begin{aligned}
\Sigma_{n}(\sigma)= & \left\{f: I_{n} \rightarrow \mathbb{R}: f(x)=\sum_{j=1}^{N} a_{j} \sigma\left(w_{j}^{\top} x+\theta_{j}\right):\right. \\
& \left.N \in \mathbb{N}, a_{j} \in \mathbb{R}, w_{j} \in \mathbb{R}^{n}, \theta_{j} \in \mathbb{R}\right\} \\
= & \operatorname{span}\left\{f: f(x)=\sigma\left(w^{\top} x+\theta\right) \quad \gamma \iota \alpha w \in \mathbb{R}^{n}, \theta \in \mathbb{R}\right\} .
\end{aligned}
$$






 $\Sigma_{n}(\sigma)$ عivaı $\pi v \kappa v o ́ ~ \sigma \tau o v ~ C(~(~ I n ~) . ~$



 $\varphi \rho а ү \mu \varepsilon ́ v o ~ \sigma u v \alpha \rho \tau \eta \sigma \iota \alpha к o ́ ~ 0 \neq x^{*} \in C\left(I_{n}\right)^{*} \mu \varepsilon x^{*}(Y)=0$.
 $\tau \alpha v \tau เ \sigma \tau \varepsilon i ́ \mu \varepsilon$ то $\chi \omega ́ \rho o ~ \pi \varepsilon \pi \varepsilon \rho a \sigma \mu \varepsilon ́ v \omega v, \pi \rho о \sigma \eta \mu \alpha \sigma \mu \varepsilon ́ v \omega v \mu \varepsilon ́ \tau \rho \omega v$ Borel $\tau 0 v I_{n}$, $\varepsilon \pi о-$
 ótı

$$
\begin{equation*}
\int_{I_{n}} f(x) d \mu(x)=0 \tag{1.1.5}
\end{equation*}
$$


 orem 2.2.6).

## 




 $\mu \alpha \tau \iota \kappa \eta$ д́ $\pi о \psi \eta, \mu \alpha \varsigma \varepsilon v \delta \iota \alpha \varphi \varepsilon ́ \rho \varepsilon ı ~ \eta \varepsilon \kappa \mu \alpha ́ \theta \eta \sigma \eta \mu \iota \alpha \varsigma ~ \sigma v v \dot{\alpha} \rho \tau \eta \sigma \eta \varsigma f: I_{n} \rightarrow\{1, \ldots, k\}, \eta$












### 1.1.2 Мף-по入vผvvцıкє́ৎ $\sigma v v \alpha \rho \tau \eta \dot{\sigma \varepsilon \iota \varsigma ~ \varepsilon v \varepsilon \rho \gamma о \pi о і ́ \eta \sigma \eta \varsigma ~}$





 Lin, Pinkus каı Schocken [LLPS93], oı отоioı $\varepsilon$ ह́ $\omega \sigma \alpha \nu$ ह́vav $\varepsilon v \tau v \pi \omega \sigma ı \alpha$ кó $\chi \alpha \rho \alpha-$

 $\gamma เ \sigma \tau \eta ่ \varsigma, ~ а \rho к \varepsilon i ́ ~ v a ~ \mu \eta v ~ \varepsilon i v a l ~ i ́ \sigma \eta ~ \mu \varepsilon ~ к а ́ \pi о เ о ~ \pi о \lambda v \omega ́ v v \mu о ~ \sigma \chi \varepsilon \delta o ́ v ~ \pi a v \tau о v ́ . ~$




 $\alpha \rho \mu о v ı \kappa \eta ́ \alpha v \alpha ́ \lambda v \sigma \eta$.







### 1.1.3 K $К \tau \alpha \sigma \kappa \varepsilon v \alpha \sigma \tau \iota \kappa \varepsilon ́ \varsigma ~ \alpha \pi о \delta \varepsilon i \xi \varepsilon \iota \varsigma$













 $\tau \omega \nu$ Chen et al.





$$
\left\{f: \mathbb{R}^{n} \rightarrow \mathbb{R}: f(x)=\sigma\left(w^{\top} x+\theta\right) \text { for } w \in \mathbb{R}^{n}, \theta \in \mathbb{R}\right\}
$$




 vevp $\omega$ vıкoú Sıктúov.
$\Theta \varepsilon \dot{\omega} \rho \boldsymbol{\rho} \mu \boldsymbol{\alpha}$ 1.1.2 (Kwok-Yeung): ' $E \sigma \tau \omega X \subseteq \mathbb{R}^{d} \sigma v \mu \pi \alpha \gamma \varepsilon ́ \varsigma \kappa \alpha \iota \Gamma \subseteq L_{2}(X) \sigma v ́ v o \lambda o \mu \varepsilon$

 $\omega \dot{\omega} \tau \varepsilon f_{n} \rightarrow f$.





 ขто́х $\omega \rho$ о $F_{n} .{ }^{1}$
 $\lambda \varepsilon \sigma \tau \varepsilon ́ \varsigma \tau \eta \varsigma f_{n}=\sum_{i=1}^{n} \lambda_{i} e_{i} \omega \varsigma \pi \rho \circ \varsigma \kappa \alpha ́ \pi \circ$ เа о $\rho \theta \mathrm{o} \mu \mathrm{ova} \mathrm{\delta ı} \mathrm{\alpha ́ı} \mathrm{\alpha} \beta \dot{\alpha} \sigma \eta\left(e_{i}\right)_{i=1}^{n}$ 兀ov $F_{n}$

[^0](Про́табף А.3.9), каı $\sigma \tau \eta \sigma v v \varepsilon ́ \chi \varepsilon \iota \alpha ~ \eta f_{n} \xi \alpha v \alpha \gamma \rho \alpha ́ \varphi \varepsilon \tau \alpha \iota ~ \omega \varsigma \pi \rho о \varsigma \tau \alpha g_{i}$ 's. Паípvo-

 $\varepsilon \pi \imath \vartheta \mu \rho \circ \dot{\mu} \mu \varepsilon$ va $\pi \rho о \sigma \varepsilon \gamma \gamma i \sigma o v \mu \varepsilon$.
 $\left\{g_{1}, \ldots, g_{n}\right\}, \varepsilon \pi \iota \lambda \varepsilon ́ \gamma о \cup \mu \varepsilon$ то $g^{*}=g_{n+1} \in \Gamma$ поט $\varepsilon \lambda \alpha \chi เ \sigma \tau о \pi о \iota \varepsilon$ і́ то $\sigma \varphi \alpha ́ \lambda \mu \alpha$
$$
\left\|f-\left(f_{n-1}+\beta g\right)\right\|
$$







 $\sigma \tau \eta \sigma v v \dot{\alpha} \rho \tau \eta \sigma \eta \pi \circ v \varepsilon \pi \iota \theta \cup \mu \circ \cup \dot{\mu} \mu \mu \varepsilon \pi \iota \theta \alpha v o ́ \tau \eta \tau \alpha$ ह́va.

### 1.1.4 To $\Theta \varepsilon \dot{\rho} \rho \eta \mu \alpha \tau \omega v$ Kolmogorov - Arnold

 mogorov кaı Vladimir Arnold, $\delta \eta \mu о \sigma i \varepsilon v \sigma \alpha v ~ \sigma \tau \alpha ~ \tau \varepsilon ̇ \lambda \eta ~ \tau \eta \varsigma ~ \delta \varepsilon к а \varepsilon \tau i a \varsigma ~ \tau о v ~ ‘ 50 ~ \mu i \alpha ~$

 $\tau \omega v \tau \omega v \sigma \dot{\gamma} \gamma \rho \circ \nu \omega v \mu \alpha \theta \eta \mu \alpha \tau \iota \kappa \omega ้ v$.
 เ $\delta \omega \mu \varepsilon ́ v \varepsilon \varsigma ~ \sigma \alpha v \sigma v v \alpha ́ \rho \tau \eta \sigma \eta \tau \omega v \tau \rho \iota \omega \dot{v} \mu \varepsilon \tau \alpha \beta \lambda \eta \tau \dot{\omega} v a, b, c, \delta \varepsilon v \mu \pi о \rho \circ v ́ \sigma \alpha v \nu \alpha \gamma \rho \alpha-$ ழoúv $\omega \varsigma ~ \sigma u ́ v \theta \varepsilon \sigma \eta ~ \sigma v v \alpha \rho \tau \eta \dot{\eta} \sigma \omega v$ dúo $\mu \varepsilon \tau \alpha \beta \lambda \eta \tau \dot{\omega} v$. O Arnold [Arn57] $\pi \rho \omega \dot{\tau} \tau \circ \varsigma \kappa \alpha-$ $\tau \varepsilon ́ \rho \rho ı \psi \varepsilon \tau \eta \nu \varepsilon \iota \kappa \alpha \sigma i \alpha, \alpha \lambda \lambda \alpha \dot{\alpha}$ o Kolmogorov [Kol57] $\pi \rho о \chi \omega ́ \rho \eta \sigma \varepsilon \varepsilon ́ v \alpha \beta \eta \dot{\eta} \mu \alpha \pi \alpha \rho \alpha \pi \varepsilon ́ \rho \alpha$,

 $\mu \varepsilon \tau \alpha \beta \lambda \eta \tau \eta ่ \varsigma$.
 $\tau \iota \varsigma$ олоíя $\sum_{j=1}^{d} \lambda_{j} \leq 1$, к $\alpha \iota ~ \sigma v v \varepsilon \chi \varepsilon i \varsigma ~ \sigma v v \alpha \rho \tau \eta \dot{\sigma \varepsilon \iota \varsigma ~} \phi_{1}, \ldots, \phi_{2 d+1} \alpha \pi o ́ ~ \tau o[0,1] \sigma \tau o v$ $\varepsilon \alpha v \tau o ́ ~ \tau o v, \mu \varepsilon \tau \eta v \iota \delta \iota o ́ \tau \eta \tau \alpha$ ó $\tau \iota \kappa \alpha \dot{\theta} \theta \varepsilon f \in C[0,1]^{d} \mu \pi o \rho \varepsilon i ́ v \alpha$ үр $\alpha \varphi \tau \varepsilon i ́ \omega \varsigma$

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{d}\right)=\sum_{i=1}^{2 d+1} g\left(\sum_{j=1}^{d} \lambda_{j} \phi_{i}\left(x_{j}\right)\right) \tag{1.1.6}
\end{equation*}
$$

ó $\pi o v g \in C[0,1] \mu \iota \alpha \sigma v v \dot{\alpha} \rho \tau \eta \sigma \eta \pi o v \varepsilon \xi \alpha \rho \tau \alpha \dot{\alpha} \tau \alpha \iota \alpha \pi o ́ \tau \eta v f$.
 $\kappa \alpha \theta$ о入ıкŋ́ऽ $\pi \rho о \sigma \varepsilon ́ \gamma \gamma \iota \sigma \eta \varsigma$, о Robert Hecht-Nielsen $\pi \alpha \rho \alpha \tau \eta \dot{\eta} \eta \sigma \varepsilon \sigma \varepsilon$ غ́va $\sigma \eta \mu \varepsilon i \omega \mu \alpha \dot{\alpha}$
 $\pi o v a \pi \alpha \rho \tau i \zeta o u v$ ह́va vevpんvıкó Síkтvo

$$
\begin{equation*}
s(x)=\sum_{j=1}^{N} a_{j} \sigma\left(w_{j}^{\top} x+\theta_{j}\right) \tag{1.1.7}
\end{equation*}
$$




 о入óк $\lambda \eta \rho \alpha \chi \rho o ́ v ı \alpha \mu \varepsilon \tau \alpha \dot{\alpha} \tau \eta \nu \alpha v \alpha \kappa \alpha ́ \lambda \nu \psi \dot{~} \tau 0 v$.
 Girosi кaı Poggio (1989), $\sigma \varepsilon$ ह́va á $\rho \theta \rho o ~ \tau o v \varsigma ~ \mu \varepsilon ~ \tau i \tau \lambda o ~ " K o l m o g o r o v ' s ~ t h e o r e m ~ i s ~ i r-~$




 $\mu \alpha ́ \tau o . ~ М \pi о \rho \varepsilon i ́ ~ \tau o ~ \theta \varepsilon \omega ́ \rho \eta \mu \alpha ~ v \pi \varepsilon ́ \rho \theta \varepsilon \sigma \eta \varsigma ~ v \alpha ~ \mu \eta \nu ~ \varepsilon v \varepsilon ́ \pi ı \pi \tau \varepsilon ~ \sigma \tau \alpha ~ \pi \lambda a i \sigma ı \alpha ~ \tau \omega \nu ~ v \varepsilon v \rho \omega-$


 [Kur92]), $\sigma \tau о$ á $\rho \theta \rho о \tau \eta \varsigma \mu \varepsilon$ тоv $\varepsilon \xi i \sigma o v ~ \varepsilon v ́ \gamma \lambda \omega \tau \tau о ~ \tau i \tau \lambda o ~ " K o l m o g o r o v ' s ~ t h e o r e m ~$


 $\gamma เ \sigma \eta \tau \omega \nu \nu \varepsilon v \rho \omega v \iota \kappa \omega \dot{v} \delta เ \kappa \tau v ่ \omega v$.




 $\pi \alpha \rho o v \sigma \dot{\alpha} \zeta о \cup \mu \varepsilon$ в́va á $\rho \theta \rho o \tau \omega v$ Vitaly Maiorov кaı Allan Pinkus (1999) [MP99]
 тıкท่ бколıá.

 $\sigma \tau \varepsilon ́ \varsigma . ~ O ı ~ M a i o r o v ~ \kappa \alpha ı ~ P i n k u s, ~ a \pi o ́ ~ \tau \eta v \dot{\alpha} \lambda \lambda \eta, \varepsilon \xi \varepsilon \tau \dot{\alpha} \zeta$ ovv тo катд́ $\pi o ́ \sigma o v v \pi \dot{\alpha} \rho \chi \varepsilon \iota$







 $C(K) \kappa \alpha \iota \varepsilon>0, v \alpha v \pi \alpha ́ \rho \chi о v v \pi \rho \alpha \gamma \mu \alpha \tau \iota \kappa \varepsilon ́ \varsigma \sigma \tau \alpha \theta \varepsilon \rho \varepsilon ́ \varsigma d_{i}, c_{i j}, \theta_{i j}, \gamma_{i} \kappa \alpha \iota \delta \iota \alpha v v ́ \sigma \mu \alpha \tau \alpha$ $w_{i j} \in \mathbb{R}^{d}, \mu \varepsilon$

$$
\begin{equation*}
\left|f(x)-\sum_{i=1}^{6 d+3} d_{i} \sigma\left(\sum_{j=1}^{3 d} c_{i j} \sigma\left(w_{i j}^{\top} x+\theta_{i j}\right)+\gamma_{i}\right)\right|<\varepsilon \tag{1.1.8}
\end{equation*}
$$

$\gamma \iota \alpha \kappa \alpha \dot{\alpha} \theta \varepsilon x \in K$.

Aлó $\delta \varepsilon \iota \xi \eta: \quad \Delta \varepsilon \varsigma$ Theorem 2.5.2.

## $1.2 \quad \Sigma \tau \sigma \chi \alpha \sigma \tau \iota \kappa \dot{\eta} \pi \rho \circ \sigma \dot{\varepsilon} \gamma \gamma \iota \sigma \eta$






### 1.2.1 O $\alpha \lambda$ уó $\iota$ Өноৎ Robbins-Monro




 $\kappa \alpha \iota ~ \alpha \nu \alpha \mu \varepsilon v$ о́ $\mu \varepsilon \nu \eta \tau \iota \mu \eta \quad M(x)=\mathbb{E}[Y \mid X=x]=\int_{\mathbb{R}} y d H(y \mid x)$. Еv $\gamma \varepsilon ́ v \varepsilon \iota, \eta$ акрı $\beta \dot{\eta} \varsigma$


 $\varepsilon \xi \iota \sigma \omega ́ \sigma \varepsilon \omega \nu \tau \eta \varsigma \mu о \rho \varphi \eta ́ \varsigma M(\theta)=a \omega \varsigma \pi \rho \circ \varsigma \theta$. $\Delta \eta \lambda \alpha \delta \dot{\eta}, \mu \alpha \varsigma \varepsilon \nu \delta \iota \alpha \varphi \varepsilon ́ \rho \varepsilon \iota$ va $\beta \rho \circ$ ú $\mu \varepsilon$
 тои入а́хเซто⿱ $a$.
 $\left(x_{n}\right)_{n} \sigma \cup ́ \mu \varphi \omega \vee \alpha \mu \varepsilon$ тоข тט́то

$$
\begin{equation*}
x_{n+1}=x_{n}+a_{n}\left(a-y_{n}\right), \tag{1.2.1}
\end{equation*}
$$





 $P[|Y(x)| \leq C]=1 \gamma \iota \alpha \kappa \alpha ́ \theta \varepsilon x \in \mathbb{R}$. Eлı $\pi \lambda \varepsilon$ ह́ov, $\eta \sigma v v \alpha ́ \rho \tau \eta \sigma \eta ~ M(x)=\mathbb{E}[Y \mid X=x]$



$$
\begin{equation*}
x_{n+1}=x_{n}+a_{n}\left(a-y_{n}\right) \tag{1.2.2}
\end{equation*}
$$

бvүк入ìveı $\sigma \tau о$ о $\kappa \alpha \tau \alpha \dot{\alpha} \pi \iota \theta \alpha v o ́ \tau \eta \tau \alpha, x_{n} \xrightarrow{P} \theta$.














 $\xi \alpha v \alpha \sigma \nu \nu \alpha \nu \tau \eta \dot{\sigma} \sigma \nu \mu \varepsilon \sigma \tau о$ к $\varphi \alpha \dot{\lambda}$ ıо $\tau \omega \nu$ multi-armed bandit.


 vovv $\sigma \tau 0 \mu \eta \delta \varepsilon ́ v, \alpha \lambda \lambda \alpha \dot{\alpha} \mu \varepsilon \sigma \chi \varepsilon \tau \iota \kappa \alpha ́ \alpha \rho \gamma o ́ \rho v \theta \mu o ́$.

### 1.2.2 Ev́ $\frac{\varepsilon \sigma \eta ~ \sigma \tau \alpha \theta \varepsilon \rho \omega ́ v ~ \sigma \eta \mu \varepsilon i ́ \omega v ~ v \pi o ́ ~}{\tau v \chi \alpha เ o ́ \tau \eta \tau \alpha ~}$





$\Theta \varepsilon \omega \rho о$ ú $\mu \varepsilon$ ह́vav (ó $\chi \iota \alpha \pi \alpha \rho \alpha i \not \tau \eta \tau \alpha ~ \gamma \rho \alpha \mu \mu \kappa o ́) ~ \tau \varepsilon \lambda \varepsilon \sigma \tau \eta ่ ~ H: X \rightarrow X ~ \pi o v \delta \rho \alpha \pi \alpha ́ v \omega$






 $H$.




 $\kappa \rho \iota \mu \varepsilon ́ v \alpha$, каı $\varepsilon \nu \alpha \rho \mu о \nu เ \sigma \mu \varepsilon ́ v o ı ~ \mu \varepsilon \tau \eta \pi \rho о \sigma \varepsilon ́ \gamma \gamma เ \sigma \eta \tau \omega \nu$ Robbins-Monro, o $\tau i \zeta о \nu \mu \varepsilon$ $\tau \eta \nu\left(x_{n}\right)_{n} \sigma \cup ́ \mu \varphi \omega \nu \alpha \mu \varepsilon \tau \eta \sigma \chi \varepsilon \dot{\varepsilon} \sigma \eta$

$$
\begin{equation*}
x_{n+1}=\left(1-\gamma_{n}\right) x_{n}+\gamma_{n}\left(H x_{n}+w_{n}\right) \tag{1.2.3}
\end{equation*}
$$









$$
\begin{equation*}
\left\|H x-x^{*}\right\| \leq \beta\left\|x-x^{*}\right\| \tag{1.2.4}
\end{equation*}
$$

$\gamma \iota \alpha \kappa \dot{\alpha} \theta \varepsilon x \in X$.
 тov $\mathbb{R}^{N}, \alpha \lambda \lambda \alpha \dot{\alpha} \omega \varsigma \pi \rho о \varsigma$ ка́ $\pi$ ota ıбобúva $\mu \eta$ vó $\mu \mu \alpha\|\cdot\|_{\xi} . \Sigma \eta \mu \varepsilon \iota \dot{\omega} v o v \mu \varepsilon \varepsilon \pi i \sigma \eta \varsigma$ ótı


Про́ $\boldsymbol{\alpha} \sigma \boldsymbol{\sigma}$ 1.2.2: 'Eбт $\left(r_{n}\right)_{n} \eta \alpha \kappa о \lambda o v \theta i ́ \alpha ~ \pi о v ~ о \rho i \zeta \varepsilon \tau \alpha \iota ~ \alpha \pi o ́ ~ \tau \eta v ~ \alpha v \alpha \delta \rho о \mu ı \kappa \eta ́ ~ \sigma \chi \varepsilon ́ \sigma \eta ~$

$$
\begin{equation*}
r_{n+1}=\left(1-\gamma_{n}\right) r_{n}+\gamma_{n}\left(H_{n} r_{n}+w_{n}+u_{n}\right), \tag{1.2.5}
\end{equation*}
$$

о́тоv
(a) $\eta$ кко入ovӨía $\left(\gamma_{n}\right)_{n}$ عívaı $\tau \varepsilon ́ \tau o \iota \alpha ~ \omega ́ \sigma \tau \varepsilon ~ \sum_{n=1}^{\infty} \gamma_{n}(i)=\infty \kappa \alpha \iota \sum_{n=1}^{\infty} \gamma_{n}(i)^{2}<$ $\infty \gamma \iota \alpha \kappa \alpha ́ \theta \varepsilon i=1, \ldots, N$.
(b) $H \alpha \kappa o \lambda o v \theta i ́ \alpha\left(w_{n}\right)_{n} \varepsilon ́ \chi \varepsilon \iota \tau \eta v \iota \delta \iota o ́ \tau \eta \tau \alpha$ ó $\tau \iota$

$$
\mathbb{E}\left[w_{n}(i) \mid \mathcal{F}_{n}\right]=0 \quad \kappa \alpha \iota \mathbb{E}\left[w_{n}(i)^{2} \mid \mathcal{F}_{n}\right] \leq A+B\left\|r_{n}\right\|^{2} .
$$

 $\sigma \tau \alpha \theta \varepsilon \rho o ́ ~ \sigma \eta \mu \varepsilon i ́ o ~ r^{*} \kappa \alpha \iota \tau \eta v$ í $\delta \iota \alpha \tau \tau \alpha \theta \varepsilon \rho \alpha \dot{\alpha} \beta \in[0,1)$.
(d) $\Upsilon \pi \alpha ́ \rho \chi \varepsilon \iota ~ \alpha \kappa о \lambda o v \theta i ́ \alpha ~ \mu \eta-\alpha \rho v \eta \tau \iota \kappa \omega ́ v \tau v \chi \alpha i ́ \omega v \mu \varepsilon \tau \alpha \beta \lambda \eta \tau \dot{\omega} v\left(\theta_{n}\right)_{n} \eta$ опоí $\sigma v$ $\gamma \kappa \lambda i ́ v \varepsilon \iota \sigma \tau o \mu \eta \delta \dot{\varepsilon} v$ $\sigma \chi \varepsilon \delta o ́ v ~ \pi \alpha v \tau о \cup \cup, \tau \varepsilon ́ \tau o \iota \alpha ~ \omega ́ \sigma \tau \varepsilon$

$$
\left\|u_{n}\right\|_{\infty} \leq \theta_{n}\left(1+\left\|r_{n}\right\|_{\xi}\right)
$$

$\gamma \iota \alpha \kappa \alpha ́ \theta \varepsilon n \in \mathbb{N}$.

Tó $\tau \varepsilon \eta\left(r_{n}\right)_{n} \sigma v \gamma \kappa \lambda i v \varepsilon \iota \sigma \tau o r^{*} \sigma \chi \varepsilon \delta o ́ v \pi \alpha v \tau \circ v$.


$$
\begin{equation*}
r_{n+1}=\left(1-\gamma_{n}\right) r_{n}+\gamma_{n}\left(H r_{n}+w_{n}\right), \tag{1.2.6}
\end{equation*}
$$

о́лоv
(a) $\eta$ кко入ovӨía $\left(\gamma_{n}\right)_{n}$ عívaı т ̇́тoı $\dot{\omega} \sigma \tau \varepsilon \sum_{n=1}^{\infty} \gamma_{n}(i)=\infty \kappa \alpha \iota \sum_{n=1}^{\infty} \gamma_{n}(i)^{2}<\infty$ $\gamma \iota \alpha \kappa \alpha ́ \theta \varepsilon i=1, \ldots, N$.
(b) $H \alpha \kappa o \lambda o v \theta i ́ \alpha ~\left(w_{n}\right)_{n}$ غ́ $\chi \varepsilon \iota ~ \tau \eta v \iota \delta \iota o ́ \tau \eta \tau \alpha$ ó $\tau \iota$

$$
\mathbb{E}\left[w_{n}(i) \mid \mathcal{F}_{n}\right]=0 \quad \kappa \alpha \iota \mathbb{E}\left[w_{n}(i)^{2} \mid \mathcal{F}_{n}\right] \leq A+B\left\|r_{n}\right\|^{2}
$$


(i) عìvaı цоขótovo؟, $\delta \eta \lambda \alpha \delta \dot{\eta} H x \leq H y ~ \gamma ı \alpha ~ \kappa \alpha ́ \theta \varepsilon x \leq y$.
(ii) $\Gamma \iota \alpha \kappa \alpha ́ \theta \varepsilon \lambda>0 \kappa \alpha \iota r \in \mathbb{R}^{N}$, $\sigma \chi$ v́єı ó $\tau$ : $H r-\lambda e \leq H(r-\lambda e) \leq H(r+$ $\lambda e) \leq H r+\lambda e$, о́ $\pi$ оv $e=(1, \ldots, 1)$.
(iii) 'Eхєı $\mu о v \alpha \delta \iota \kappa o ́ ~ \sigma \tau \alpha \theta \varepsilon \rho o ́ ~ \sigma \eta \mu \varepsilon i ́ o, ~ H r * ~=~ r * . ~$


### 1.2.3 Q-M $\dot{\alpha} \theta \eta \sigma \eta$





 v人́ $\rho \tau \eta \sigma \eta \beta \dot{\varepsilon} \lambda \tau \iota \sigma \tau \eta \varsigma \tau \iota \mu \eta ่ \varsigma J^{*}$ :

$$
\begin{equation*}
J^{*}(i)=\min _{a \in A(i)}\left\{\sum_{j \in S} p_{i j}(a)\left(c(i, a, j)+J^{*}(j)\right)\right\} \tag{1.2.7}
\end{equation*}
$$





 عívaı $\eta \mu \varepsilon ́ \theta o \delta o \varsigma ~ \tau \omega v ~ \delta \iota \alpha \delta o \chi ı \kappa \omega ́ v ~ \pi \rho о \sigma \varepsilon \gamma \gamma i \sigma \varepsilon \omega v$, $\sigma \cup ́ \mu \varphi \omega v \alpha \mu \varepsilon \tau \eta v$ отоіа $\xi \varepsilon \kappa ı \nu \dot{\alpha} \mu \varepsilon$


$$
\begin{equation*}
J_{n+1}(i)=\min _{a \in A(i)}\left\{\sum_{j \in S} p_{i j}(a)\left(c(i, a, j)+J_{n}(j)\right)\right\} \tag{1.2.8}
\end{equation*}
$$


 ف́ $\varsigma$

$$
(T f)(i):=\min _{a \in A(i)}\left\{\sum_{j \in S} p_{i j}(a)(c(i, a, j)+f(j))\right\}, f \in C(S), i \in S
$$

$\alpha \pi \sigma \tau \varepsilon \lambda \varepsilon i ́ \sigma v \sigma \tau о \lambda \dot{\prime}$.


 $\tau \varepsilon \varsigma \mu \varepsilon \tau \alpha \dot{\alpha} \beta \sigma \eta \varsigma p_{i j}(a)$ ка $\theta \dot{\omega} \varsigma \kappa \alpha \iota \tau \alpha$ ко́ $\tau \tau \eta c(i, a, j)$ عival $\varepsilon \kappa \tau \omega \nu \pi \rho \circ \tau \varepsilon ́ \rho \omega \nu \gamma \nu \omega \sigma \tau \alpha \dot{\alpha}$,








 Monro. To v $\pi$ ó $\mu \varepsilon \lambda \varepsilon ́ \tau \eta ~ \pi \rho o ́ \beta \lambda \eta \mu \alpha ~ \alpha v \alpha ́ \gamma \varepsilon \tau \alpha ı ~ \sigma \tau \eta \nu ~ \varepsilon \pi i \lambda \nu \sigma \eta ~ \tau \eta \varsigma ~ \sigma v v \alpha \rho \tau \eta \sigma ı \alpha \kappa \eta ́ \varsigma ~ \varepsilon \xi i-$ $\sigma \omega \sigma \eta \varsigma$

$$
\begin{equation*}
Q(i, a):=(1-\gamma) Q(i, a)+\gamma \sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q(j, b)\right) \tag{1.2.9}
\end{equation*}
$$

 $\tau \eta \tau \varepsilon \varsigma \mu \varepsilon \tau \dot{\alpha} \beta \alpha \sigma \eta \varsigma p_{i j}(a), \eta$ аva $\mu \varepsilon v$ о́ $\mu \varepsilon \nu \eta \tau \iota \mu \eta$ поv $\varepsilon \mu \varphi \alpha v i \zeta \varepsilon \tau \alpha \iota \sigma \tau \eta \sigma \chi \varepsilon ́ \sigma \eta ~(1.2 .9), ~$



 $\rho ı \mu$ о $\tau \omega \nu$ Robbins-Monro:
$\Theta \varepsilon \dot{\omega} \rho \eta \mu \alpha$ 1.2.4: [BT96] $\Theta \varepsilon \omega \rho о и ́ \mu \varepsilon \tau \eta v \alpha \kappa о \lambda o v \theta i \alpha\left(Q_{n}\right)_{n} \pi o v$ о $\rho i \zeta \varepsilon \tau \alpha \iota \alpha v \alpha \delta \rho о \mu \iota \kappa \alpha$ $\alpha \pi o ́ \tau \eta \sigma \chi \varepsilon ́ \sigma \eta$

$$
\begin{equation*}
Q_{n+1}(i, a)=\left(1-\gamma_{n}(i, a)\right) Q_{n}(i, a)+\gamma_{n}(i, a)\left(c(i, a, j)+\min _{b \in A(j)} Q_{n}(j, b)\right) \tag{1.2.10}
\end{equation*}
$$




 јоv $\tau \alpha \varsigma, \delta \eta \lambda \alpha \delta \dot{\eta} \eta \lambda \dot{v} \sigma \eta \tau \eta \varsigma \varepsilon \xi i \sigma \omega \sigma \eta \varsigma$ (1.2.9).




 opi отаı $^{\omega} \omega \varsigma$

$$
\begin{equation*}
(H Q)(i, a)=\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q(j, b)\right) \tag{1.2.11}
\end{equation*}
$$





### 1.3 Multi-armed bandits












 боч $\mu \varepsilon$ то аvа $\mu \varepsilon v$ о́ $\mu \varepsilon$ vо кє́рбоৎ $S_{n}=x_{1}+\ldots+x_{n}$.


 $\mu \varepsilon ́ \sigma o$ кє́ $\rho \delta о \varsigma \mu \alpha \varsigma ~ \theta a$ غ́ $\chi \varepsilon \iota ~ \tau \eta \mu о \rho \varphi \dot{\eta}$

$$
\mathbb{E}\left[S_{n} / n\right]=\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[X_{i}\right]=\frac{k_{n}}{n} a+\frac{n-k_{n}}{n} b,
$$


 b.










 тov $K \varepsilon \varphi a \lambda a i o v ~ 4$.























### 1.3.1 Aбv $\quad \pi \tau \omega \tau \iota \kappa \alpha ́ \beta \dot{\varepsilon} \lambda \tau \iota \sigma \tau \alpha \kappa \alpha ́ \tau \omega ~ \varphi \rho \dot{\alpha} \gamma \mu \alpha \tau \alpha$






 үótєра ađó тou¢ Tze Leung Lai кaı Herbert Robbins [LR85].

[^1]


\[

$$
\begin{equation*}
R_{n}(\phi)=n \max \left\{a_{1}, \ldots, a_{k}\right\}-\mathbb{E}\left[S_{n}\right] \tag{1.3.1}
\end{equation*}
$$

\]























 $\tau \eta \varsigma \alpha \iota \sigma \iota o \delta o \xi i \alpha \varsigma \varepsilon v$ ó $\psi \varepsilon \iota \alpha \beta \varepsilon \beta \alpha \iota o ́ \tau \eta \tau \alpha \varsigma$ (optimism in the face of uncertainty). H










## 







To $\pi \rho o ́ \beta \lambda \eta \mu \alpha$ avtó $\pi \rho о \sigma \pi \alpha \theta \varepsilon i ́ v \alpha$ $\alpha \nu \tau \iota \mu \tau \omega \pi i \sigma \varepsilon ı$ o $\alpha \lambda \gamma o ́ \rho ı \theta \mu о \varsigma$ Upper Confidence Bound (UCB) $\tau \omega \nu$ Auer, Cesa-Bianchi каı Fischer [ACBF02], $\sigma \tau \boldsymbol{}$ олоiov


$$
\begin{equation*}
\Delta \dot{\alpha} \sigma \tau \eta \mu \alpha \mathrm{E} \mu \pi \iota \sigma \tau \circ \sigma \cup \dot{v} \eta \varsigma j-\pi \lambda \eta \theta v \sigma \mu \mathrm{ov}=\bar{x}_{j, n_{j}} \pm \sqrt{\frac{3 \ln n}{2 n_{j}}}, \tag{1.3.2}
\end{equation*}
$$











Part I
THEORETICAL FOUNDATIONS

Approximation Capabilities of Neural Networks

Neural Networks have exhibited tremendous results during the past decades, offering approximate solutions to problems often conceived intractable. Despite the fact that they were firstly conceived in the mid ' 40 s, the systematic study of their approximation capabilities emerged relatively recently. It relied on tools from abstract mathematics, like functional analysis and probability theory, and progressively reached deeper into their foundations.

In Section 2.1 we describe the mathematical formulation of the problem, and in Section 2.2 we present Cybenko's approximation theorem, which is the first major relevant theorem, proving that continuous sigmoidal activation functions are universal approximators. In Section 2.3 we investigate if the sigmoidal property of the activation function is really necessary for the approximation property to hold. Leshno, Lin, Pinkus and Schocken answered this question in the negative, providing an impressive and simple characterization of the activation functions that are universal approximators. In Section 2.4 we present a constructive approximation method in $L_{2}$, based on the work of Kwok and Yeung. Lastly, Section 2.5 is devoted to an alternative method of obtaining approximation results, based on the Kolmogorov - Arnold Representation Theorem.

### 2.1 The universal approximation property

In Approximation Theory, one is usually trying to approximate functions using simpler ones. Probably the most famous relevant result is the Stone - Weierstrass Theorem, which asserts that one can approximate continuous functions using polynomials. Artificial Neural Networks are architectures that are used in this setting, however, the "simpler" functions that a neural network uses in order to approximate more complex ones, are not polynomials, but have another very specific form [BT96, p. 64]: Any function $s$ created by a neural network has the form $s(x)=T x$, where

$$
T=A_{m+1} S_{m} A_{m} \cdots A_{2} S_{1} A_{1}
$$

is an operator consisting of sequential compositions of two types of transformations; the affine transformations $A_{i}$ and the sigmoidal ones $S_{i}$.

Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is the function we are trying to approximate. Let $m \in$ $\mathbb{N}$ and consider a sequence of natural numbers $d_{0}=n, d_{1}, \ldots, d_{m+1}$. For each
$i=1, \ldots, m+1$, let $A_{i}: \mathbb{R}^{d_{i-1}} \rightarrow \mathbb{R}^{d_{i}}$ be an affine transformation. ${ }^{1}$ Additionally, suppose that $\sigma_{1}, \ldots, \sigma_{m}: \mathbb{R} \rightarrow \mathbb{R}$ are real functions (not necessarily linear), and for every $i=1, \ldots, m$, every $d \in \mathbb{N}$ and $z \in \mathbb{R}^{d}$, we define $S_{i} z$ to be the vector $S_{i} z=$ $\left[\sigma_{i}\left(z_{1}\right), \ldots, \sigma_{i}\left(z_{d}\right)\right]^{\top}$. Specifically, $S_{i}$ applies the function $\sigma_{i}$ to every element of the vector $z$. Note here that $S_{i}$ is a (not necessarily linear) function that respects the input dimension, that is, $S_{i}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ for every $d$.

Under this notation, given an input $x \in \mathbb{R}^{n}$, the output $s(x)$ of a neural network with $m$ layers and having $\sigma_{1}, \ldots, \sigma_{m}$ as its activation functions, is:

$$
\begin{equation*}
s(x)=A_{m+1} S_{m} A_{m} \cdots A_{2} S_{1} A_{1} x \tag{2.1.1}
\end{equation*}
$$

The activation functions $\sigma_{i}$, are most commonly sigmoidal functions, that is, functions having the property that $\lim _{t \rightarrow-\infty} \sigma(t)=0$ and $\lim _{t \rightarrow+\infty} \sigma(t)=1$. A single layered network $(m=1)$ has an output of the form

$$
s(x)=A_{2} S_{1} A_{1} x
$$

In this particular case, the set of all possible functions $s$ which can be generated by a neural network, having $\sigma$ as an activation function, is:

$$
\begin{aligned}
\Sigma_{n}(\sigma)=\left\{s: \mathbb{R}^{n} \rightarrow \mathbb{R}: s(x)=\right. & \sum_{j=1}^{N} a_{j} \sigma\left(w_{j}^{\top} x+\theta_{j}\right): \\
& \left.N \in \mathbb{N}, a_{j} \in \mathbb{R}, w_{j} \in \mathbb{R}^{n}, \theta_{j} \in \mathbb{R}\right\} .
\end{aligned}
$$

The elements $w_{j}^{\top} x+\theta_{j}$ correspond to the first affine transformation, $A_{1}: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{N}$, applied on $x$, namely

$$
A_{1} x=\left(w_{1}^{\top} x+\theta_{1}, \ldots, w_{N}^{\top} x+\theta_{N}\right)
$$

For the next step, on each of the coordinates of this vector, the activation function $\sigma$ is applied, producing the vector

$$
S_{1} A_{1} x=\left(\sigma\left(w_{1}^{\top} x+\theta_{1}\right), \ldots, \sigma\left(w_{N}^{\top} x+\theta_{N}\right)\right)
$$

Finally, the (linear) operator $A_{2}: \mathbb{R}^{N} \rightarrow \mathbb{R}$, defined as $A_{2}(x)=\sum_{i=1}^{N} a_{i} x_{i}$ for $x \in$ $\mathbb{R}^{N}$, is applied, to produce the final linear combination $\sum_{j=1}^{N} a_{j} \sigma\left(w_{j}^{\top} x+\theta_{j}\right) .{ }^{2}$

[^2]The use of neural networks in approximation problems has been proven to be extremely successful. Of course, one cannot expect that any function $f$ will be exactly equal to some function of the form (2.1.1), however, one could hope that it would be possible to approximate any given $f$ arbitrarily close, using functions of this form. This is indeed the case, and is achievable for a variety of activation functions. Activation functions which have this property, are called universal approximators. In what follows, we will focus on single layered networks, ${ }^{3}$ since if we manage to show that an activation function $\sigma$ is a universal approximator for such a network, then clearly the same would hold for multilayered networks as well.
We should point out here that although approximation theorems assert that we can always approximate any unknown function $f$, they are not designed to provide a rule of how to do so. In real life applications, the researcher is usually given a vector of observations $\left(x_{i}, f\left(x_{i}\right)\right)_{i}$, or more realistically $\left(x_{i}, y_{i}\right)_{i}$ where $y_{i}=f\left(x_{i}\right)+\varepsilon_{i}$ for some noise $\varepsilon_{i}$, and just based on it, he tries to determine the appropriate values of the parameters $w_{j}, \theta_{j}$, as well as the activation function $\sigma$, so as the corresponding predicted values of his model $\left(s\left(x_{i}\right)\right)_{i}$ are "close" to the observed ones $\left(y_{i}\right)_{i}$, expecting that the resulting $s$ will be acceptably close to $f$ on the whole domain. The importance of the approximation theorems in this context, is that they ascertain that his efforts are not in vain: parameters for which $s$ is sufficiently close to the real $f$ do exist, as long as he chooses a universal approximator as an activation function.

### 2.2 Cybenko's approximation theorem

One of the first and most important relevant theorems, belongs to George Cybenko [Cyb89] who, in 1989, proved that continuous sigmoidal activation functions are universal approximators. The proof is a beautiful application of the HahnBanach and Riesz Representation theorems. The reader who is unfamiliar with the terminology, or the results, may need to consult Appendix A. 2 for a basic treatment, or his favorite functional analysis book for a more thorough one.
We use $I_{n}=[0,1]^{n}$ to denote the $n$-dimensional cube and by $C\left(I_{n}\right)$ we denote the Banach space of continuous functions on $I_{n}$, equipped with the supremum norm $\|f\|=\|f\|_{\infty}=\sup \left\{|f(x)|: x \in I_{n}\right\}$. Since $I_{n}$ is compact, the Riesz Representation Theorem [AB06, Corollary 14.15] applies and asserts that the dual space of $C\left(I_{n}\right)$ can be identified as the space of finite, signed Borel measures on $I_{n}$, denoted as $M\left(I_{n}\right)$.

[^3]Definition 2.2.1: A function $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ is called sigmoidal if

$$
\sigma(t) \longrightarrow \begin{cases}0, & \text { as } t \rightarrow-\infty  \tag{2.2.1}\\ 1, & \text { as } t \rightarrow+\infty\end{cases}
$$

Given a sigmoidal function $\sigma$, the set

$$
\begin{aligned}
\Sigma_{n}(\sigma)= & \left\{f: I_{n} \rightarrow \mathbb{R}: f(x)=\sum_{j=1}^{N} a_{j} \sigma\left(w_{j}^{\top} x+\theta_{j}\right):\right. \\
& \left.N \in \mathbb{N}, a_{j} \in \mathbb{R}, w_{j} \in \mathbb{R}^{n}, \theta_{j} \in \mathbb{R}\right\} \\
= & \operatorname{span}\left\{f: f(x)=\sigma\left(w^{\top} x+\theta\right) \text { for } w \in \mathbb{R}^{n}, \theta \in \mathbb{R}\right\} .
\end{aligned}
$$

contains all the possible functions that can be generated by a single layered neural network, having $\sigma$ as an activation function. Cybenko's theorem states that $\Sigma_{n}(\sigma)$ is dense ${ }^{4}$ in $C\left(I_{n}\right)$ for continuous sigmoidal functions $\sigma$.

Definition 2.2.2: Let $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ be a real function and $\mu \in M\left(I_{n}\right)$ be a measure. We say that $\sigma$ is discriminatory for $\mu$ if

$$
\begin{equation*}
\int_{I_{n}} \sigma\left(w^{\top} x+\theta\right) d \mu(x)=0 \tag{2.2.2}
\end{equation*}
$$

for every $w \in \mathbb{R}^{n}$ and every $\theta \in \mathbb{R}$ implies that $\mu \equiv 0$.
The proof idea ${ }^{5}$ is to show that $\Sigma_{n}(\sigma)$ is dense in $C\left(I_{n}\right)$ whenever $\sigma$ is discriminatory, and then prove that sigmoidal functions share the discriminatory property. It is based on two fundamental theorems in functional analysis, the HahnBanach and the Riesz Reperesentation Theorems.

Theorem 2.2.3 (Hahn-Banach): [Arg04, Proposition 5.7] Let $X$ be a normed space and $Y$ be a closed proper subspace of $X$. Then, there exists a nonzero $x^{*} \in$ $X^{*}$ such that $x^{*}(y)=0$ for every $y \in Y$.

Theorem 2.2.4 (Riesz Representation): [AB06, Theorem 14.16] Let $X$ be a compact metrizable space and $F \in C(X)^{*}$ be a bounded, linear functional on $C(X)$. Then, there exists a unique, finite, signed Borel measure $\mu$ on $X$, such that $F(f)=\int_{X} f d \mu$ for every $f \in C(X)$.

[^4]Theorem 2.2.5: Let $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ be a continuous and discriminatory function. Then, the set

$$
\begin{align*}
\Sigma_{n}(\sigma)=\left\{f: I_{n} \rightarrow \mathbb{R}: f(x)=\right. & \sum_{j=1}^{N} a_{j} \sigma\left(w_{j}^{\top} x+\theta_{j}\right): \\
& \left.N \in \mathbb{N}, a_{j} \in \mathbb{R}, w_{j} \in \mathbb{R}^{n}, \theta_{j} \in \mathbb{R}\right\} \tag{2.2.3}
\end{align*}
$$

is dense in $C\left(I_{n}\right)$.
Proof. The set $\Sigma_{n}(\sigma)$ is clearly a subspace of $C\left(I_{n}\right)$. Indeed, if $\lambda \in \mathbb{R}$ and $f(x)=$ $\sum_{j=1}^{N} a_{j} \sigma\left(y_{j}^{\top} x+\theta_{j}\right) \in \Sigma_{n}(\sigma)$, then

$$
\lambda f(x)=\sum_{j=1}^{N} \lambda a_{j} \sigma\left(y_{j}^{\top} x+\theta_{j}\right)=\sum_{j=1}^{N} a_{j}^{\prime} \sigma\left(y_{j}^{\top} x+\theta_{j}\right)
$$

for $a_{j}^{\prime}=\lambda a_{j} \in \mathbb{R}$, thus belongs to $\Sigma_{n}(\sigma)$. Similarly, if

$$
f(x)=\sum_{j=1}^{N} a_{j} \sigma\left(y_{j}^{\top} x+\theta_{j}\right) \text { and } g(x)=\sum_{j=1}^{M} b_{j} \sigma\left(z_{j}^{\top} x+k_{j}\right)
$$

belong to $\Sigma_{n}(\sigma)$, their sum can be written as

$$
f(x)+g(x)=\sum_{j=1}^{N+M} a_{j} \sigma\left(y_{j}^{\top} x+\theta_{j}\right) \in \Sigma(\sigma),
$$

where we set $a_{N+i}=b_{i}, y_{N+i}^{\top}=z_{i}^{\top}$ and $\theta_{N+i}=k_{i}$ for every $i=1, \ldots, M$. Alternatively, one could simply observe that $\Sigma_{n}(\sigma)$ is just the linear subspace of $C\left(I_{n}\right)$ generated by the functions of the form $f(x)=\sigma\left(w^{\top} x+\theta\right)$.

Suppose that $\Sigma_{n}(\sigma)$ is not dense in $C\left(I_{n}\right)$. Then, $Y=\overline{\Sigma_{n}(\sigma)}$ is a proper closed subspace of $C\left(I_{n}\right)$. By the Hahn-Banach Theorem, there exists some nonzero, bounded linear functional $x^{*}$ on $C\left(I_{n}\right)$, such that $x^{*}(f)=0$ for every $f \in Y$. By the Riesz Representation Theorem, there exists some finite, signed, nonzero Borel measure $\mu \in M\left(I_{n}\right)$, such that

$$
x^{*}(f)=\int_{I_{n}} f(x) d \mu(x)
$$

for every $f \in C\left(I_{n}\right)$. However, since $x^{*}$ is zero on $Y$, this implies that for every $f \in$ $\Sigma_{n}(\sigma) \subseteq Y, \int_{I_{n}} f(x) d \mu(x)=0$, which combined with the discriminatory property of $\sigma$, yields that $\mu \equiv 0$, a contradiction. Therefore $\Sigma_{n}(\sigma)$ must be dense in $C\left(I_{n}\right)$.

Theorem 2.2.6: Any bounded, measurable sigmoidal function $\sigma$ is discriminatory.
Proof. Let $\sigma$ be a bounded, measurable sigmoidal function and suppose that for every $w \in \mathbb{R}^{n}$ and $\theta \in \mathbb{R}, \int_{I_{n}} \sigma\left(w^{\top} x+\theta\right) d \mu(x)=0$ holds. We fix $w \in \mathbb{R}^{n}$ and $\theta, \phi \in$
$\mathbb{R}$ and define a sequence of real functions $\left(\sigma_{k}\right)_{k}$ on $I_{n}$ as follows: For every $k \in \mathbb{N}$, let $\sigma_{k}(x)=\sigma\left(k\left(w^{\top} x+\theta\right)+\phi\right)$. We have that

$$
\lim _{k \rightarrow \infty} \sigma_{k}(x)=\gamma(x):= \begin{cases}0, & \text { when } w^{\top} x+\theta<0  \tag{2.2.4}\\ 1, & \text { when } w^{\top} x+\theta>0 \\ \sigma(\phi), & \text { when } w^{\top} x+\theta=0\end{cases}
$$

Since $\sigma$ is bounded, there exists some $M>0$ such that $\left|\sigma_{k}(x)\right| \leq M$ for every $k \in \mathbb{N}$ and $x \in I_{n}$. By applying Lebesgue's Dominated Convergence Theorem, which still holds for signed measures, we obtain that

$$
\begin{equation*}
0=\lim _{k \rightarrow \infty} \int_{I_{n}} \sigma_{k}(x) d \mu(x)=\mu\left(H_{w, \theta}\right)+\sigma(\phi) \mu\left(K_{w, \theta}\right) \tag{2.2.5}
\end{equation*}
$$

where $H_{w, \theta}=\left\{x: w^{\top} x+\theta>0\right\}$ and $K_{w, \theta}=\left\{x: w^{\top} x+\theta=0\right\}$ are the open halfspaces and hyperplanes, defined by the parameters $w, \theta$ respectively. Since relation (2.2.5) holds for every $\phi \in \mathbb{R}$, by letting $\phi \rightarrow-\infty$ we obtain that $\mu\left(H_{w, \theta}\right)=0$ for every $w \in \mathbb{R}^{n}$ and every $\theta \in \mathbb{R}$. Similarly, by letting $\phi \rightarrow+\infty$ we conclude the same for every hyperplane $K_{w, \theta} \cdot{ }^{6}$ For some fixed $w \in \mathbb{R}^{n}$ we define the transformation $T_{w}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by $T_{w}(x)=w^{\top} x$ for $x \in \mathbb{R}^{n}$. Let also $v=\mu T^{-1}$ denote the pushforward measure on $\mathbb{R}$, defined as $v(A)=\mu\left(T^{-1}(A)\right)=\mu\left(\left\{x: w^{\top} x \in A\right\}\right)$ for every Borel $A \subseteq \mathbb{R}$.

Consider the linear functional $F: L^{1}(\mathbb{R}, v) \rightarrow \mathbb{R}$ defined as

$$
F(h)=\int_{I_{n}} h\left(w^{\top} x\right) d \mu(x) \text { for } h \in L^{1}(\mathbb{R}, v)
$$

According to the Change of Variables formula, [AB06, Theorem 13.46] ${ }^{7}$

$$
\begin{equation*}
F(h)=\int_{I_{n}} h\left(w^{\top} x\right) d \mu(x)=\int_{\mathbb{R}} h(t) d \mu T^{-1}(t)=\int_{\mathbb{R}} h(t) d v(t) \tag{2.2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
|F(h)|=\left|\int_{\mathbb{R}} h(t) d v(t)\right| \leq \int_{\mathbb{R}}|h(t)| d|v|(t)=:\|h\|_{1, v}, \tag{2.2.7}
\end{equation*}
$$

so $F$ is also bounded. For every $\theta \in \mathbb{R}$, the function $h=I_{(\theta, \infty)}$ belongs to $L^{1}(\mathbb{R}, v)$, so

$$
\begin{equation*}
F\left(I_{(\theta, \infty)}\right)=\mu\left(\left\{x: w^{\top} x>\theta\right)=\mu\left(H_{w, \theta}\right)=0\right. \tag{2.2.8}
\end{equation*}
$$

[^5]By picking $h=I_{[\theta, \infty)}$ we obtain that $F\left(I_{[\theta, \infty)}\right)=0$ for every $\theta$. As a result, $F$ is zero on the characteristic function of every interval and also on linear combinations of such characteristic functions.
Recall that simple functions have the form $\phi=\sum_{i=1}^{m} a_{i} I_{A_{i}}$ for some $m \in \mathbb{N}$, $a_{i} \in \mathbb{R}$ and $A_{i}$ measurable subsets of $\mathbb{R}$. This means that, $F(\phi)=0$ when $\phi$ is a simple function whose measurable sets $A_{i}$ are all intervals. Since we are in $L^{1}(\mathbb{R}, v)$, we can deduce that $F(\phi)=0$ for every simple $\phi$ using an $\varepsilon$-argument: Let $A \subseteq \mathbb{R}$ be a Borel set with $\mu(A)>0$ and let $\varepsilon>0$. By the outer regularity of $\mu$, there exists some open set $U \supseteq A$ with $\mu(A \backslash U)<\frac{\varepsilon}{2}$. Additionally, $U$ can be written as the disjoint union of open intervals [Arg11, Theorem 6.13], $U=\cup_{k=1}^{\infty} I_{k}$ and we can pick an $n_{0}$ such that $\mu\left(\cup_{k=1}^{n_{0}} I_{k}\right) \in\left(\mu(U)-\frac{\varepsilon}{2}, \mu(U)+\frac{\varepsilon}{2}\right)$. So, if we set $J=\cup_{k=1}^{n_{0}} I_{k}$ we obtain that $\left\|I_{A}-I_{J}\right\|_{1} \leq \mu(J \triangle A)<\varepsilon$. By the triangle inequality and the fact that $F\left(I_{J}\right)=0$, the quantity $F\left(I_{A}\right)$ can be made arbitrarily small.
As simple functions are dense in $L^{1}(\mathbb{R}, v)$ [AB06, Theorem 13.8] and $F$ is continuous, we conclude that $F(h)=0$ for every $h \in L^{1}(\mathbb{R}, v)$. For some fixed $m \in \mathbb{R}$, let $h_{1}(t)=\sin m t$ and $h_{2}(t)=\cos m t$. Clearly $h_{1}, h_{2} \in L^{1}(\mathbb{R}, v)$ since both of them are bounded and $v$ is a finite measure. By applying $F$ to $h_{2}+i h_{1}$, we obtain that

$$
\begin{aligned}
F\left(h_{1}+i h_{2}\right) & =\int_{I_{n}} \cos \left(m^{\top} x\right)+i \sin \left(m^{\top} x\right) d \mu(x) \\
& =\int_{I_{n}} e^{i m^{\top} x} d \mu(x)=: \hat{\mu}(m)=0
\end{aligned}
$$

for every $m \in \mathbb{R}$, where $\hat{\mu}(m)$ denotes the Fourier coefficient of the measure $\mu$ at $m$. Since every Fourier coefficient of $\mu$ is zero, $\mu$ is also zero, thus $\sigma$ is discriminatory.

Theorem 2.2.7: Every continuous, sigmoidal function $\sigma$ is discriminatory and the set $\Sigma_{n}(\sigma)$ is dense in $C\left(I_{n}\right)$.

Proof. Every continuous, sigmoidal function $\sigma$ is bounded. Indeed, let $\varepsilon=1$ and pick $t_{0}<t_{1} \in \mathbb{R}$ such that $\sigma(t)<1$ for every $t<t_{0}$ and $\sigma(t)<2$ for every $t \geq$ $t_{1}$. Since $\left.\sigma\right|_{\left[t_{0}, t_{1}\right]}$ is continuous, we have that $\sigma(t) \leq M$ for every $t \in\left[t_{0}, t_{1}\right]$ for some $M>0$. Therefore, $\sigma$ is bounded on the whole real line by $\max \{2, M\}$. By the previous theorem, $\sigma$ is discriminatory and by Theorem 2.2.5, $\Sigma_{n}(\sigma)$ is dense in $C\left(I_{n}\right)$.

### 2.2.1 Applications to classification problems

Let $P_{1}, \ldots, P_{k}$ be a partition of $I_{n}$ and $f: I_{n} \rightarrow\{1, \ldots, k\}$ be the function with the property that $f(x)=j$ if and only $x \in P_{j}$. In a physical setting, $I_{n}$ can be viewed as the set consisting of the whole population, whereas each partition $P_{i}$ represents a subgroup of the original population. The function $f$ assigns each individual to his respective group. We are interested in approximating the function $f$ using
neural networks, however Cybenko's theorem is not directly applicable, as such classification functions are always ${ }^{8}$ discontinuous, ${ }^{9}$ unless the partition is trivial.

Approximation of classification functions by neural networks is possible, if one is willing to accept an arbitrarily small but predefined probability $\varepsilon$ of being wrong. Let $\lambda$ be the Lebesgue measure, or any other Borel measure on $I_{n}$. Using Lusin's Theorem, we can approximate any classification function by a continuous function on a compact subset of $I_{n}$ that supports most of the measure $\lambda$.

Theorem 2.2.8 (Lusin): [AB06, Theorem 12.8] Let $(X, \rho)$ be a metric space, $\mu$ a Borel measure on $X$ and $f: X \rightarrow \mathbb{R}$ a measurable function. Then, for every $\varepsilon>0$, there exists a compact set $K \subset X$ such that $\mu\left(K^{c}\right)<\varepsilon$ and the restriction of $f$ on $K$ is continuous

Theorem 2.2.9 (Tietze): [Mun13, Theorem 35.1] Let $(X, \rho)$ be a metric space, $A$ $\subseteq X$ be a closed subset of $X$ and $f: A \rightarrow \mathbb{R}$ be a continuous function. Then there exists a continuous function $\tilde{f}: X \rightarrow \mathbb{R}$ such that $\tilde{f}(a)=f(a)$ for every $a \in A$.

Theorem 2.2.10: Let $\sigma$ be a continuous sigmoidal function and $f$ be a classification function on some finite partition of $I_{n}$. Then for every $\varepsilon>0$, there exists a function G of the form

$$
\begin{equation*}
G(x)=\sum_{j=1}^{N} a_{j} \sigma\left(w_{j}^{\top} x+\theta_{j}\right) \tag{2.2.9}
\end{equation*}
$$

and a compact set $K \subseteq I_{n}$ with $\lambda\left(K^{c}\right)<\varepsilon$, such that $\|G-f\|_{\infty}<\varepsilon$ on $K$.
Proof. By Lusin's theorem, there exists some compact set $K$ with the property that $\lambda\left(K^{c}\right)<\varepsilon$ and the restriction of $f$ on $K$ is continuous. By Tietze's extension theorem, there exists some continuous $h: I_{n} \rightarrow \mathbb{R}$ such that $h(x)=f(x)$ for every $x \in K$. By Theorem 2.2.7, there exists some function $G(x)$ of the form (2.2.9), such that $\|G-h\|_{\infty}<\varepsilon$ on $I_{n}$, thus $|G(x)-f(x)|=|G(x)-h(x)|<\varepsilon$ for every $x \in K$.

The previous theorem can provide us with a classification rule $S$ that is correct with probability $1-\varepsilon$. This rule is classifying a drawn point $x$ according to the closest integer of the value $G(x)$ and may give a wrong classification only when $x \notin K$.

[^6]Corollary 2.2.11: Let $f$ be a classification function on the partition $P_{1}, \ldots, P_{k}$ of $I_{n}$ and suppose that we are sampling according to a Borel probability measure $\lambda$ on $I_{n}$. Then for every $\varepsilon<\frac{1}{2}$, there exists a neural network induced classification rule $S: I_{n} \rightarrow\{1, \ldots, k\}$ which is correct at least $(1-\varepsilon) \%$ of the time.

Proof. Let $\varepsilon<\frac{1}{2}$ and $G, K$ be the function and compact set provided by Theorem 2.2.10 respectively. Suppose that we draw the value $x \in I_{n}$. Let $S(x)$ denote the index which is closer to $G(X)$, namely $S(x)=\arg \min _{j=1, \ldots, k}\{|G(x)-j|\}$. If $x \in K$, then $|G(x)-f(x)|<\varepsilon<\frac{1}{2}$ and $|G(x)-j|>\frac{1}{2}>\varepsilon$ for every $j \neq f(x)$. This implies that $S(x)=f(x)$ for every $x \in K$ and since we are drawing samples from $\lambda$, the probability that a drawn value belongs to $K$, is $\lambda(K)>1-\varepsilon$. So the classification rule $S$ is correct at least $(1-\varepsilon) \%$ of the time.

### 2.2.2 Measurable activation functions

In the case where the function $f$ we are trying to approximate is not continuous, but belongs to some $L_{p}\left(I_{n}\right)$ for $1 \leq p<\infty$, the set $\Sigma_{n}(\sigma)$ is still dense in $L_{p}$ under the $\|\cdot\|_{p}$ norm.

Theorem 2.2.12: Let $1 \leq p<\infty, \lambda$ be the Lebesgue measure, or any other finite Borel measure, on $I_{n}$ and $\sigma$ be a bounded and measurable sigmoidal function. Then the set

$$
\begin{align*}
\Sigma_{n}(\sigma)=\left\{f: I_{n} \rightarrow \mathbb{R}: f(x)=\right. & \sum_{j=1}^{N} a_{j} \sigma\left(w_{j}^{\top} x+\theta_{j}\right): \\
& \left.N \in \mathbb{N}, a_{j} \in \mathbb{R}, w_{j} \in \mathbb{R}^{n}, \theta_{j} \in \mathbb{R}\right\} \tag{2.2.10}
\end{align*}
$$

is dense in $L_{p}$ for every $1 \leq p<\infty$.
Proof. Suppose not. Then $\overline{\Sigma_{n}(\sigma)} \subsetneq L_{p}$. By the Hahn-Banach theorem, there exists some nonzero linear and bounded functional $F: L_{p} \rightarrow \mathbb{R}$ with $F(f)=0$ for every $f \in \Sigma_{n}(\sigma)$. Let $q$ denote the conjugate exponent of $p .{ }^{10}$ By the Riesz Representation Theorem for $L_{p},[R F 10, \S 19.2]^{11}$ there exists an $h \in L_{q}\left(I_{n}\right)$ such that

$$
F(f)=\int_{I_{n}} f(x) h(x) d \lambda(x)
$$

for every $f \in L_{p}\left(I_{n}\right)$. Additionally, the fact that $F$ is zero on $\Sigma_{n}(\sigma)$ implies that

$$
\int_{I_{n}} \sigma\left(w^{\top} x+\theta\right) h(x) d \mu(x)=0
$$

[^7]for every $w \in \mathbb{R}^{n}$ and $\theta \in \mathbb{R}$. Let $v$ be the signed Borel measure induced by $h$, namely $v(A)=\int_{A} h(x) d \lambda(x)$ for every $A \in B\left(I_{n}\right)$. By Hölder's inequality,
\[

$$
\begin{aligned}
|v(A)| & =\left|\int_{A} h(x) d \lambda(x)\right|=\left|\int_{I_{n}} h(x) I_{A}(x) d \lambda(x)\right| \\
& \leq \int_{I_{n}}|h(x)| I_{A}(x) d \lambda(x) \\
& \leq \begin{cases}\|h\|_{p} \lambda(A)^{1 / q}<\infty, & \text { when } p>1, \\
\|h\|_{1} \lambda(A)<\infty, & \text { when } p=1,\end{cases}
\end{aligned}
$$
\]

and in either case $v$ is a finite, Borel signed measure with $\int_{I_{n}} \sigma\left(w^{\top} x+\theta\right) d v(x)=0$ for every $w \in \mathbb{R}^{n}$ and $\theta \in \mathbb{R}$. As we saw earlier, bounded sigmoidal functions are discriminatory, so $v \equiv 0$ and consequently, $F \equiv 0$, a contradiction.

Corollary 2.2.13: Let $f$ be a classification function for the partition $P_{1}, \ldots, P_{k}$ of $I_{n}$ and $\sigma$ be a bounded and measurable sigmoidal function. For every $\varepsilon>0$, there exists a function $G$ of the form

$$
\begin{equation*}
G(x)=\sum_{j=1}^{N} a_{j} \sigma\left(w_{j}^{\top} x+\theta_{j}\right) \tag{2.2.11}
\end{equation*}
$$

and a set $D \subseteq I_{n}$ with $\lambda\left(D^{c}\right)<\varepsilon$ and $\|G-f\|_{\infty}<\varepsilon$ on $D$.
Proof. By the previous theorem, there exists a $G$ of the desired form such that $\|G-f\|_{p}<\varepsilon^{1+1 / p}$. By Markov's Inequality,

$$
\begin{aligned}
P(\{x:|G(x)-f(x)| \geq \varepsilon\}) & =P\left(\left\{x:|G(x)-f(x)|^{p} \geq \varepsilon^{p}\right\}\right) \\
& \leq \frac{\|G-f\|_{p}^{p}}{\varepsilon^{p}}<\frac{\left(\varepsilon^{1+1 / p}\right)^{p}}{\varepsilon^{p}}=\varepsilon,
\end{aligned}
$$

as promised.
As in the continuous case, under the previous assumptions, for every $\varepsilon<\frac{1}{2}$, there always exists a neural network based classification rule that is correct ( $1-$ $\varepsilon) \%$ of the time.

### 2.2.3 Stone - Weierstrass Approximation

As we mentioned in a previous note, in Cybenko's proof one cannot simply apply the Stone-Weierstrass Theorem on the vector space $\Sigma_{n}(\sigma)$ to deduce that it is dense in $C\left(I_{n}\right)$. Let us see why this is the case and how we can modify the set $\Sigma_{n}(\sigma)$ for the Stone-Weierstrass Theorem [AB06, p. 352] to be applicable.

Theorem 2.2.14 (Stone-Weierstrass): Let $X$ be a compact space and A be a subalgebra ${ }^{12}$ of $C(X)$ that separates the points ${ }^{13}$ of $X$ and contains the constant function 1. ${ }^{14}$ Then $A$ is dense in $C(X)$.

It is easy to see that $\Sigma_{n}(\sigma)$ satisfies every condition of the Stone - Weierstrass theorem, except that it may not necessarily be closed under multiplication. As a counterexample, let $n=1$ and $\sigma$ be the function

$$
\sigma(x)= \begin{cases}0, & x \leq 0 \\ x, & x \in(0,1) \\ 1, & x \geq 1\end{cases}
$$

We will show that $\sigma(x)^{2}$ does not belong in $\Sigma_{1}(s)$. Suppose that it does. Then

$$
\sum_{j=1}^{N} a_{j} \sigma\left(w_{j} x+\theta_{j}\right)= \begin{cases}0, & x \leq 0 \\ x^{2}, & x \in(0,1) \\ 1, & x \geq 1\end{cases}
$$

for some $N \in \mathbb{N}, a_{j}, \theta_{j} \in \mathbb{R}$ and $w_{j} \in \mathbb{R}$. For $j=1$ and $I_{0}=[0,1]$, we can pick a subinterval $I_{1} \subseteq I_{0}$ where $\sigma\left(w_{1} x+\theta_{1}\right)$ is either constant, or equal to $w_{1} x+\theta_{1}$. For $j=2$ and the previously chosen $I_{1}$, we can pick a subinterval $I_{2} \subseteq I_{1}$ where $\sigma\left(w_{2} x+\theta_{2}\right)$ is either constant, or equal to $w_{2} x+\theta_{2}$. By proceeding inductively, after $N$ steps we end up with an interval $I$ with the property that for every $j=$ $1, \ldots, N$, the function $\sigma\left(w_{j} x+\theta_{j}\right)$ is either constant, or equal to $w_{j} x+\theta_{j}$ for every $x \in I$. Consequently, if we set $A=\left\{j: \sigma\left(w_{j} x+\theta_{j}\right)=1 \forall x \in I\right\}$ and $B=\left\{j: \sigma\left(w_{j} x+\right.\right.$ $\left.\left.\theta_{j}\right)=w_{j} x+\theta_{j} \forall x \in I\right\}$, we have that

$$
\sum_{j=1}^{N} a_{j} \sigma\left(w_{j} x+\theta_{j}\right)=\sum_{j \in A} a_{j}+\sum_{j \in B} a_{j}\left(w_{j} x+\theta_{j}\right)=x^{2}, \forall x \in I
$$

By the last expression, the polynomials $Q(x)=\sum_{j \in A} a_{j}+\sum_{j \in B} a_{j}\left(w_{j} x+\theta_{j}\right)$ and $P(x)=x^{2}$ are identical on the open interval $I$, thus they must be identical everywhere. ${ }^{15}$ However $P(x)$ is a polynomial of degree two, whereas $Q(x)$ has a degree of at most one, a contradiction.

[^8]Hornik, Stinchcombe and White [HSW89, Theorem 2.1] proved that if we close $\Sigma_{n}(G)$ under multiplication, we can assure that the resulting set will be dense in $C\left(I_{n}\right)$ for any continuous nonconstant function $G$, regardless of $G$ being sigmoidal or not:

Definition 2.2.15: For $G: \mathbb{R} \rightarrow \mathbb{R}$ measurable, we define $\Sigma \Pi_{n}(G)$ as

$$
\begin{aligned}
\Sigma \Pi_{n}(G)=\left\{f: I_{n} \rightarrow \mathbb{R}: f(x)=\right. & \sum_{j=1}^{N} a_{j} \prod_{k=1}^{l_{j}} G\left(y_{j, k}^{\top} x+\theta_{j, k}\right): \\
& \left.N, l_{j} \in \mathbb{N}, a_{j}, \theta_{j, k} \in \mathbb{R}, y_{j, k} \in \mathbb{R}^{n}\right\}
\end{aligned}
$$

Theorem 2.2.16: If $G: \mathbb{R} \rightarrow \mathbb{R}$ is continuous and nonconstant, then $\Sigma \Pi_{n}(G)$ is dense in $C\left(I_{n}\right)$.

Proof. Let

$$
f(x)=\sum_{j=1}^{N} a_{j} \prod_{k=1}^{l_{j}} G\left(y_{j, k}^{\top} x+\theta_{j, k}\right), \text { and } g(x)=\sum_{j=1}^{\tilde{N}} \tilde{a}_{j} \prod_{k=1}^{\tilde{l}_{j}} G\left(\tilde{y}_{j, k}^{\top} x+\tilde{\theta}_{j, k}\right)
$$

be two elements in $\Sigma \Pi_{n}(G)$. Their product can be written as

$$
\begin{aligned}
f(x) g(x) & =\sum_{j=1}^{N} a_{j} \prod_{k=1}^{l_{j}} G\left(y_{j, k}^{\top} x+\theta_{j, k}\right) \cdot \sum_{j=1}^{\tilde{N}} \tilde{a}_{j} \prod_{k=1}^{\tilde{l}_{j}} G\left(\tilde{y}_{j, k}^{\top} x+\tilde{\theta}_{j, k}\right) \\
& =\sum_{j=1}^{N} \sum_{i=1}^{\tilde{N}} a_{j} \tilde{a}_{i} \prod_{k=1}^{l_{j}} G\left(y_{j, k}^{\top} x+\theta_{j, k}\right) \cdot \prod_{k=1}^{\tilde{l}_{i}} G\left(\tilde{y}_{i, k}^{\top} x+\tilde{\theta}_{i, k}\right) \\
& =\sum_{j=1}^{N} \sum_{i=1}^{\tilde{N}} a_{j} \tilde{a}_{i} \prod_{k=1}^{l_{j}+\tilde{l}_{i}} G\left(z_{i, j, k}^{\top} x+\rho_{i, j, k}\right)
\end{aligned}
$$

where $z_{i, j, k}=y_{j, k}$ when $k=1, \ldots, l_{j}$ and $z_{i, j, k}=\tilde{y}_{i, k}$ when $k=l_{j}+i$ for $i=$ $1, \ldots, \tilde{l}_{i}$. The $\rho$ 's are defined in a similar manner. Clearly $f g$ belongs in $\Sigma \Pi_{n}(G)$, so $\Sigma \Pi_{n}(G)$ is an algebra.

Let $x_{0}=\left(x_{1}, \ldots, x_{n}\right) \in I_{n}$. Since $G$ is nonconstant, there exist $t_{1} \neq t_{2} \in \mathbb{R}$ such that $G\left(t_{1}\right) \neq G\left(t_{2}\right)$. Pick $w=(1, \ldots, 1) \in \mathbb{R}^{n}$ and set $b_{1}=t_{1}-\sum_{i=1}^{n} x_{i}$ and $b_{2}=$ $t_{2}-\sum_{i=1}^{n} x_{i}$. Then

$$
G\left(w^{\top} x+b_{1}\right)=G\left(t_{1}\right) \neq G\left(t_{2}\right)=G\left(w^{\top} x+b_{2}\right)
$$

so the functions $s_{1}(x)=G\left(w^{\top} x+b_{1}\right)$ and $s_{2}(x)=G\left(w^{\top} x+b_{2}\right)$ separate $x_{0}$. Finally, for $w=(0, \ldots, 0)$ and $\theta_{0}$ such that $G\left(\theta_{0}\right) \neq 0$, the constant function $G\left(\theta_{0}\right)$ belongs to $\Sigma \Pi_{n}(G)$, along with its scalar products. In particular, so does $\mathbf{1}=\frac{1}{G\left(\theta_{0}\right)} \cdot G\left(\theta_{0}\right)$. By the Stone-Weierstrass Theorem we conclude that $\Sigma \Pi_{n}(G)$ is dense in $C\left(I_{n}\right)$.

### 2.3 Approximation using nonpolynomial activation functions

Cybenko's Theorem has been improved upon, both by relaxing its assumptions and by strengthening its conclusions. Chen, Chen and Liu [CCL91] presented an alternative proof of Cybenko's theorem in which the approximation was constructed explicitly, as opposed to the original one which was purely existential. Kurt Hornik [Hor91] relaxed the assumption that $\sigma$ should be a sigmoidal function and showed that every continuous nonconstant function $\sigma$ gives rise to a dense set $\Sigma_{n}(\sigma)$ :

Theorem 2.3.1: If $\psi$ is continuous, bounded and nonconstant, then $\Sigma_{n}(\psi)$ is dense in $C(X)$ for every compact set $X \subseteq \mathbb{R}^{n}$.

The proof relies on the same ideas, however its implementation is not as straightforward. ${ }^{16}$ Leshno, Lin, Pinkus and Schocken [LLPS93] improved Hornik's result by showing that, essentially, a function $\phi$ has the property that $\Sigma_{n}(\phi)$ is dense in $C(X)$ for every compact $X \subseteq \mathbb{R}^{n}$, if and only if $\phi$ is not equal to a polynomial almost everywhere. We devote the rest of the section to their proof.

First let us fix some terminology. Let $\Omega \subseteq \mathbb{R}^{n}$. The space $L^{\infty}(\Omega)$ contains all the measurable functions $f: \Omega \rightarrow \mathbb{R}$ for which there exists some $M>0$ such that $|f(x)| \leq M$ for almost every $x \in \Omega$. When $\Omega \subseteq \mathbb{R}^{n}$ is open, we define $L_{\text {loc }}^{\infty}(\Omega)$, as the space which contains the measurable functions $f$ for which $f \in L^{\infty}(K)$ for every compact $K \subseteq \Omega$. In particular, $C\left(\mathbb{R}^{n}\right) \subseteq L_{\text {loc }}^{\infty}\left(\mathbb{R}^{n}\right)$, as every continuous function is bounded on compact sets.
We will say that a subset $F \subseteq L_{\text {loc }}^{\infty}\left(\mathbb{R}^{n}\right)$ is dense in $C\left(\mathbb{R}^{n}\right)$, if its closure with respect to the compact topology ${ }^{17}$ contains $C\left(\mathbb{R}^{n}\right)$, that is, $C\left(\mathbb{R}^{n}\right) \subseteq \bar{F}$. We use $M$ to denote the set of functions in $L_{\text {loc }}^{\infty}(\mathbb{R})$ with the property that the closure of the set of their discontinuity points has measure zero,

$$
\begin{equation*}
M=\left\{f \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{n}\right): \lambda\left(\overline{A_{f}}\right)=0\right\} \tag{2.3.1}
\end{equation*}
$$

Any such function $\sigma \in M$ induces a family of functions from $\mathbb{R}^{n}$ to $\mathbb{R}$, exactly as in the case of Cybenko's theorem:

$$
\Sigma_{n}(\sigma)=\operatorname{span}\left\{f: \mathbb{R}^{n} \rightarrow \mathbb{R}: f(x)=\sigma\left(w^{\top} x+\theta\right) \text { for } w \in \mathbb{R}^{n}, \theta \in \mathbb{R}\right\}
$$

Leshno et. al proved that for a function $\sigma \in M$, the set $\Sigma_{n}(\sigma)$ is dense in $C\left(\mathbb{R}^{n}\right)$ if and only if $\sigma$ is not a polynomial. We will use a series of lemmas that simplify the proof significantly:

[^9]Lemma 2.3.2: If $\sigma \in M$ is not a polynomial and $\Sigma_{1}(\sigma)$ is dense in $C(\mathbb{R})$, then $\Sigma_{n}(\sigma)$ is dense in $C\left(\mathbb{R}^{n}\right)$ for every $n \in \mathbb{N}$.

Proof. The subspace

$$
V=\operatorname{span}\left\{f_{a, y}: \mathbb{R}^{n} \rightarrow \mathbb{R}: f_{a, y}(x)=g\left(a^{\top} x\right) \text { for some } g \in C(\mathbb{R}), a \in \mathbb{R}^{n}\right\}
$$

is dense in $C\left(\mathbb{R}^{n}\right)$. Indeed, as mentioned in [Pin99], by picking $g(x)=e^{x}$, we have that the vector space

$$
A=\operatorname{span}\left\{h_{a}: \mathbb{R}^{n} \rightarrow \mathbb{R}: h_{a}(x)=e^{a^{\top} x} \text { for some } a \in \mathbb{R}^{n}\right\}
$$

is contained in $V$. Additionally, it is easy to see that $A$ is a subalgebra of $C\left(\mathbb{R}^{n}\right)$ that satisfies the assumptions of the Stone-Weierstrass theorem, thus $\bar{A}=C(K)$ for every compact $K \subseteq \mathbb{R}^{n}$, and the same must hold for $\bar{V}$.

Suppose that $\Sigma_{1}(\sigma)$ is dense in $C(\mathbb{R})$. Let $g \in C\left(\mathbb{R}^{n}\right), K \subseteq \mathbb{R}^{n}$ be a compact set and $\varepsilon>0$. Since $\bar{V}=C(K)$, there exists an $h$ of the form $h(x)=\sum_{i=1}^{m} f_{i}\left(a_{i}^{\top} x\right)$, such that $\|h-g(x)\|_{\infty}<\frac{\varepsilon}{2}$ on $K$, where $f_{i} \in C(K)$ and $a_{i} \in \mathbb{R}^{n}$. The functions $\lambda_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined as $\lambda_{i}(x)=a_{i}^{\top} x$ are continuous, ${ }^{18}$ so there exist $M_{i}>0$ such that $\left|\lambda_{i}(x)\right| \leq M_{i}\|x\|$ for every $x \in \mathbb{R}^{n}$ and for $i=1, \ldots, m$. Since $K$ is compact, there exists some $M>0$ such that $\|x\| \leq M$ for every $x \in K$, therefore there exist $M_{i}^{\prime}$ such that $\left|\lambda_{i}(x)\right| \leq M_{i}^{\prime}$ for every $x \in K$ and for $i=1, \ldots, m$. This implies that there exist intervals $I_{i}=\left[a_{i}, b_{i}\right]$ such that $a_{i}^{\top} x \in I_{i}$ for every $x \in K$ and $i=1, \ldots, m$.

By setting $y=a_{i}^{\top} x$ we observe that $f_{i}\left(a_{i}^{\top} x\right)=f_{i}(y)$ for some $y \in I_{i}$. Since $\Sigma_{1}(\sigma)$ is dense, there exist $G_{i} \in \Sigma_{1}(\sigma)$ such that $\left\|G_{i}-f_{i}\right\|_{\infty}<\frac{\varepsilon}{2 m}$ on $I_{i}$. By the triangle inequality,

$$
\begin{aligned}
\left\|g-\sum_{i=1}^{m} G_{i}\right\|_{\infty} & \leq\|g-h\|_{\infty}+\left\|h-\sum_{i=1}^{m} G_{i}\right\|_{\infty} \\
& \leq \frac{\varepsilon}{2}+\left\|\sum_{i=1}^{m} f_{i}\left(a_{i}^{\top} x\right)-\sum_{i=1}^{m} G_{i}(x)\right\|_{\infty} \\
& \leq \frac{\varepsilon}{2}+\sum_{i=1}^{m} \frac{\varepsilon}{2 m}=\varepsilon
\end{aligned}
$$

on $K$.
Lemma 2.3.3: If $\sigma \in M$ is a nonpolynomial smooth function, then $\Sigma_{1}(\sigma)$ is dense in $C(\mathbb{R})$.

Proof. For every $w, h$ and $\theta \in \mathbb{R}$, the function $h=h_{w, h, \theta}$ defined as

$$
h(x)=\frac{\sigma((w+h) x+\theta)-\sigma(w x+\theta)}{h}
$$

[^10]belongs in $\Sigma_{1}(\sigma)$, and consequently $x^{k} \sigma(w x+\theta)=\frac{d^{k} \sigma(w x+\theta)}{d w^{k}}$ belongs in $\overline{\Sigma_{1}(\sigma)}$ for every $k \in \mathbb{N}$. As $\sigma$ is nonpolynomial, for every $k$ there exists a $\theta_{k}$ such that $\sigma^{(k)}\left(\theta_{k}\right) \neq 0$. By setting $w=0$ and $\theta=\theta_{k}$, we obtain that $\lambda_{k}(x)=x^{k} \sigma\left(\theta_{k}\right) \in \overline{\Sigma_{1}(\sigma)}$, which implies that $\overline{\Sigma_{1}(\sigma)}$ contains all polynomials, thus it is dense in $C(\mathbb{R})$.

Theorem 2.3.4 (Dini's Theorem): [AB06, Theorem 2.66] If a decreasing sequence of continuous functions converges pointwise on a compact set to some continuous function, then the convergence is uniform.

Lemma 2.3.5: Suppose that $\sigma \in M$. Then $\sigma * \phi \in \overline{\Sigma_{1}(\sigma)}$ for every $\phi \in C_{C}^{\infty}(\mathbb{R})$, where $C_{C}^{\infty}(\mathbb{R})$ denotes the space of smooth real functions with compact support, whereas $(\sigma * \phi)(x)=\int_{\mathbb{R}} \sigma(x-y) \phi(y) d y$ is the convolution of the functions $\sigma$ and $\phi$.

Proof. We will prove the lemma in the simpler case where $\sigma$ is additionally assumed to be continuous. For the general case, see [LLPS93, Step 4, pp.864-865]. Let $\phi$ be a smooth function with a compact support $K$ and pick a compact interval $I=[a, b]$ that contains $K$. We create a sequence of partitions $\left(P_{n}\right)_{n}$ of $I$ as follows: The first partition $P_{1}=\{I\}$ contains only $I$. The second one contains the two intervals $I_{1}=[a, a+\delta / 2], I_{2}=[a+\delta / 2, b]$, where $\delta=b-a$. Similarly, $P_{3}$ contains 4 intervals, the first two of which split $I_{1}$ in half, whilst the last two split $I_{2}$. We proceed inductively.

For every partition $P_{n}=\left\{I_{1}, \ldots, I_{2^{n}}\right\}$ we define $s_{n}$ as: ${ }^{19}$

$$
s_{n}(x)=\sum_{i=1}^{2^{n}} \max _{y \in \bar{I}_{i}}\{\sigma(x-y) \phi(y)\} \lambda\left(I_{i}\right) .
$$

By the way $\left(P_{n}\right)_{n}$ was constructed, we have that $\left(s_{n}\right)_{n}$ is a decreasing sequence of continuous ${ }^{20}$ functions that converges pointwise to the continuous function $\sigma * \phi$. Additionally, the convergence is uniform on compact sets by Dini's Theorem. Since each $s_{n}$ belongs to $\Sigma_{1}(\sigma)$, we conclude that their limit $\sigma * \phi$ belongs to $\overline{\Sigma_{1}(\sigma)}$.

Lemma 2.3.6: Let $\sigma \in M$ and $f \in \overline{\Sigma_{1}(\sigma)}$. Then $\overline{\Sigma_{1}(f)} \subseteq \overline{\Sigma_{1}(\sigma)}$.
Proof. Let $\sigma$ and $f$ as in the statement above and $\varepsilon>0$. There exists some $G \in$ $\Sigma_{1}(\sigma)$, which has the form $G(x)=\sum_{i=1}^{m} a_{i} \sigma\left(w_{i} x+\theta_{i}\right)$, with the property that $\sup _{K \subseteq \mathbb{R}}$ compact $\|f-G\|_{\infty}<\varepsilon$. For every $w, \theta \in \mathbb{R}$, the function $\tilde{f}(x)=f(w x+\theta)$ also belongs to $\overline{\Sigma_{1}(\sigma)}$ : If $w=0$, the claim is trivial. For $w \neq 0$, let $\tilde{G}(x)=G(w x+\theta)$ and $K \subseteq \mathbb{R}$ compact. Then

$$
\sup \{|\tilde{f}(x)-\tilde{G}(x)|: x \in K\}=\sup \{|f(w x+\theta)-G(w x+\theta)|: x \in K\}
$$

[^11]$$
=\sup \{|f(y)-G(y)|: y \in w K+\theta\}<\varepsilon
$$
since the set $w K+\theta$ is compact. The claim we just proved, implies that $\Sigma_{1}(f) \subseteq$ $\overline{\Sigma_{1}(\sigma)}$, so $\overline{\Sigma_{1}(f)} \subseteq \overline{\Sigma_{1}(\sigma)}$ as promised.

Remark 2.3.7: An obvious consequence of the previous lemma is that if $f \in$ $\overline{\Sigma_{1}(\sigma)}$ is such that $\Sigma_{1}(f)$ is dense in $C(\mathbb{R})$, then so is $\Sigma_{1}(\sigma)$.

Lemma 2.3.8: Let $\sigma \in M$ such that for some $\phi \in C_{C}^{\infty}(\mathbb{R})$ their convolution $\sigma * \phi$ is not a polynomial. Then $\Sigma_{1}(\sigma)$ is dense in $C(\mathbb{R})$.

Proof. By [AF03, pp. 29-31], $\sigma * \phi \in C^{\infty}(\mathbb{R})$. Since $\sigma * \phi$ is not a polynomial, it is dense in $C(\mathbb{R})$ by Lemma 2.3.3. Additionally, Lemma 2.3.5 asserts that $\sigma * \phi \in$ $\bar{\Sigma}_{1}(\sigma)$, thus $\Sigma_{1}(\sigma)$ is dense in $C(\mathbb{R})$ by Remark 2.3.7.

Lemma 2.3.9: Let $\sigma \in M$ such that for every $\phi \in C_{C}^{\infty}(\mathbb{R})$, their convolution $\sigma * \phi$ is a polynomial. Then, there exists an $m \in \mathbb{N}$ such that $\sigma * \phi$ is a polynomial of degree at most $m$ for every $\phi \in C_{C}^{\infty}(\mathbb{R})$.

Proof. Let $C_{C}^{\infty}[a, b]$ denote the set of smooth functions supported on the interval [ $a, b]$ and suppose that $\sigma * \phi$ is a polynomial for every $\phi \in C_{C}^{\infty}([a, b])$. The space $C_{C}^{\infty}[a, b]$ is equipped with the following metric:

$$
\begin{equation*}
\rho(f, g)=\sum_{i=0}^{\infty} \frac{1}{2^{i}} \frac{\|f-g\|_{i}}{1+\|f-g\|_{i}} \tag{2.3.2}
\end{equation*}
$$

where $\|f\|_{i}=\sum_{j=0}^{i} \sup _{x \in[a, b]}\left|f^{(j)}(x)\right|$. It is easy to see that $\left(C_{C}^{\infty}([a, b]), \rho\right)$ is a Fréchet space. ${ }^{21}$

$$
V_{k}=\left\{\phi \in C_{C}^{\infty}([a, b]): \sigma * \phi \text { is a polynomial of degree at most } k\right\} .
$$

Clearly, $V_{k}$ is a closed subspace of $C_{C}^{\infty}([a, b])$ for every $k$ : Let $\left(\phi_{n}\right)_{n}$ be a sequence in $V_{k}$ that converges to some $\phi \in C_{C}^{\infty}([a, b])$. Then

$$
\begin{aligned}
\rho\left(\sigma * \phi_{n}, \sigma * \phi\right) & =\sum_{i=0}^{\infty} \frac{1}{2^{i}} \frac{\left\|\sigma * \phi_{n}-\sigma * \phi\right\|_{i}}{1+\left\|\sigma * \phi_{n}-\sigma * \phi\right\|_{i}} \\
& =\sum_{i=0}^{k} \frac{1}{2^{i}} \frac{\left\|\sigma * \phi_{n}-\sigma * \phi\right\|_{i}}{1+\left\|\sigma * \phi_{n}-\sigma * \phi\right\|_{i}}+\sum_{i=k+1}^{\infty} \frac{1}{2^{i}} \frac{\left\|\sigma * \phi_{n}-\sigma * \phi\right\|_{i}}{1+\left\|\sigma * \phi_{n}-\sigma * \phi\right\|_{i}} .
\end{aligned}
$$

For $i>k$, we have that

$$
\begin{aligned}
\left\|\sigma * \phi_{n}-\sigma * \phi\right\|_{i}= & \sum_{j=0}^{k} \sup _{x \in[a, b]}\left|\left(\sigma * \phi_{n}\right)^{(j)}(x)-(\sigma * \phi)^{(j)}(x)\right|+ \\
& \sum_{j=k+1}^{i} \sup _{x \in[a, b]}\left|(\sigma * \phi)^{(j)}(x)\right|
\end{aligned}
$$

[^12]as $\left(\sigma * \phi_{n}\right)^{(l)} \equiv 0$ for every $l \geq k$. Since $\left(\rho\left(\phi_{n}, \phi\right)\right)_{n}$ converges to zero and the sum $\sum_{j=k+1}^{i} \sup _{x \in[a, b]}\left|(\sigma * \phi)^{(j)}(x)\right|$ is independent of $n$, for every $i \geq k+1$ we have that $\left\|(\sigma * \phi)^{(i)}\right\|=0$, so $\sigma * \phi$ has a degree of at most $k$.

By our assumption, $C_{C}^{\infty}([a, b])=\cup_{k=0}^{\infty} V_{k}$, and since $\left(C_{C}^{\infty}([a, b]), \rho\right)$ is complete, by Baire's Category Theorem [Arg11, Theorem 8.18], ${ }^{22}$ there exists some $m \in \mathbb{N}$ such that $V_{m}$ has a nonempty interior. Since $V_{m}$ is a subspace of a topological vector space with a nonempty interior, we conclude that it has to be equal to the whole space, ${ }^{23} V_{m}=C_{C}^{\infty}([a, b])$.

So, the claim has been proven regarding the space $C_{C}^{\infty}([a, b])$. The next step is to show that $V_{m}=C_{C}^{\infty}(I)$ for every closed interval $I$ of length equal to $b-a$. This means that the same $m$ works for all intervals of the given length $b-a$. Suppose that $\sigma * \phi$ is a polynomial for every $\phi \in C_{c}^{\infty}\left[a^{\prime}, b^{\prime}\right]$, where $b^{\prime}-a^{\prime}=b-a$. The function $\tilde{\sigma}$ defined as $\tilde{\sigma}(x)=\sigma\left(x-a+a^{\prime}\right)$, also belongs to $M$. Additionally, for every $\phi \in C_{C}^{\infty}[a, b]$, the function $\tilde{\phi}$ defined as $\tilde{\phi}(x)=\phi\left(x-a^{\prime}+a\right)$, belongs to $C_{C}^{\infty}\left[a^{\prime}, b^{\prime}\right]$.

Let $\phi \in C_{C}^{\infty}[a, b]$. Then

$$
\begin{aligned}
(\tilde{\sigma} * \phi)(x) & =\int_{a}^{b} \tilde{\sigma}(x-y) \phi(y) d y=\int_{a^{\prime}}^{b^{\prime}} \tilde{\sigma}\left(x+a^{\prime}-a-z\right) \phi\left(z-a^{\prime}+a\right) d z \\
& =\int_{a^{\prime}}^{b^{\prime}} \sigma(x-z) \tilde{\phi}(z) d z=(\sigma * \tilde{\phi})(x)
\end{aligned}
$$

where $\tilde{\phi} \in C_{C}^{\infty}\left[a^{\prime}, b^{\prime}\right]$, and by our assumption the latter is a polynomial. We proved that $\tilde{\sigma} * \phi$ is a polynomial for every $\phi \in C_{C}^{\infty}[a, b]$, thus by the previous step, $\tilde{\sigma}$ is a polynomial of degree at most $m$ and so is $\sigma$, being just a translation of $\tilde{\sigma}$.

For the final step, suppose that $\sigma * \phi$ is a polynomial for every $\phi \in C_{c}^{\infty}[c, d]$, where $d-c$ is arbitrary. We cover $[c, d]$ by finitely many closed intervals $[c, d]=$ $\cup_{i=1}^{N} I_{i}$, each having length $\lambda\left(I_{i}\right)=b-a$. On each $I_{i}$ we define a $\phi_{i} \in C_{C}^{\infty}\left(I_{i}\right)$ such that $\phi=\sum_{i=1}^{N} \phi_{i}$. Then $\sigma * \phi=\sum_{i=1}^{N} \sigma * \phi_{i}$ and by the previous step, each $\sigma * \phi_{i}$ is a polynomial of degree at most $m$.

Lemma 2.3.10: If $\sigma \in M$ and $\sigma * \phi$ is a polynomial of degree at most $m$ for every $\phi \in C_{C}^{\infty}(\mathbb{R})$, then $\sigma$ is itself a polynomial of degree at most $m$.

Proof. For every $\phi \in C_{C}^{\infty}(\mathbb{R})$,

$$
0=(\sigma * \phi)^{(m+1)}(x)=\int \sigma^{(m+1)}(x-y) \phi(y) d y=-\int \sigma(x-y) \phi^{(m+1)}(y) d y
$$

By [Fri63, pp. 57-59], we conclude that $\sigma$ is a polynomial of degree at most $m$.

[^13]We can now establish their result:
Theorem 2.3.11: Let $\sigma \in M$. The set $\Sigma_{n}(\sigma)$ is dense in $C\left(\mathbb{R}^{n}\right)$ if and only if $\sigma$ is not a polynomial.

Proof. If $\sigma$ is a polynomial of degree $k$, then for every $w \in \mathbb{R}^{n}$ and $\theta \in \mathbb{R}$, the function $\sigma\left(w^{\top} x+\theta\right)$ is a polynomial of degree at most $k$, and so is $\sum_{i=1}^{m} a_{i} \sigma\left(w_{i}^{\top} x+\right.$ $\theta_{i}$ ) for every $m, a_{i}, w_{i}$ and $\theta_{i}$. This implies that $\langle\Sigma(\sigma)\rangle \subseteq P_{k}$, where $P_{k}$ is the space of all polynomials of degree at most $k$. Let $K \subseteq \mathbb{R}^{n}$ be a compact set. Then

$$
\overline{\left\langle\Sigma(\sigma)_{\mid K}\right\rangle} \subseteq \overline{P_{k \mid K}}=P_{k \mid K} \subsetneq C(K)
$$

since the space $P_{k \mid K}$ of polynomials in $K$ of degree at most $k$, is a finite dimensional subspace of $C(K)$ and thus closed [Arg04, Corollary 2.10] in it.

Conversely, suppose that $\sigma$ is not a polynomial. In view of Lemma 2.3.9, $\sigma * \phi$ cannot be a polynomial for every $\phi \in C_{C}^{\infty}(\mathbb{R})$. Therefore, there exists some $\phi \in$ $C_{C}^{\infty}(\mathbb{R})$ such that $\sigma * \phi$ is not a polynomial. By Lemma 2.3.8, we have that $\Sigma_{1}(\sigma)$ is dense in $C(\mathbb{R})$, and by Lemma 2.3.2 we conclude that $\Sigma_{n}(\sigma)$ is dense in $C\left(\mathbb{R}^{n}\right)$ for every $n$.

### 2.4 A constructive approach for the universal approximation

As mentioned before, all the universal approximation proofs we presented so far were purely existential. In this section we study an algorithm, ${ }^{24}$ proposed by Kwok and Yeung [KY97], that constructs this approximation for functions $f$ that belong to $L_{2}(X)$ for some compact $X \subseteq \mathbb{R}^{n}$. The approximation functions used to approach $f$ belong to some set $\Gamma$ with the property that $\overline{\operatorname{span} \Gamma}=L_{2}(X)$. For example, $\Gamma$ could contain functions of the form

$$
\left\{f: \mathbb{R}^{n} \rightarrow \mathbb{R}: f(x)=\sigma\left(w^{\top} x+\theta\right) \text { for } w \in \mathbb{R}^{n}, \theta \in \mathbb{R}\right\}
$$

for some nonpolynomial continuous function, which were proven to share this property during the previous section. However, exact knowledge of the functions contained in $\Gamma$ is not necessary for their construction to work. In a purely mathematical formulation, we can state the problem as follows:

Problem 2.4.1: Let $X \subseteq \mathbb{R}^{d}$ be a compact set and let $\Gamma \subseteq L_{2}(X)$ be a set with the property that its span is dense in $L_{2}(X)$. Suppose that $f \in L_{2}(X)$. Construct a sequence $\left(f_{n}\right)_{n}$ in span $\Gamma$ such that $f_{n} \rightarrow f$.

The main idea behind the algorithm is easily explained: Suppose that after the $n$-th step, we have decided that the functions $g_{1}, \ldots, g_{n} \in \Gamma$ should appear in our representation of $f_{n}$, namely $f_{n} \in \operatorname{span}\left\{g_{1}, \ldots, g_{n}\right\}=: F_{n}$. In order to determine the coefficients $\beta_{i}$ that will appear in the linear combination $f_{n}=\sum_{i=1}^{n} \beta_{i} g_{i}$, we

[^14]take $f_{n}$ to be equal to the projection of $f$ on $F_{n}$. We can compute the coefficients of $f_{n}=\sum_{i=1}^{n} \lambda_{i} e_{i}$ with respect to an orthonormal basis $\left(e_{i}\right)_{i=1}^{n}$ of $F_{n}$ (Proposition A.3.9), and then rewrite $f_{n}$ in terms of the $g_{i}$ 's. ${ }^{25}$ By taking the projection, we can assure that $f_{n}$ is the element of $F_{n}$ which minimizes the distance between $f$ and $F_{n}$. In a sense, $f_{n}$ is the closest representative of $F_{n}$ to the real function $f$.

To determine the next element $g_{n+1}$ to be added to the set $\left\{g_{1}, \ldots, g_{n}\right\}$, we minimize the residual error $\left\|f-\left(f_{n-1}+\beta g\right)\right\|$ over every $\beta \in \mathbb{R}$ and $g \in \Gamma$. We add the minimizer $g_{n}$ to our set, $F_{n+1}=\operatorname{span}\left\{g_{1}, \ldots, g_{n}, g_{n+1}\right\}$ on which we once again take the projection of $f$, and so on. During each iteration, the set $\left\{g_{1}, \ldots, g_{n}\right\}$ is enriched, and additionally, the coefficients of each $g_{i}$ are recalculated so as to minimize the residual error.

Lemma 2.4.2: For a fixed $g \in \Gamma$, the expression $\left\|f-\left(f_{n-1}+\beta g\right)\right\|$ attains its minimum $m$ for $\beta^{*}=\frac{\left\langle e_{n-1}, g\right\rangle}{\|g\|^{2}}$. Additionally, this minimum is equal to $m=\left\|e_{n-1}\right\|^{2}-$ $2 \frac{\left\langle e_{n-1}, g\right\rangle^{2}}{\|g\|^{2}}$.

Proof. The minimum $m$ of the expression $\left\|f-\left(f_{n-1}+\beta g\right)\right\|$ with respect to $\beta$ is equal to the distance between the element $f-f_{n-1}$ and the closed subspace generated by $g, F=\langle g\rangle$, and according to the relevant theory (see Proposition A.3.9), $m$ is achieved at the projection $P_{F}\left(e_{n-1}\right)$ of $e_{n-1}=f-f_{n-1}$ to $F$. The space $F$ is spanned by the unit vector $\frac{g}{\|g\|}$, so this projection is equal to

$$
P_{F}\left(e_{n-1}\right)=\left\langle e_{n-1}, \frac{g}{\|g\|}\right\rangle \frac{g}{\|g\|}=\frac{\left\langle e_{n-1}, g\right\rangle}{\|g\|^{2}} g
$$

which implies that $\beta^{*}=\frac{\left\langle e_{n-1}, g\right\rangle}{\|g\|^{2}}$ is the unique minimizer of the expression in question.

For the additional part, the distance $d\left(e_{n-1}, F\right)$ between $e_{n-1}$ and $F$ satisfies

$$
\begin{align*}
d\left(e_{n-1}, F\right)^{2} & =\left\|e_{n-1}-\frac{\left\langle e_{n-1}, g\right\rangle}{\|g\|^{2}} g\right\|^{2} \\
& =\left\|e_{n-1}\right\|^{2}+\frac{\left\langle e_{n-1}, g\right\rangle^{2}}{\|g\|^{4}}\|g\|^{2}-2 \frac{\left\langle e_{n-1}, g\right\rangle^{2}}{\|g\|^{2}} \\
& =\left\|e_{n-1}\right\|^{2}-\frac{\left\langle e_{n-1}, g\right\rangle^{2}}{\|g\|^{2}} \tag{2.4.1}
\end{align*}
$$

as promised.
By Lemma 2.4.2, given that we have constructed $f_{n-1}$ and the corresponding error $e_{n-1}=f-f_{n-1}$, in order to minimize the expression $\left\|e_{n-1}-\beta g\right\|$ over all $\beta \in \mathbb{R}$ and $g \in \Gamma$, we need to minimize (2.4.1), or equivalently, to compute the

[^15]$\arg \max _{g \in \Gamma}\left\{\frac{\left\langle e_{n-1}, g\right\rangle^{2}}{\|g\|^{2}}\right\}$. The lack of any analytical structure on $\Gamma$ excludes, in general, the possibility for this maximum to exist, however we can settle with less: By the Cauchy - Schwarz inequality, the set $\left\{\frac{\left\langle e_{n-1}, g\right\rangle^{2}}{\|g\|^{2}}: g \in \Gamma\right\}$ is bounded by $\left\|e_{n-1}\right\|^{2}$, so its supremum, say $M_{n}$, is finite, and picking a $g_{n}$ such that $\frac{\left\langle e_{n-1}, g_{n}\right\rangle^{2}}{\left\|g_{n}\right\|^{2}}$ is larger than $M_{n} / 2$ suffices for the proposed algorithm to converge.

## The Kwok-Yeung Algorithm

Step 1 Initialize with $f_{0}=0$ and $e_{0}=f-f_{0}=f$.
STEP 2 Suppose that $f_{n-1}=\sum_{i=1}^{n-1} \beta_{i}^{n-1} g_{i}$ has been constructed, with each $g_{i} \in \Gamma$. Set $e_{n-1}=f-f_{n-1}, M_{n}=\sup _{g \in \Gamma}\left\{\frac{\left\langle e_{n-1}, g\right\rangle^{2}}{\|g\|^{2}}\right\}$ and pick some $g_{n} \in \Gamma$ such that $\frac{\left\langle e_{n-1}, g_{n}\right\rangle^{2}}{\left\|g_{n}\right\|^{2}}>\frac{M_{n}}{2}$.
STEP 3 Set $\beta_{n}^{n-1}=\frac{\left\langle e_{n-1}, g_{n}\right\rangle}{\left\|g_{n}\right\|^{2}}, F_{n}=\operatorname{span}\left\{g_{1}, \ldots, g_{n}\right\}$ and $\tilde{f}_{n}=f_{n-1}+\beta_{n}^{n-1} g_{n}=$ $\sum_{i=1}^{n-1} \beta_{i}^{n-1} g_{i}+\beta_{n}^{n-1} g_{n}$.

STEP 4 Project $f$ to the closed subspace $F_{n}$, to obtain an $f_{n}=\sum_{i=1}^{n} \beta_{i}^{n} g_{i}$.
Step 5 Go to Step 2.
Table 1: The Kwok-Yeung Algorithm [KY97].

Theorem 2.4.3: The sequence $\left(f_{n}\right)_{n}$ constructed by the Kwok-Yeung algorithm converges to $f$.

Proof. Let $\tilde{f}_{n} \in F_{n}$ as defined in Step 3 of the Algorithm. Since $f_{n}$ is the projection of $f$ on $F_{n}$, we have that $\left\|f-f_{n}\right\| \leq\left\|f-\tilde{f}_{n}\right\|$. Therefore,

$$
\begin{align*}
\left\|e_{n-1}\right\|^{2}-\left\|e_{n}\right\|^{2} & =\left\|f-f_{n-1}\right\|^{2}-\left\|f-f_{n}\right\|^{2} \\
& \geq\left\|f-f_{n-1}\right\|^{2}-\left\|f-\tilde{f}_{n}\right\|^{2} \\
& =\left\|e_{n-1}\right\|^{2}-\left\|\tilde{e}_{n}\right\|^{2}, \tag{2.4.2}
\end{align*}
$$

where $e_{n-1}=f-\sum_{i=1}^{n-1} \beta_{i}^{n-1} g_{i}$ and $\tilde{e}_{n}=f-\sum_{i=1}^{n-1} \beta_{i}^{n-1} g_{i}-\beta_{n}^{n-1} g_{n}$. Since $\tilde{e}_{n} \perp g_{n}$ and $\tilde{e}_{n}=e_{n-1}-\beta_{n}^{n-1} g_{n-1}$, we have that $\tilde{e}_{n} \perp \tilde{e}_{n}-e_{n-1}$, so by the Pythagorean Theorem,

$$
\left\|e_{n-1}\right\|^{2}=\left\|\tilde{e}_{n}+e_{n-1}-\tilde{e}_{n}\right\|^{2}=\left\|\tilde{e}_{n}\right\|^{2}+\left\|e_{n-1}-\tilde{e}_{n}\right\|^{2},
$$

which implies that

$$
\left\|e_{n-1}\right\|^{2}-\left\|\tilde{e}_{n}\right\|^{2}=\left\|\tilde{e}_{n}-e_{n-1}\right\|^{2}=\left\|\beta_{n}^{n-1} g_{n}\right\|^{2}=\frac{\left\langle e_{n-1}, g_{n}\right\rangle^{2}}{\left\|g_{n}\right\|^{2}} .
$$

This, combined with (2.4.2), yields that

$$
\begin{equation*}
\left\|e_{n-1}\right\|^{2}-\left\|e_{n}\right\|^{2} \geq \frac{\left\langle e_{n-1}, g_{n}\right\rangle^{2}}{\left\|g_{n}\right\|^{2}} \geq 0 \tag{2.4.3}
\end{equation*}
$$

for every $n \in \mathbb{N}$. Notice here that if $\frac{\left\langle e_{n-1}, g_{n}\right\rangle^{2}}{\left\|g_{n}\right\|^{2}}=0$ for some $n$, this would imply that $\left\langle e_{n-1}, g\right\rangle=0$ for every $g \in \Gamma$, which would in turn force $e_{n-1}$ to be equal to zero. ${ }^{26}$ In this case, $f_{n-1}=f$ and the algorithm terminates having found the exact form of $f$. So, lets assume that (2.4.3) is strictly greater than zero for every $n \in \mathbb{N}$. Then the real sequence $\left(\left\|e_{n}\right\|\right)_{n}$ is strictly decreasing, thus converges to its infimum. In particular, for every $\varepsilon>0$ there exists some $n_{0} \in \mathbb{N}$ such that $\left\|e_{n}\right\|^{2}-\left\|e_{m}\right\|^{2}<\varepsilon$ for every $m>n>n_{0}$.

By Step 4 of the algorithm, each $e_{n}$ is orthogonal to $\left\{g_{1}, \ldots, g_{n}\right\}$, and for every $m>n>n_{0}, e_{m}-e_{n} \in \operatorname{span}\left\{g_{1}, \ldots, g_{m}\right\}$, so $e_{m} \perp e_{m}-e_{m}$. Again by the Pythagorean Theorem we obtain that $\left\|e_{n}-e_{m}\right\|^{2}=\left\|e_{n}\right\|^{2}-\left\|e_{m}\right\|^{2}<\varepsilon$. This implies that $\left(e_{n}\right)_{n}$ is a Cauchy sequence in the Banach space $L_{2}(X)$ and so it converges to some $e \in L_{2}(X)$.
By taking limits in (2.4.3), we obtain that $\lim _{n \rightarrow \infty} \frac{\left\langle e_{n-1}, g_{n}\right\rangle^{2}}{\left\|g_{n}\right\|^{2}}=0$. Furthermore, for every $g \in \Gamma$, we have that $\frac{\left\langle e_{n-1}, g\right\rangle^{2}}{\|g\|^{2}} \leq \frac{\left\langle e_{n-1}, g_{n}\right\rangle^{2}}{\left\|g_{n}\right\|^{2}}$ for every $n$, so by the continuity of the inner product,

$$
\frac{\langle e, g\rangle^{2}}{\|g\|^{2}}=\lim _{n \rightarrow \infty} \frac{\left\langle e_{n-1}, g\right\rangle^{2}}{\|g\|^{2}} \leq \lim _{n \rightarrow \infty} \frac{\left\langle e_{n-1}, g_{n}\right\rangle^{2}}{\left\|g_{n}\right\|^{2}}=0
$$

Thus, $\langle e, g\rangle=0$ for every $g \in \Gamma$, and as $\overline{\operatorname{span} \Gamma}=L_{2}(X)$, we conclude that $e=0$.
Remark 2.4.4: The previous algorithm requires the knowledge of $f$ in each computation involving $e_{n}$, which in real life problems is not possible. Kwok and Yeung propose how to estimate the $e_{n}$ 's using appropriate consistent estimators based on information available from the training data set [KY97, p. 1134].

### 2.5 The Kolmogorov-Arnold approximation

In their efforts to answer Hilbert's famous 13th problem, Andrey Kolmogorov and Vladimir Arnold published a series of articles in the late '50s, which resulted in one of the most surprising and elegant results of modern mathematics. Hilbert's conjecture was that the roots of the equation $x^{7}+a x^{3}+b x^{2}+c x+1=0$, seen as a function of the parameters $a, b, c$, could not be written as a superposition of functions of two variables. Arnold [Arn57] disproved this conjecture, but Kolmogorov [Kol57] went one step further, showing that any multivariate function $f:[0,1]^{n} \rightarrow \mathbb{R}$ can be written as a superposition of functions of just a single variable.

Theorem 2.5.1 (Kolmogorov-Arnold): [Kol57] There exist universal constants $\lambda_{1}, \ldots, \lambda_{d}$ with $\sum_{j=1}^{d} \lambda_{j} \leq 1$, and continuous, strictly increasing universal functions

[^16]$\phi_{1}, \ldots, \phi_{2 d+1}$ which map $[0,1]$ to itself, such that every function $f \in C[0,1]^{d}$ can be represented as
\[

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{d}\right)=\sum_{i=1}^{2 d+1} g\left(\sum_{j=1}^{d} \lambda_{j} \phi_{i}\left(x_{j}\right)\right) \tag{2.5.1}
\end{equation*}
$$

\]

where $g \in C[0,1]$ is a continuous real function that depends on $f$.
In 1987, two years before Cybenko's theorem, Robert Hecht-Nielsen published a short note [Hec87] in which he pointed out the resemblance between the expression in (2.5.1) and the one appearing in the neural network functions

$$
\begin{equation*}
\sum_{j=1}^{N} a_{j} \sigma\left(w_{j}^{\top} x+\theta_{j}\right) \tag{2.5.2}
\end{equation*}
$$

suggesting the possibility of using the Kolmogorov-Arnold Theorem to obtain representation results in this framework. However, the functions $\phi_{i}$ appearing in (2.5.1) were highly non-smooth, so an exact representation of this form using sigmoidal functions in the place of the $\phi_{i}$ 's seemed to be excluded. But since the goal was to approximate functions, rather than to actually represent them, the functions $\phi_{i}$ could instead serve as targets that one could try to approach, using sigmoidal ones.

This idea was formulated and implemented four years later by Vĕra Kůrková ([Kur91], [Kur92]), who also provided upper bounds for the number of nodes needed. This number was not fixed, but depended on the level of accuracy and on some smoothness properties of the target function $f$.

A common theme in all theorems we presented so far, is that in the expression $\sum_{j=1}^{N} a_{j} \sigma\left(w_{j}^{\top} x+\theta_{j}\right)$, the number of nodes $N$ depended on the choice of the activation function $\sigma$ and the desired accuracy level $\varepsilon$, and in general, it could get arbitrarily large. Perhaps at the other side of the spectrum, Vitaly Maiorov and Allan Pinkus (1999) [MP99] constructed a specific activation function $\sigma$ which has the property that any continuous function $f:[0,1]^{d} \rightarrow \mathbb{R}$ can be approached by a two layer neural network which uses at most $3 d$ and $6 d+3$ nodes at each layer respectively. Their work was also based on the Kolmogorov-Arnold representation theorem.

Theorem 2.5.2 (Maiorov-Pinkus): [MP99] There exists a smooth sigmoidal activation function $\sigma$ such that for any $d \in \mathbb{N}$, any compact $K \subseteq \mathbb{R}^{d}$, any $f \in C(K)$ and any $\varepsilon>0$, there exist real constants $d_{i}, c_{i j}, \theta_{i j}, \gamma_{i}$ and vectors $w_{i j} \in \mathbb{R}^{d}$, such that

$$
\begin{equation*}
\left|f(x)-\sum_{i=1}^{6 d+3} d_{i} \sigma\left(\sum_{j=1}^{3 d} c_{i j} \sigma\left(w_{i j}^{\top} x+\theta_{i j}\right)+\gamma_{i}\right)\right|<\varepsilon \tag{2.5.3}
\end{equation*}
$$

for every $x \in K$.
Proof. We will prove the result for $K=[-1,1]$. Recall that $C[-1,1]$ is a separable space [AB06, Lemma 3.99] and that one can easily find a countable dense set in
$C[-1,1]$ consisting of smooth functions. Indeed, the set consisting of the polynomials with rational coefficients

$$
\mathbb{Q}[x]=\left\{\sum_{i=0}^{n} q_{i} x^{i}: n \in \mathbb{N}, q_{i} \in \mathbb{Q}\right\}
$$

is countable and dense in $C[-1,1]$ by the Weierstrass Theorem. So, let $\left(u_{k}\right)_{k}$ be a countable and dense subset of $C[-1,1]$ consisting of smooth functions. We begin by showing that there exists some strictly increasing and smooth sigmoidal function $\phi$, such that for every $g \in C[-1,1]$ and $\varepsilon>0$, there exists an $m \in \mathbb{N}$ and $a, b$, $c \in \mathbb{R}$ with

$$
\begin{equation*}
|g(t)-(a \phi(t-7)+b \phi(t-3)+c \phi(t+4 m+1))|<\varepsilon \quad \forall t \in[-1,1] \tag{2.5.4}
\end{equation*}
$$

Consider a strictly increasing and smooth sigmoidal function $h$, for example, one can take $h(x)=\frac{1}{1+e^{-x}}$. On the intervals of the form $I_{k}=[4 k, 4 k+2]$ for $k=0,1, \ldots$, we define $\phi$ as

$$
\phi(t+4 k+1)=b_{k}+c_{k} t+d_{k} u_{k}(t) \text { for } t \in[-1,1]
$$

where $b_{k}, c_{k}$ and $d_{k}$ are coefficients, chosen so that $\phi(4 k)=h(4 k)$ and $0<\phi^{\prime}(t) \leq$ $h^{\prime}(t)$ for all $t \in I_{k}$. Such coefficients always exist: By the continuity of $h^{\prime}$ and $u_{k}^{\prime}$ on the compact set $I_{k}$, there exists some $m_{k}<M_{k}$ with $m_{k} \leq h^{\prime}(t) \leq M_{k}$ for every $t \in I_{k}$, and similarly some $a_{k}<A_{k}$ with $a_{k} \leq u_{k}^{\prime}(t) \leq A_{k}$. So our two requirements can be met, if both

$$
b_{k}-c_{k}+d_{k} u_{k}(-1)=h(4 k) \text { and } c_{k}+d_{k} A_{k} \leq m_{k}
$$

can be solved simultaneously, which is clearly the case. On each the intervals $J_{1}=[-4,-2]$ and $J_{2}=[-8,-6], \phi$ is an affine function that satisfies the same two properties. Additionally, if $\phi(t-3)$ and $\phi(t-7)$ denote the restrictions of $\phi$ on these two intervals for $t \in[-1,1]$, without loss of generality, we may assume that they are linearly independent (if they are not, just scale one of them accordingly).

On the rest of the real line, $\phi$ is extended in a way that it remains smooth, strictly monotone and, additionally, $\lim _{t \rightarrow-\infty} \phi(t)=0$. Notice that for every $k$, there exist $a_{k}, b_{k}, c_{k} \in \mathbb{R}$ such that

$$
\begin{equation*}
u_{k}(t)=\left(a_{k} \phi(t-7)+b_{k} \phi(t-3)+c_{k} \phi(t+4 m+1)\right. \tag{2.5.5}
\end{equation*}
$$

for $t \in[-1,1]$, so our claim has been proven.
Now we return to our proof. Let $f \in C[0,1]$ and $\varepsilon>0$. By the KolmogorovArnold theorem, $f$ can be represented as

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{d}\right)=\sum_{i=1}^{2 d+1} g\left(\sum_{j=1}^{d} \lambda_{j} \phi_{i}\left(x_{j}\right)\right) \tag{2.5.6}
\end{equation*}
$$

By the density of $\left(u_{k}\right)_{k}$, there exists some $u_{k}$ with $\left\|g-u_{k}\right\|_{\infty}<\frac{\varepsilon}{2(2 d+1)}$. Applying (2.5.5) for this specific $u_{k}$, provides $a_{1}, a_{2}, a_{3}, m_{1}, m_{2}, m_{3} \in \mathbb{R}$, such that

$$
\begin{equation*}
\left\lvert\, g(t)-\left(a_{1} \phi\left(t+m_{1}\right)+a_{2} \phi\left(t+m_{2}\right)+a_{3} \phi\left(t+m_{3}\right) \left\lvert\,<\frac{\varepsilon}{2(2 d+1)}\right.\right.\right. \tag{2.5.7}
\end{equation*}
$$

for all $t \in[-1,1]$. Then, (2.5.6) and (2.5.7), combined with the triangle inequality, yield that for every $x \in[0,1]^{d}$,

$$
\begin{gathered}
\mid f(x)-\sum_{i=1}^{2 d+1}\left[a_{1} \phi\left(\sum_{j=1}^{d} \lambda_{j} \phi_{i}\left(x_{j}\right)+m_{1}\right)+\right. \\
\left.a_{2} \phi\left(\sum_{j=1}^{d} \lambda_{j} \phi_{i}\left(x_{j}\right)+m_{2}\right)+a_{3} \phi\left(\sum_{j=1}^{d} \lambda_{j} \phi_{i}\left(x_{j}\right)+m_{3}\right)\right] \mid= \\
=\mid \sum_{i=1}^{2 d+1} g\left(\sum_{j=1}^{d} \lambda_{j} \phi_{i}\left(x_{j}\right)\right)-\sum_{i=1}^{2 d+1}\left[a_{1} \phi\left(\sum_{j=1}^{d} \lambda_{j} \phi_{i}\left(x_{j}\right)+m_{1}\right)+\right. \\
\left.a_{2} \phi\left(\sum_{j=1}^{d} \lambda_{j} \phi_{i}\left(x_{j}\right)+m_{2}\right)+a_{3} \phi\left(\sum_{j=1}^{d} \lambda_{j} \phi_{i}\left(x_{j}\right)+m_{3}\right)\right] \mid= \\
=\left|\sum_{i=1}^{2 d+1}\left[g(t)-\left(a_{1} \phi\left(t+m_{1}\right)+a_{2} \phi\left(t+m_{2}\right)+a_{3} \phi\left(t+m_{3}\right)\right)\right]\right| \leq \\
\leq \sum_{i=1}^{2 d+1} \frac{\varepsilon}{2(2 d+1)}=\frac{\varepsilon}{2} .
\end{gathered}
$$

Therefore,

$$
\begin{equation*}
\left|f(x)-\sum_{i=1}^{6 d+3} d_{i} \phi\left(\sum_{j=1}^{d} \lambda_{j} \phi_{i}\left(x_{j}\right)+\gamma_{i}\right)\right|<\frac{\varepsilon}{2} \quad \text { for all } x \in[0,1]^{d} \tag{2.5.8}
\end{equation*}
$$

where each of the functions $\left(\phi_{i}\right)_{i=1}^{6 d+3}$ is equal to one of the original functions $\left\{\phi_{1}, \ldots, \phi_{d}\right\}$. In turn, for each $\delta>0$ and $i=1, \ldots, 6 d+3$, there exists $b_{i 1}, b_{i 2}, b_{i 3} \in$ $\mathbb{R}$ and $r_{i 1}, r_{i 2}, r_{i 3} \in \mathbb{N}$, such that

$$
\mid \phi_{i}\left(x_{j}\right)-\left(\left(b_{i 1} \phi\left(x_{j}+r_{i 1}\right)+b_{i 2} \phi\left(x_{j}+r_{i 2}\right)+b_{i 3} \phi\left(x_{j}+r_{i 3}\right)\right) \mid<\delta\right.
$$

for every $x_{j} \in[0,1]$. Multiplying by $\lambda_{i}$ and summing with respect to $i=1, \ldots, d$, yields that

$$
\begin{equation*}
\left|\sum_{i=1}^{d} \lambda_{j} \phi_{i}\left(x_{j}\right)-\sum_{i=1}^{3 d} c_{i j}\left(\phi\left(e_{j}^{\top} x+\theta_{i j}\right)\right)\right|<\delta \quad \text { for all } x \in[0,1]^{d} . \tag{2.5.9}
\end{equation*}
$$

As $\phi$ is continuous, its restriction on any compact set is a uniformly continuous function [Arg11, Theorem 9.27], so we can pick a $\delta$ sufficiently small so that for all $d_{j}$,

$$
\left|\phi\left(\sum_{j=1}^{d} \lambda_{j} \phi_{i}\left(x_{j}\right)\right)-\phi\left(\sum_{j=1}^{3 d} c_{i j}\left(\phi\left(e_{j}^{\top} x+\theta_{i j}\right)\right)\right)\right|<\frac{\varepsilon}{2 d_{j}(6 \delta+3)} \text { for all } x \in[0,1]^{d}
$$

and thus,

$$
\begin{equation*}
\left|\sum_{i=1}^{6 d+3} d_{i} \phi\left(\sum_{j=1}^{d} \lambda_{i} \phi_{i}\left(x_{j}\right)+\gamma_{i}\right)-\sum_{i=1}^{6 d+3} d_{i} \phi\left(\sum_{j=1}^{3 d} c_{i j}\left(\phi\left(e_{j}^{\top} x+\theta_{i j}\right)\right)+\gamma_{i}\right)\right|<\frac{\varepsilon}{2} \tag{2.5.10}
\end{equation*}
$$

for all $x \in[0,1]^{d}$. The result then follows from (2.5.8), (2.5.10) and the triangle inequality.
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Part II
REINFORCEMENT LEARNING

## Stochastic Approximation

A common way of solving optimization problems, is through iteration methods. Stochastic iterative algorithms are extensions of these methods in the presence of randomness. In Section 3.1, we present the classic Robbins-Monro algorithm, which is one of the first algorithms developed in this setting. In Section 3.2 we study the basic tools on which many modern stochastic approximation methods are based. The main goal is to prove the convergence of the Q-Learning algorithm, which is presented in Section 3.3.

### 3.1 The Robbins-Monro algorithm

Suppose that for each $x \in \mathbb{R}$ we have a random variable $Y=Y(x)$ with distribution $P[Y(x) \leq y]=H(y \mid x)$, and let $M(x)$ denote the expectation of $Y$ given $x$, namely $M(x)$ is given by $M(x)=\mathbb{E}[Y \mid X=x]=\int_{\mathbb{R}} y d H(y \mid x)$. Such an hierarchy is common in applications. For example, one could be interested in calculating the effect of a treatment on a patient. If $Y$ is the treatment duration and $X$ is the quantity of the prescribed drug, one may have that given $X=x$, the distribution of $Y$ is a known distribution, having a parameter that depends on $x$. In some cases, one could choose the family $(Y(x))_{x}$ carefully, so that $M(x)$ could be computed explicitly, but in general this may not be possible.

In our setting, we presume that we do not know the exact forms of $M(x)$ or $H(y \mid x)$, although we have a method to sample from the distribution $H(y \mid x)$ for every $x$, and we want to solve the equation $M(\theta)=a$ for some fixed $a$. A practical reason for solving this problem is that, assuming $M(x)$ is a nondecreasing function, by solving the equation $M(\theta)=a$ we can find a threshold value $\theta$ for $X$, for which the expected response is at least $a$. This is very useful in applications were we are looking for conditions on $X$ so that a certain expected level of efficiency can be achieved for $Y$.

In this section we present a solution of this problem using the Robbins-Monro algorithm [RM51]. According to it, a sequence $\left(x_{n}\right)_{n}$ is constructed inductively based on the formula

$$
\begin{equation*}
x_{n+1}=x_{n}+a_{n}\left(a-y_{n}\right) \tag{3.1.1}
\end{equation*}
$$

where $y_{n}$ is a random variable with distribution $H\left(y \mid x_{n}\right)$ and $\left(a_{n}\right)_{n}$ is a predetermined sequence of nonnegative numbers. Under certain assumptions on the distribution of each $Y(x)$, and by picking $\left(a_{n}\right)_{n}$ appropriately, Herbert Robbins and Sutton Monro showed that $x_{n}$ converges in probability to $\theta$.

The number $x_{n}$ in (3.1.1) is the current estimate of $\theta$. This value is being corrected by $a_{n}\left(a-y_{n}\right)$ to produce the next estimate $x_{n+1}$. The quantity $a-y_{n}$ is the difference between the drawn value $y_{n}$ and the target value $a$. Each $a_{n}$ acts as a weight that adjusts the impact of $a-y_{n}$ on the output $x_{n+1} \cdot{ }^{1}$ The role of the sequence $\left(a_{n}\right)_{n}$ is subtle, as it serves two different, and rather conflicting, purposes. It needs to be large enough to allow the correction term $a-y_{n}$ to express itself, but also small enough to not waste the progress made thus far by $x_{n}$. Additionally, very small values of $\left(a_{n}\right)_{n}$ can make the convergence of $\left(x_{n}\right)_{n}$ easier, but may also confine the algorithm's range to some interval that does not contain $\theta$. On the other hand, large values of $\left(a_{n}\right)_{n}$, expand the search of $\theta$ to a larger domain, but may exhibit poor convergence properties.

The compromise between these two effects is achieved by picking a sequence $\left(a_{n}\right)_{n}$ that converges to zero, but at a slow pace. In the Robbins - Monro algorithm, as well as in a large variety of similar stochastic approximation algorithms, $\left(a_{n}\right)_{n}$ is chosen to be a square summable, but not an absolutely summable sequence: $\sum_{n=1}^{\infty} a_{n}^{2}<\infty$, but $\sum_{n=1}^{\infty} a_{n}=\infty$.

We will present the proof, based on a series of lemmas. Firstly, in the RobbinsMonro paper [RM51, p. 403, relation (26)], the sequence $\left(a_{n}\right)_{n}$ is chosen so that the series $\sum_{n=1}^{\infty} \frac{a_{n}}{S_{n}}$ diverges, where $S_{n}$ denotes the $n$-th partial sum of the sequence $\left(a_{k}\right)_{k}$. This condition is equivalent to the divergence of $\sum_{n=1}^{\infty} a_{n}$ :

Lemma 3.1.1: Let $\left(a_{n}\right)_{n}$ be a sequence of nonnegative real numbers and $S_{n}=a_{1}+$ $\ldots+a_{n}$ be their $n$-th partial sum. Then $\sum_{n=1}^{\infty} a_{n}=\infty$ if and only if $\sum_{n=2}^{\infty} \frac{a_{n}}{S_{n-1}}=\infty$.

Proof. Suppose that $\sum_{n=2}^{\infty} \frac{a_{n}}{S_{n-1}}=\infty$, yet the sum $\sum_{n=1}^{\infty} a_{n}$ does not diverge. As all the terms of $\left(a_{n}\right)_{n}$ are nonnegative, the sequence of the partial sums $\left(S_{n}\right)_{n}$ is increasing, thus converges to its supremum, say $\sum_{n=1}^{\infty} a_{n}=R<\infty$. We pick an $n_{0} \in \mathbb{N}$ such that $\frac{R}{2} \leq S_{n} \leq \frac{3 R}{2}$ for every $n \geq n_{0}$. This implies that

$$
\begin{aligned}
\sum_{n=2}^{\infty} \frac{a_{n}}{S_{n-1}} & =\sum_{n=2}^{n_{0}} \frac{a_{n}}{S_{n-1}}+\sum_{n=n_{0}+1}^{\infty} \frac{a_{n}}{S_{n-1}} \\
& =\Lambda_{0}+\sum_{n=n_{0}+1}^{\infty} \frac{a_{n}}{S_{n-1}} \\
& \leq \Lambda_{0}+\sum_{n=n_{0}+1}^{\infty} \frac{a_{n}}{R / 2} \leq \Lambda_{0}+2<\infty
\end{aligned}
$$

a contradiction.
For the converse, suppose that $\sum_{n=1}^{\infty} a_{n}=\infty$ and let $p \in \mathbb{N}$. Then

$$
\frac{a_{n}}{S_{n-1}}+\ldots+\frac{a_{n+p}}{S_{n+p-1}} \geq \frac{1}{S_{n+p-1}}\left(a_{n}+\ldots+a_{n+p}\right)=\frac{S_{n+p}-S_{n-1}}{S_{n+p-1}}
$$

[^17]with
\[

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \frac{S_{n+p}-S_{n-1}}{S_{n+p-1}}=\lim _{p \rightarrow \infty} \frac{S_{n+p}}{S_{n+p-1}}-\lim _{p \rightarrow \infty} \frac{S_{n-1}}{S_{n+p-1}} \geq 1 \tag{3.1.2}
\end{equation*}
$$

\]

since $\frac{S_{n+p}}{S_{n+p-1}} \geq 1$ for all $p$ and $\lim _{p \rightarrow \infty} S_{n+p-1}=\infty$. Inequality (3.1.2) suggests that the sequence of the partial sums of the series $\sum_{n=2}^{\infty} \frac{a_{n}}{S_{n-1}}$ is not a Cauchy sequence, and since it is increasing, it must be divergent.

Lemma 3.1.2: Suppose that there exists some $C>0$ such that for every $x \in \mathbb{R}$, $P[|Y(x)| \leq C]=1$. Additionally, $M(x)=\mathbb{E}[Y \mid X=x]$ satisfies the property that $M(x) \leq a$ for $x<\theta$ and $M(x) \geq a$ for $x>\theta$. Suppose that $\left(a_{n}\right)_{n}$ is a square summable sequence and let

$$
\begin{aligned}
d_{n} & =\mathbb{E}\left[\left(x_{n}-\theta\right)\left(M\left(x_{n}\right)-a\right)\right] \text { and } \\
e_{n} & =\mathbb{E}\left[\int_{-\infty}^{\infty}(y-a)^{2} d H\left(y \mid x_{n}\right)\right] .
\end{aligned}
$$

If there exists some sequence $\left(k_{n}\right)_{n}$ of nonnegative numbers such that $d_{n} \geq k_{n} b_{n}$ and $\sum_{n=1}^{\infty} a_{n} k_{n}=\infty$, then the sequence $\left(x_{n}\right)_{n}$ constructed by Robbins-Monro algorithm,

$$
\begin{equation*}
x_{n+1}=x_{n}+a_{n}\left(a-y_{n}\right), \tag{3.1.3}
\end{equation*}
$$

converges in probability to $\theta .{ }^{2}$
Proof. Let $b_{n}=\mathbb{E}\left[\left(x_{n}-\theta\right)^{2}\right]$. We will show that $b_{n} \rightarrow 0$. By substituting (3.1.3) into $\mathbb{E}\left[\left(x_{n}-\theta\right)^{2}\right]$, and conditioning on $x_{n},{ }^{3}$ we obtain that $b_{n+1}=\mathbb{E}\left[\left(x_{n+1}-\theta\right)^{2}\right]=$ $\mathbb{E}\left[\mathbb{E}\left[\left(x_{n+1}-\theta\right)^{2} \mid x_{n}\right]\right]$, with

$$
\begin{aligned}
\mathbb{E}\left[\left(x_{n+1}-\theta\right)^{2} \mid x_{n}\right]= & \mathbb{E}\left[\left(x_{n}-\theta+a_{n}\left(a-y_{n}\right)\right)^{2} \mid x_{n}\right] \\
= & \mathbb{E}\left[\left(x_{n}-\theta\right)^{2}+a_{n}^{2}\left(a-y_{n}\right)^{2}-\right. \\
& \left.\quad-2 a_{n}\left(x_{n}-\theta\right)\left(y_{n}-a\right) \mid x_{n}\right] \\
= & \left(x_{n}-\theta\right)^{2}+a_{n}^{2} \int(a-y)^{2} d H\left(y \mid x_{n}\right) \\
& \quad-2 a_{n}\left(x_{n}-\theta\right)\left(M\left(x_{n}\right)-a\right) .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
b_{n+1} & =\mathbb{E}\left[\mathbb{E}\left[\left(x_{n+1}-\theta\right)^{2} \mid x_{n}\right]\right] \\
& =\mathbb{E}\left[\left(x_{n}-\theta\right)^{2}\right]+a_{n}^{2} \mathbb{E}\left[\int(a-y)^{2} d H\left(y \mid x_{n}\right)\right]
\end{aligned}
$$

[^18]\[

$$
\begin{aligned}
& \quad-2 a_{n} \mathbb{E}\left[\left(x_{n}-\theta\right)\left(a-M\left(x_{n}\right)\right)\right] \\
& =b_{n}+a_{n}^{2} \mathbb{E}\left[\int_{-\infty}^{\infty}(y-a)^{2} d H\left(y \mid x_{n}\right)\right] \\
& -2 a_{n} \mathbb{E}\left[\left(x_{n}-\theta\right)\left(M\left(x_{n}\right)-a\right)\right] \\
& =b_{n}+a_{n}^{2} e_{n}-2 a_{n} d_{n},
\end{aligned}
$$
\]

and

$$
\begin{equation*}
b_{n+1}-b_{n}=a_{n}^{2} e_{n}-2 a_{n} d_{n} \tag{3.1.4}
\end{equation*}
$$

Since $x_{n}-\theta$ and $M\left(x_{n}\right)-a$ have the same sign, $d_{n}$ is always nonnegative. Additionally, by our assumptions on $Y,-C \leq Y(x) \leq C$ for every $x$ a.e., which implies that $-C-|a| \leq|Y-a| \leq C+|a|$ a.e., so $|Y-a| \leq C+|a|$ a.e.. Therefore

$$
e_{n}=\mathbb{E}\left[(a-Y)^{2} \mid X=x_{n}\right] \leq(C+|a|)^{2}<\infty
$$

Consequently, $\sum_{n=1}^{\infty} a_{n}^{2} e_{n} \leq(C+|a|)^{2} \sum_{n=1}^{\infty} a_{n}^{2}<\infty$. By summing (3.1.4), from $n=1$ to $n=N$, we have that

$$
b_{n+1}=b_{1}+\sum_{n=1}^{N} a_{n}^{2} e_{n}-2 \sum_{n=1}^{N} a_{n} d_{n}
$$

which implies that $\sum_{n=1}^{\infty} a_{n} d_{n}$ converges, as

$$
\sum_{n=1}^{N} a_{n} d_{n}=\frac{1}{2}\left(b_{1}-b_{N+1}+\sum_{n=1}^{N} a_{n}^{2} e_{n}\right) \leq \frac{1}{2}\left(b_{1}+\sum_{n=1}^{N} a_{n}^{2} e_{n}\right)
$$

and $\sum_{n=1}^{\infty} a_{n}^{2} e_{n}<\infty$. As a result, the sequence $\left(b_{n}\right)_{n}$ is convergent and its limit $b$ is nonnegative:

$$
b=b_{1}+\sum_{n=1}^{\infty} a_{n}^{2} e_{n}-2 \sum_{n=1}^{N} a_{n} d_{n} \geq b_{1}+\sum_{n=1}^{\infty} a_{n}^{2} e_{n}-\left(b_{1}-\sum_{n=1}^{\infty} a_{n}^{2} e_{n}\right) \geq 0 .
$$

Let $\left(k_{n}\right)_{n}$ as in the Lemma's statement. Since $\sum_{n=1}^{\infty} a_{n} d_{n}<\infty$ and $d_{n} \geq k_{n} b_{n}$, we have that $\sum_{n=1}^{\infty} a_{n} k_{n} b_{n} \leq \sum_{n=1}^{\infty} a_{n} d_{n}<\infty$, from which we deduce that $b=0 .{ }^{4}$ We showed that $\left(x_{n}\right)_{n}$ converges to $\theta$ in $L_{2}$. Convergence in probability follows by the Chebyshev inequality. ${ }^{5}$

The following lemma provides a sufficient condition, so that there exists some $\left(k_{n}\right)_{n}$ with the aforementioned properties:

[^19]Lemma 3.1.3: Under the notation of Lemma 3.1.2, let $\left(A_{n}\right)_{n}$ and $\left(k_{n}\right)_{n}$ be defined as

$$
\begin{align*}
& A_{n}=\left|x_{1}-\theta\right|+(C+|a|) \sum_{i=1}^{n-1} a_{i},  \tag{3.1.5}\\
& k_{n}=\inf \left\{\frac{M(x)-a}{x-\theta}: 0<|x-\theta|<A_{n}\right\} . \tag{3.1.6}
\end{align*}
$$

Suppose that $\sum_{n=1}^{\infty} a_{n}=\infty$ and that there exists some $K>0$ and $n_{0} \in \mathbb{N}$ such that $k_{n} \geq \frac{K}{A_{n}}$ for every $n \geq n_{0}$. Then $\left(x_{n}\right)_{n}$ converges in probability to $\theta$.

Proof. The functions $M(x)-a$ and $x-\theta$ have he same sign, so $\left(k_{n}\right)_{n}$ is a sequence of nonnegative numbers. Let $P_{n}$ be the distribution of $x_{n}$. Then

$$
\begin{aligned}
d_{n} & =\mathbb{E}\left[\left(x_{n}-\theta\right)\left(M\left(x_{n}\right)-a\right)\right]=\int_{\mathbb{R}}(x-\theta)(M(x)-a) d P_{n}(x) \\
& =\int_{|x-\theta| \leq A_{n}}(x-\theta)(M(x)-a) d P_{n}(x) \\
& \geq \int_{|x-\theta| \leq A_{n}} k_{n}(x-\theta)^{2} d P_{n}=k_{n} b_{n},
\end{aligned}
$$

as $x_{n}-\theta$ is supported at $\left[-A_{n}, A_{n}\right] .{ }^{6}$ So $\left(k_{n}\right)_{n}$ satisfies $d_{n} \geq k_{n} b_{n}$ for every $n$. It is left to show that $\sum_{n=1}^{\infty} a_{n} k_{n}=\infty$.
Let $n_{0} \in \mathbb{N}$ such that $k_{n} \geq \frac{K}{A_{n}}$ for every $n \geq n_{0}$ and set $S_{n}=\sum_{i=1}^{n} a_{i}$. Let also $n_{1} \in \mathbb{N}$ such that $(C+|a|) \sum_{i=1}^{n} a_{i} \geq\left|x_{1}-\theta\right| .^{7}$ Then for every $n \geq n_{3}=\max \left\{n_{0}, n_{1}\right\}$,

$$
\begin{aligned}
a_{n} k_{n} & \geq \frac{a_{n} K}{A_{n}}=\frac{a_{n} K}{\left|x_{1}-\theta\right|+(C+|a|) \sum_{i=1}^{n} a_{i}} \\
& \geq \frac{a_{n} K}{2(C+|a|) \sum_{i=1}^{n} a_{i}} \\
& =\frac{K}{2(C+|a|)} \frac{a_{n}}{S_{n-1}} .
\end{aligned}
$$

By Lemma 3.1.1, we obtain that $\sum_{n=n_{3}}^{\infty} a_{n} k_{n} \geq \frac{K}{2(C+|a|)} \sum_{n=n_{3}}^{\infty} \frac{a_{n}}{S_{n-1}}=\infty$, and by Lemma 3.1.3 we conclude that $\left(x_{n}\right)_{n}$ converges to $\theta$ in probability.

Definition 3.1.4: A sequence $\left(a_{n}\right)_{n}$ is said to be of type $1 / n$ if it belongs to $\ell_{2} \backslash \ell_{1}$, namely $\left(a_{n}\right)_{n}$ is square summable but not absolutely summable.

Theorem 3.1.5: Suppose that there exists some $C>0$ such that for every $x \in \mathbb{R}$, $P[|Y(x)| \leq C]=1$. Additionally, $M(x)=\mathbb{E}[Y \mid X=x]$ is a nondecreasing function with $M(\theta)=a$ and $M^{\prime}(\theta)>0$. If $\left(a_{n}\right)_{n}$ is a nonnegative sequence of type $1 / n$, then the sequence $\left(x_{n}\right)_{n}$ constructed by Robbins-Monro algorithm,

$$
\begin{equation*}
x_{n+1}=x_{n}+a_{n}\left(a-y_{n}\right) \tag{3.1.7}
\end{equation*}
$$

[^20]converges in probability to $\theta$, that is, $x_{n} \xrightarrow{P} \theta$.
Proof. By the differentiability of $M(x)$ at $x=\theta$, there exists some function $e(x)$ with the property that $M(x)=M(\theta)+M^{\prime}(\theta)(x-\theta)+e(x)(x-\theta)$ and $\lim _{x \rightarrow \theta} e(x)=$ 0 . We pick a $\delta>0$ such that $e(x) \geq-\frac{1}{2} M^{\prime}(\theta)>0$ for every $x \in(\theta-\delta, \theta+\delta)$.
\[

$$
\begin{aligned}
& \text { For } \theta+\delta \leq x \leq \theta+A_{n}, \\
& \qquad \frac{M(x)-a}{x-\theta} \geq \frac{M(\theta+\delta)-a}{A_{n}} \geq \frac{\delta M^{\prime}(\theta)}{2 A_{n}} .
\end{aligned}
$$
\]

Similarly, the same holds for $\theta-A_{n} \leq x \leq \theta-\delta$, so

$$
\begin{equation*}
\frac{M(x)-a}{x-\theta} \geq \frac{\delta M^{\prime}(\theta)}{2 A_{n}} \tag{3.1.8}
\end{equation*}
$$

for every $x$ such that $|x-\theta| \leq \max \left\{A_{n}, \delta\right\}$. By picking $\delta$ sufficiently small, we can assure that $\max \left\{A_{n}, \delta\right\}=A_{n} .{ }^{8}$
We proved that $k_{n}=\inf \left\{\frac{M(x)-a}{x-\theta}: 0<|x-\theta|<A_{n}\right\} \geq \frac{K}{A_{n}}$, where we set $K=$ $\frac{\delta_{1} M^{\prime}(0)}{2}>0$, so the convergence property follows from Lemma 3.1.3.

## The Robbins-Monro Algorithm

Step 1 Pick a sequence $\left(a_{n}\right)_{n} \in \ell_{2} \backslash \ell_{1}$ and fix some $x_{1} \in \mathbb{R}$.
STEP 2 Suppose that a sample $x_{1}, \ldots, x_{n-1}$ has been drawn. Draw a value $y_{n}$ from the distribution $H\left(y \mid x_{n}\right)$ and set $x_{n+1}=x_{n}+a_{n}\left(a-y_{n}\right)$.

Step 3 Return to Step 2 and iterate.
Table 2: The Robbins-Monro Algorithm [RM51].

### 3.2 Stochastic approximation algorithms

Stochastic approximation algorithms are used in order to determine the fixed point of a (not necessarily linear) operator $H: X \rightarrow X$ defined on some vector space $X$. To obtain meaningful results, we will assume throughout that the given operator $H$ has indeed a unique fixed point; for example, $H$ could be a contraction defined on a Banach space.

The idea of using iterative algorithms for determining the fixed point of a function is not only old, but also quite fundamental. As a didactic example, recall one of the cornerstones of fixed point theorems, and real analysis in general, proven by Stefan Banach in 1922 [Ban22]:

[^21]Definition 3.2.1: A function $H:(X, \rho) \rightarrow(X, \rho)$ defined on some metric space $(X, \rho)$, is called a $\beta$-contraction, where $\beta$ is a non-negative constant, if

$$
\rho(H x, H y) \leq \beta \rho(x, y)
$$

for every $x, y \in X$.
Theorem 3.2.2 (Banach's Fixed Point Theorem): Let $(X, \rho)$ be a complete metric space and $H: X \rightarrow X$ be a $\beta$-contraction for some $\beta \in(0,1)$. Then $H$ has a unique fixed point, namely there exists a unique $x_{0} \in X$ with $H x_{0}=x_{0}$.

The theorem is not just existential, but its proof also provides a way to approximate the fixed point. The idea behind it is simple, yet powerful. Pick any $x_{0} \in X$ and follow the "orbit" of it through the iterations of $H$, namely the set $\operatorname{orb}(x, H)=\left\{H^{n} x_{0}: n \in \mathbb{N}\right\}$. Then, the sequence $\left(H^{n} x_{0}\right)_{n}$ converges to the unique fixed point of $H$. In particular, during the theorem's proof, one can show that for all $n$,

$$
\begin{equation*}
d\left(H^{n} x_{0}, x^{*}\right) \leq \frac{\beta^{n}}{1-\beta}\left(x_{0}, H x_{0}\right) \longrightarrow 0 \tag{3.2.1}
\end{equation*}
$$

thus also establishing the convergence rate to the fixed point $x^{*}$.
In Banach's theorem, we are essentially able to approach $x^{*}$ by picking an arbitrary $x_{0}$, and then using the iteration

$$
\begin{equation*}
x_{n+1}=H x_{n} \text { for } n \in \mathbb{N} \tag{3.2.2}
\end{equation*}
$$

The good properties of the operator $H$ and the underlying metric space, are strong enough to guarantee the convergence of the iterative algorithm for any initial point $x_{0}$.

Relying on the orbits of $H$ will be crucial in our approach as well, however, in our setting we will not be able to invoke Banach's theorem directly, as some of its assumptions have to be relaxed. Most importantly, due to the presence of chance, the exact value of $H x_{n}$ may not be known, but instead only a value $H x_{n}+$ $w_{n}$, where $w_{n}$ is an error term, can be observed. A modified iteration, similar to (3.2.2), would be

$$
\begin{equation*}
x_{n+1}=(1-\gamma) x_{n}+\gamma\left(H x_{n}+w_{n}\right) \tag{3.2.3}
\end{equation*}
$$

for some $\gamma \in(0,1]$. For $\gamma=1$ we obtain the direct analog of (3.2.2), whereas for $\gamma \in$ $(0,1)$, the latest iteration $x_{n+1}$ is a convex combination of the old one $x_{n}$ and the proposed value $H x_{n}+w_{n} .{ }^{9}$ If we can guarantee that the sequence $\left(x_{n}\right)_{n}$ generated by (3.2.3) is convergent to some $\tilde{x}$, if $H$ is continuous and if $w_{n} \rightarrow 0$, then by taking limits in (3.2.3) we have that $\tilde{x}=H \tilde{x}$ and the algorithm converges to the desired fixed point.

[^22]In this section we examine conditions which can assert this convergence. Our main goal is to establish the convergence of the Q-Learning algorithm. This proof, is far from straightforward, and will be presented in the next section. Essentially, all the results mentioned in this paragraph will be aimed towards this goal, but we should point out that they also have many other applications besides Q-Learning, as well as an intrinsic value on their own. Our treatment is based on Chapter 4 of the "Neuro-Dynamic Programming" textbook by Dimitri Bertsekas and John Tsitsiklis [BT96], whereas many of the results belong to John Tsitsiklis himself [Tsi94].

The operators under study, may not necessarily be contractions, but they satisfy a contraction-like property under some suitable norm. In our current discussion, the underlying space will be $\mathbb{R}^{N}$ and the suitable norm will be a weighted supremum norm:

Definition 3.2.3: Let $\xi \in \mathbb{R}^{N}$ with $\xi_{i}>0$ for every $i=1, \ldots, N$. The function $\|\cdot\|_{\xi}$ : $\mathbb{R}^{N} \rightarrow \mathbb{R}$ defined as

$$
\begin{equation*}
\|x\|_{\xi}=\max _{i=1, \ldots, N} \frac{\left|x_{i}\right|}{\xi_{i}} \tag{3.2.4}
\end{equation*}
$$

for $x \in \mathbb{R}^{N}$, is called the weighted supremum norm induced by $\xi$.
It is easy to see that $\|\cdot\|_{\xi}$ is indeed a norm ${ }^{10}$ and by taking $\xi=e=(1, \ldots, 1)$, the induced $\|\cdot\|_{\xi}$ is just the usual supremum norm. A known fact from functional analysis is that all norms in $\mathbb{R}^{N}$ are equivalent. This can be reformulated as follows: Any two normed spaces of the same finite dimension must be isomorphic [Arg04, Corollary 3.27].

It is not true, however, that they must also be isometrically isomorphic. For example, $\left(\mathbb{R}^{n},\|\cdot\|_{2}\right)$ is never isometrically isomorphic to $\left(\mathbb{R}^{n},\|\cdot\|_{\infty}\right)$ for $n \geq 2$, since the former is a Hilbert space, and the latter is not. An interesting property of weighted supremum spaces of the same dimension, is that they are all isometrically isomorphic. This is a useful remark that we will refer to later on:

Remark 3.2.4: Let $\xi \in \mathbb{R}^{N}$ be a strictly positive vector. Then $\left(\mathbb{R}^{N},\|\cdot\|_{\infty}\right)$ is isometrically isomorphic to $\left(\mathbb{R}^{N},\|\cdot\|_{\xi}\right)$. Indeed, let $S:\left(\mathbb{R}^{N},\|\cdot\|_{\xi}\right) \rightarrow\left(\mathbb{R}^{N},\|\cdot\|_{\infty}\right)$ defined as $S(x)=\left(x_{i} / \xi_{i}\right)_{i=1}^{N}$ for $x \in \mathbb{R}^{N}$. The operator $S$ is linear and onto. Additionally,

$$
\|S x\|_{\infty}=\left\|\left(x_{i} / \xi_{i}\right)_{i=1}^{N}\right\|_{\infty}=\max _{i=1, \ldots, N} \frac{\left|x_{i}\right|}{\xi_{i}}=\|x\|_{\xi}
$$

for every $x \in \mathbb{R}^{N}$, so $S$ is an isometry.
In a similar manner, $L=S^{-1}:\left(\mathbb{R}^{N},\|\cdot\|_{\infty}\right) \rightarrow\left(\mathbb{R}^{N},\|\cdot\|_{\xi}\right)$ defined as $L(x)=$ $\left(\xi_{i} x_{i}\right)_{i=1}^{N}$ for $x \in \mathbb{R}^{N}$, is an isometric isomorphism. Both operators $S$ and $L$ will be used during the proof of the convergence of some stochastic approximation

[^23]algorithms, in our effort to reformulate the problem to an equivalent one, stated on an appropriate weighted supremum space (see Figure 1 for example). ${ }^{11}$

A class of functions that plays a central role in stochastic approximation, is the pseudo-contractions. These functions generalize the notion of a contraction and, naturally, they share some similar properties.

Definition 3.2.5: Let $(X,\|\cdot\|)$ be a normed space. A function $H: X \rightarrow X$ is called a pseudo-contraction, if there exists some $x^{*} \in X$ and some $\beta \in[0,1)$ such that

$$
\begin{equation*}
\left\|H x-x^{*}\right\| \leq \beta\left\|x-x^{*}\right\| \tag{3.2.5}
\end{equation*}
$$

for every $x \in X$.
We collect a few remarks and examples which will help us demystify this notion:
Remark 3.2.6: Every pseudo-contraction $H$ with $x^{*}$ and $\beta$ as in (3.2.5) has a unique fixed point at $x^{*}$ and is continuous at $x^{*}$. Indeed, by setting $x=x^{*}$ in (3.2.5), we obtain that $\left\|H x^{*}-x^{*}\right\|=0$, thus $H x^{*}=x^{*}$. In order to show that $x^{*}$ is the only fixed point of $H$, suppose that $x_{0}$ is such that $H x_{0}=x_{0}$. Then by setting $x=x_{0}$ in (3.2.5), we obtain that $\left\|x_{0}-x^{*}\right\| \leq \beta\left\|x_{0}-x^{*}\right\|$, and since $\beta<1$, this yields that $x_{0}=x^{*}$.
For the continuity, suppose that $\left(x_{n}\right)_{n}$ is a sequence that converges to $x^{*}$. Then

$$
\left\|H x_{n}-x^{*}\right\| \leq b\left\|x_{n}-x^{*}\right\| \rightarrow 0
$$

so $H x_{n} \rightarrow x^{*}=H x^{*}$, as we wanted.
We mentioned that pseudo-contractions generalize the notion of a contraction, so one would expect that any contraction should be a pseudo-contraction as well. However, as we just showed, every pseudo-contraction has a fixed point, whereas, a contraction may not. So, in general, a contraction $H$ need not be a pseudocontraction. A necessary and sufficient condition for this implication to hold, is that $H$ should possess a fixed point:

Remark 3.2.7: Suppose that $H$ is a contraction with a fixed point $x^{*}$. Then $H$ is a pseudo-contraction: Since $H$ is a contraction, we have that $\|H x-H y\| \leq \beta\|x-y\|$ for every $x, y \in X$. Let $y=x^{*}$ be the fixed point of $H$. Then $\left\|H x-x^{*}\right\| \leq \beta\left\|x-x^{*}\right\|$ for all $x$, thus $H$ is a pseudo-contraction. In particular, every contraction is also a pseudo-contraction when $X$ is a Banach space. ${ }^{12}$

It will often be useful, given a pseudo-contraction $H$ with a fixed point at $x^{*}$, to "translate" it in a way that the resulting function $H^{\prime}$ is a pseudo-contraction with a fixed point at zero.

[^24]Remark 3.2.8: Suppose that $H: X \rightarrow X$ is a pseudo-contraction with a fixed point at $x^{*}$ and a constant $\beta \in[0,1)$. Then, the function $H^{\prime}: X \rightarrow X$ defined as $H^{\prime}(x)=H\left(x+x^{*}\right)-H\left(x^{*}\right)$ for $x \in X$, is a pseudo-contraction with a fixed point at zero, and with the same constant $\beta$ : Let $x \in X$. Then $H^{\prime}(0)=0$ and

$$
\begin{aligned}
\left\|H^{\prime}(x)-0\right\| & =\left\|H\left(x+x^{*}\right)-H\left(x^{*}\right)\right\| \\
& =\left\|H\left(x+x^{*}\right)-x^{*}+x^{*}-H\left(x^{*}\right)\right\| \\
& =\left\|H\left(x+x^{*}\right)-x^{*}\right\| \leq \beta\|x\| .
\end{aligned}
$$

Example 3.2.9: An example of a contraction on a (non-complete) metric space that is not a pseudo-contraction: Let $H:(0,1) \rightarrow(0,1)$ defined as $H(x)=\frac{1}{2} x$. Clearly $H$ is a contraction with $\beta=\frac{1}{2}$, but it is not a pseudo-contraction since $H$ has no fixed points.

Example 3.2.10: An example of a pseudo-contraction which is not a contraction: Let $T: \mathbb{R} \rightarrow \mathbb{R}$ defined as follows:

$$
T(x)= \begin{cases}\frac{1}{2} x, & x \neq 2012,2016 \\ 4, & x=2012 \\ 8, & x=2016\end{cases}
$$

Then

$$
\begin{aligned}
|T(x)-T(0)| & \leq \frac{1}{2}|x-0| \\
|T(2012)-T(0)| & =4<\frac{2012}{2} \text { and } \\
|T(2016)-T(0)| & =8<\frac{2016}{2},
\end{aligned}
$$

which prove that $T$ is a pseudo-contraction around zero. However, it is not a contraction as $|T(2012)-T(2016)|=4$, which is never less or equal than $4 \beta$ for any $\beta \in[0,1)$.

We can now study the convergence of some iterative algorithms, starting with the iteration

$$
\begin{equation*}
r_{n+1}=r_{n}+\gamma_{n} s_{n} \tag{3.2.6}
\end{equation*}
$$

where $\gamma_{n}$ and $s_{n}$ are random variables denoting the step sizes and the update directions respectively. We also let

$$
\begin{equation*}
\mathcal{F}_{n}=\sigma\left(r_{0}, \ldots, r_{n}, \gamma_{0}, \ldots, \gamma_{n}, s_{0}, \ldots, s_{n}\right) \tag{3.2.7}
\end{equation*}
$$

denote the sigma-algebra generated by history of the algorithm up to the $n$-th step just before $s_{n}$ is revealed. Although the following proposition, strictly speaking, does not assure convergence, it is a relevant convergence result on which some future arguments will be based:

Proposition 3.2.11: Consider the iteration

$$
\begin{equation*}
r_{n+1}=r_{n}+\gamma_{n} s_{n} \tag{3.2.8}
\end{equation*}
$$

where the step sizes $\left(\gamma_{n}\right)_{n}$ are such that $\sum_{n=0}^{\infty} \gamma_{n}(i)=\infty$ and $\sum_{n=0}^{\infty} \gamma_{n}(i)^{2}<\infty$ for every $i=1, \ldots, N$. Let also $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$ be a function for which
(a) $f(x) \geq 0$ for every $x \in \mathbb{R}^{N}$.
(b) The function $\nabla f$ is Lipschitz, that is, there exists some $L>0$ such that

$$
\begin{equation*}
\|\nabla f(x)-\nabla f(y)\| \leq L\|x-y\| \text { for every } x, y \in \mathbb{R}^{N} \tag{3.2.9}
\end{equation*}
$$

(c) There exists some $C>0$ such that

$$
\begin{equation*}
C\left\|\nabla f\left(r_{n}\right)\right\|^{2} \leq-\left\langle\nabla f\left(r_{n}\right), \mathbb{E}\left[s_{n} \mid \mathcal{F}_{n}\right]\right\rangle \text { for all } n \in \mathbb{N} \tag{3.2.10}
\end{equation*}
$$

(d) There exist $K_{1}, K_{2}>0$ such that

$$
\begin{equation*}
\mathbb{E}\left[\left\|s_{n}\right\|^{2} \mid \mathcal{F}_{n}\right] \leq K_{1}+K_{2}\left\|\nabla f\left(r_{n}\right)\right\|^{2} \text { for all } n \in \mathbb{N} \tag{3.2.11}
\end{equation*}
$$

Then, the sequence $\left(f\left(r_{n}\right)\right)_{n}$ is convergent, the sequence $\left(\nabla f\left(r_{n}\right)\right)_{n}$ converges to zero and every limit point of $\left(r_{n}\right)_{n}$ is a stationary point of $f .{ }^{13}$

Proof. We first show that for every $x, y \in \mathbb{R}^{N}$,

$$
\begin{equation*}
f(y) \leq f(x)+\langle\nabla f(x), y-x\rangle+\frac{L}{2}\|y-x\|^{2} \tag{3.2.12}
\end{equation*}
$$

Let $g(\lambda)=f(\lambda y+(1-\lambda) x)$. Then

$$
\begin{aligned}
f(y)-f(x)= & g(1)-g(0)=\int_{0}^{1} \frac{d g(\lambda)}{d \lambda} d \lambda=\int_{0}^{1} \frac{d f(\lambda y+(1-\lambda) x)}{d \lambda} d \lambda \\
= & \int_{0}^{1}\langle y-x, \nabla f(\lambda y+(1-\lambda) x)\rangle d \lambda \\
= & \int_{0}^{1}\langle y-x, \nabla f(\lambda y+(1-\lambda) x)-\nabla f(x)+\nabla f(x)\rangle d \lambda \\
\leq & \int_{0}^{1}\langle y-x, \nabla f(x)\rangle d \lambda+ \\
& +\int_{0}^{1}\|y-x\| \cdot\|\nabla f(\lambda y+(1-\lambda) x)-\nabla f(x)\| d \lambda \\
\leq & \int_{0}^{1}\langle y-x, \nabla f(x)\rangle d \lambda+\int_{0}^{1} L \lambda\|y-x\|^{2} d \lambda
\end{aligned}
$$

[^25]$$
=\langle\nabla f(x), y-x\rangle+\frac{L}{2}\|y-x\|^{2},
$$
and (3.2.12) is established. By setting $x=x_{n}$ and $y=x_{n}+\gamma_{n} s_{n}$ in it, we obtain
$$
f\left(r_{n+1}\right) \leq f\left(r_{n}\right)+\gamma_{n}\left\langle\nabla f\left(r_{n}\right), s_{n}\right\rangle+\frac{L \gamma_{n}^{2}}{2}\left\|s_{n}\right\|^{2}
$$
and by taking expectations,
\[

$$
\begin{align*}
\mathbb{E}\left[f\left(r_{n+1}\right) \mid \mathcal{F}_{n}\right] & \leq \mathbb{E}\left[f\left(r_{n}\right) \mid \mathcal{F}_{n}\right]+\gamma_{n} \mathbb{E}\left[\left\langle\nabla f\left(r_{n}\right), s_{n}\right\rangle \mid \mathcal{F}_{n}\right]+\frac{L}{2} \mathbb{E}\left[\gamma_{n}^{2}\left\|s_{n}\right\|^{2} \mid \mathcal{F}_{n}\right] \\
& =f\left(r_{n}\right)+\gamma_{n}\left\langle\nabla f\left(r_{n}\right), \mathbb{E}\left[s_{n} \mid \mathcal{F}_{n}\right]\right\rangle+\frac{L \gamma_{n}^{2}}{2} \mathbb{E}\left[\left\|s_{n}\right\|^{2} \mid \mathcal{F}_{n}\right] \\
& \leq f\left(r_{n}\right)-\gamma_{n} C\left\|\nabla f\left(r_{n}\right)\right\|^{2}+\frac{L \gamma_{n}^{2}}{2}\left(K_{1}+K_{2}\left\|\nabla f\left(r_{n}\right)\right\|^{2}\right) \\
& \leq f\left(r_{n}\right)-\gamma_{n}\left\|\nabla f\left(r_{n}\right)\right\|^{2}\left(C-\frac{L \gamma_{n}}{2} K_{2}\right)+\frac{K_{1} L \gamma_{n}^{2}}{2} \tag{3.2.13}
\end{align*}
$$
\]

due to Proposition B.3.3. We set

$$
\begin{align*}
& X_{n}= \begin{cases}\gamma_{n}\left(C-\frac{L K_{2} \gamma_{n}}{2}\right)\left\|\nabla f\left(r_{n}\right)\right\|^{2}, & \text { if } L K_{2} \gamma_{n} \leq 2 C, \\
0, & \text { otherwise },\end{cases}  \tag{3.2.14}\\
& Z_{n}= \begin{cases}\frac{L K_{1} \gamma_{n}^{2}}{2}, & \text { if } L K_{2} \gamma_{n} \leq 2 C, \\
\frac{L K_{1} \gamma_{n}^{2}}{2}-\gamma_{n}\left(C-\frac{L K_{2} \gamma_{n}}{2}\right)\left\|\nabla f\left(r_{n}\right)\right\|^{2}, & \text { otherwise }\end{cases} \tag{3.2.15}
\end{align*}
$$

and (3.2.13) can written as

$$
\begin{equation*}
\mathbb{E}\left[f\left(r_{n+1}\right) \mid \mathcal{F}_{n}\right]=f\left(r_{n}\right)-X_{n}+Z_{n} \tag{3.2.16}
\end{equation*}
$$

Both $\left(X_{n}\right)_{n}$ and $\left(Z_{n}\right)_{n}$ consist of non-negative random variables with the property that $X_{n}$ and $Z_{n}$ are $\mathcal{F}_{n}$-measurable for every $n \in \mathbb{N}$. Since $\gamma_{n} \rightarrow 0$, we can pick an $n_{0} \in \mathbb{N}$ such that $Z_{n}=\frac{L K_{1} \gamma_{n}^{2}}{2}$ for every $n \geq n_{0}$, thus $\sum_{n=1}^{\infty} Z_{n}<\infty$. By the Supermartingale Convergence Theorem (see p. 135), we obtain that $\left(f\left(r_{n}\right)\right)_{n}$ converges almost surely to a non-negative random variable, and that $\sum_{n=1}^{\infty} X_{n}<\infty$ as well. So the first claim has been proven.

We pick an $n_{1} \in \mathbb{N}$ such that $\frac{L K_{2} \gamma_{n}}{2} \leq \frac{C}{2}$ for every $n \geq n_{1}$. Then

$$
X_{n}=\gamma_{n}\left(C-\frac{L K_{2} \gamma_{n}}{2}\right)\left\|\nabla f\left(r_{n}\right)\right\|^{2} \geq \frac{C}{2} \gamma_{n}\left\|\nabla f\left(r_{n}\right)\right\|^{2}
$$

for every $n \geq n_{1}$ and $+\infty>\sum_{n=1}^{\infty} X_{n} \geq \frac{C}{2} \sum_{n=1}^{\infty} \gamma_{n}\left\|\nabla f\left(r_{n}\right)\right\|^{2}$, so

$$
\begin{equation*}
\sum_{n=1}^{\infty} \gamma_{n}\left\|\nabla f\left(r_{n}\right)\right\|^{2}<\infty \tag{3.2.17}
\end{equation*}
$$

This implies that $\liminf _{n}\left\|\nabla f\left(r_{n}\right)\right\|^{2}=0 .{ }^{14}$ We will show that $\left\|\nabla f\left(r_{n}\right)\right\| \rightarrow 0$.
Let $\varepsilon>0$. We say that the interval of natural numbers $\left[n, n^{*}\right]$ is an upcrossing interval from $\varepsilon / 2$ to $\varepsilon$, if $\left\|\nabla f\left(r_{n}\right)\right\|<\frac{\varepsilon}{2},\left\|\nabla f\left(r_{n^{*}}\right)\right\|>\varepsilon$ and $\frac{\varepsilon}{2} \leq\left\|\nabla f\left(r_{k}\right)\right\| \leq \varepsilon$, for every $k \in\left(n, n^{*}\right)$. We set $w_{n}=s_{n}-\mathbb{E}\left[s_{n} \mid \mathcal{F}_{n}\right]$. By the projection property of the conditional expectation (see Proposition B.3.2), each $w_{n}$ is orthogonal to $\mathbb{E}\left[s_{n} \mid \mathcal{F}_{n}\right]$, so by the Pythagorean Theorem,

$$
\left\|w_{n}\right\|^{2}+\left\|\mathbb{E}\left[s_{n} \mid \mathcal{F}_{n}\right]\right\|^{2}=\left\|w_{n}+\mathbb{E}\left[s_{n} \mid \mathcal{F}_{n}\right]\right\|^{2}=\left\|s_{n}\right\|^{2}
$$

and after conditioning on $\mathcal{F}_{n}$ we obtain that

$$
\begin{align*}
\mathbb{E}\left[\left\|w_{n}\right\|^{2} \mid \mathcal{F}_{n}\right]+\mathbb{E}\left[\left\|\mathbb{E}\left[s_{n} \mid \mathcal{F}_{n}\right]\right\|^{2} \mid \mathcal{F}_{n}\right] & =\mathbb{E}\left[\left\|s_{n}\right\|^{2} \mid \mathcal{F}_{n}\right] \Rightarrow \\
\mathbb{E}\left[\left\|w_{n}\right\|^{2} \mid \mathcal{F}_{n}\right]+\left\|\mathbb{E}\left[s_{n} \mid \mathcal{F}_{n}\right]\right\|^{2} & \leq K_{1}+K_{2}\left\|\nabla f\left(r_{n}\right)\right\|^{2} \tag{3.2.18}
\end{align*}
$$

for every $n$. Let $\left(\mathcal{X}_{n}\right)_{n}$ be defined as

$$
\mathcal{X}_{n}= \begin{cases}1, & \text { if }\left\|\nabla f\left(r_{n}\right)\right\|<\varepsilon \\ 0, & \text { otherwise }\end{cases}
$$

Each $\mathcal{X}_{n}$ is clearly $\mathcal{F}_{n}$-measurable. We also define the sequence $\left(U_{n}\right)_{n}$ as follows: $U_{n}=\sum_{k=0}^{n-1} \mathcal{X}_{k} \gamma_{k} w_{k}$. We will show that $\left(U_{n}\right)_{n}$ converges almost surely whenever $\sum_{n=0}^{\infty} \gamma_{n}^{2} \leq A$ almost surely for some deterministic constant $A$ :

Each $U_{n}$ is $\mathcal{F}_{n}$-measurable with

$$
\mathbb{E}\left[\mathcal{X}_{n} \gamma_{n} w_{n} \mid \mathcal{F}_{n}\right]=\mathcal{X}_{n} \gamma_{n} \mathbb{E}\left[w_{n} \mid \mathcal{F}_{n}\right]=0
$$

therefore

$$
\mathbb{E}\left[U_{n+1} \mid \mathcal{F}_{n}\right]=\mathbb{E}\left[U_{n}+\mathcal{X}_{n} \gamma_{n} w_{n} \mid \mathcal{F}_{n}\right]=\mathbb{E}\left[U_{n} \mid \mathcal{F}_{n}\right]=U_{n}
$$

for all $n$. When $\mathcal{X}_{n}=0$,

$$
\begin{equation*}
\mathbb{E}\left[\left\|U_{n+1}\right\|^{2} \mid \mathcal{F}_{n}\right]=\mathbb{E}\left[\left\|U_{n}\right\|^{2} \mid \mathcal{F}_{n}\right]=\left\|U_{n}\right\|^{2} \tag{3.2.19}
\end{equation*}
$$

whereas when $\mathcal{X}_{n}=1$,

$$
\begin{align*}
\mathbb{E}\left[\left\|U_{n+1}\right\|^{2} \mid \mathcal{F}_{n}\right] & =\mathbb{E}\left[\left\|U_{n}+\gamma_{n}\right\| w_{n} \|^{2} \mid \mathcal{F}_{n}\right] \\
& =\mathbb{E}\left[\left\|U_{n}\right\|^{2}+\gamma_{n}^{2}\left\|w_{n}\right\|^{2}+2 \gamma_{n}\left\langle U_{n}, w_{n}\right\rangle \mid \mathcal{F}_{n}\right] \\
& =\left\|U_{n}\right\|^{2}+\gamma_{n}^{2} \mathbb{E}\left[\left\|w_{n}\right\|^{2} \mid \mathcal{F}_{n}\right]+2 \gamma_{n}\left\langle U_{n}, \mathbb{E}\left[w_{n} \mid \mathcal{F}_{n}\right]\right\rangle \\
& =\left\|U_{n}\right\|^{2}+\gamma_{n}^{2} \mathbb{E}\left[\left\|w_{n}\right\|^{2} \mid \mathcal{F}_{n}\right] \\
& \leq\left\|U_{n}\right\|^{2}+\gamma_{n}^{2}\left(K_{1}+K_{2}\left\|\nabla f\left(r_{n}\right)\right\|^{2}\right) \\
& \leq\left\|U_{n}\right\|^{2}+\gamma_{n}^{2}\left(K_{1}+\varepsilon^{2} K_{2}\right) \tag{3.2.20}
\end{align*}
$$

[^26]by (3.2.18). By taking expectations in (3.2.20),
$$
\mathbb{E}\left[\mathbb{E}\left[\left\|U_{n+1}\right\|^{2} \mid \mathcal{F}_{n}\right]\right]=\mathbb{E}\left[\left\|U_{n+1}\right\|^{2}\right] \leq \mathbb{E}\left[\left\|U_{n}\right\|^{2}\right]+\left(K_{1}+\varepsilon^{2} K_{2}\right) \mathbb{E}\left[\gamma_{n}^{2}\right]
$$
so
\[

$$
\begin{array}{r}
\sum_{n=0}^{N-1} \mathbb{E}\left[\left\|U_{n+1}\right\|^{2}\right] \leq \sum_{n=0}^{N-1} \mathbb{E}\left[\left\|U_{n}\right\|^{2}\right]+\left(K_{1}+\varepsilon^{2} K_{2}\right) \mathbb{E}\left[\sum_{n=0}^{N-1} \gamma_{n}^{2}\right], \text { so } \\
\mathbb{E}\left[\left\|U_{N}\right\|^{2}\right] \leq\left(K_{1}+\varepsilon^{2} K_{2}\right) \mathbb{E}\left[\sum_{n=0}^{N-1} \gamma_{n}^{2}\right] \leq A\left(K_{1}+\varepsilon^{2} K_{2}\right) .
\end{array}
$$
\]

By taking suprema in the last expression,

$$
\sup _{n} \mathbb{E}\left[\left\|U_{n}\right\|\right] \leq \sup _{n} \mathbb{E}\left[1+\left\|U_{n}\right\|^{2}\right] \leq 1+A\left(K_{1}+\varepsilon^{2} K_{2}\right)
$$

and the almost sure convergence of $\left(U_{n}\right)_{n}$ is asserted by the Martingale Convergence Theorem (Theorem B.3.5).

We now extend the claim we just proved, for the case where $\sum_{n=0}^{\infty} \gamma_{n}^{2}$ is not bounded by the same determninistic constant, but it is merely convergent almost surely. We will show that $\left(U_{n}\right)_{n}$ converges almost surely when $\sum_{n=0}^{\infty} \gamma_{n}^{2}<\infty$ almost surely.

For every $k \in \mathbb{N}$ we define the process $\left(U_{n}^{k}\right)_{n}$ as follows:

$$
U_{n}^{k}= \begin{cases}U_{n}, & \text { when } \sum_{i=0}^{n-1} \gamma_{i}^{2} \leq k \\ U_{n_{0}}, & \text { when } n \geq n_{0}\end{cases}
$$

where $n_{0}=\min \left\{n: \sum_{i=0}^{n-1} \gamma_{i}^{2}>k\right\}$. The sequence $\left(U_{n}^{k}\right)_{n}$ is either eventually constant, if there exists such an $n_{0}$, or it is equal to $\left(U_{n}\right)_{n}$ if $\sum_{i=0}^{\infty} \gamma_{i}^{2} \leq k$. In either case, it converges almost surely. Set

$$
\Omega_{k}=\left\{\omega \in \Omega:\left(U_{n}^{k}(\omega)\right)_{n} \text { does not converge }\right\} \text { and } \Omega^{\prime}=\Omega \backslash \bigcup_{k=1}^{\infty} \Omega_{k}
$$

Then $P\left(\Omega^{\prime}\right)=1$ and for every $\omega \in \Omega^{\prime},\left(U_{n}^{k}(\omega)\right)_{n}$ converges for every $k$. Let also

$$
\Omega^{\prime \prime}=\left\{\omega \in \Omega^{\prime}: \sum_{i=0}^{\infty} \gamma_{i}(\omega)<\infty\right\} .
$$

Then $P\left(\Omega^{\prime \prime}\right)=1$ and for every $\omega \in \Omega^{\prime \prime}$, there exists some $k_{\omega} \in \mathbb{N}$ with $\sum_{i=0}^{\infty} \gamma_{i}(\omega)^{2} \leq$ $k_{\omega}$, so $U_{n}^{k}(\omega)=U_{n}(\omega)$ for every $k \geq k_{\omega}$ and since $\omega \in \Omega^{\prime}$, the sequence $\left(U_{n}^{k}(\omega)\right)_{n}$ converges for every $k \geq k_{\omega}$. This implies that $\left(U_{n}(\omega)\right)_{n}$ converges for every $\omega \in \Omega^{\prime \prime}$, as we wanted.

Using the previous claim, we will show that a sample path may only have finitely many upcrossing intervals from $\varepsilon / 2$ to $\varepsilon$. Suppose not. Let $\left(\left[t_{k}, t_{k}^{\prime}\right]\right)_{k}$ be a sequence
of upcrossing intervals. We have that $\mathcal{X}_{n}=1$ for $n \in\left[t_{k}, t_{k}^{\prime}\right)$, so $\sum_{n=t_{k}}^{t_{k}^{\prime}-1} \gamma_{n} w_{n} \leq$ $\sum_{n=t_{k}}^{\infty} \mathcal{X}_{n} \gamma_{n} w_{n}$ with

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sum_{n=t_{k}}^{t_{k}^{\prime}-1} \gamma_{n} w_{n} \leq \lim _{k \rightarrow \infty} \sum_{n=t_{k}}^{\infty} \mathcal{X}_{n} \gamma_{n} w_{n}=0 \tag{3.2.21}
\end{equation*}
$$

almost surely. By the triangle inequality,

$$
\begin{aligned}
\left\|\nabla f\left(r_{t_{k}+1}\right)\right\|-\left\|\nabla f\left(r_{t_{k}}\right)\right\| & \leq\left\|\nabla f\left(r_{t_{k}+1}\right)-\nabla f\left(r_{t_{k}}\right)\right\| \leq L\left\|r_{t_{k}+1}-r_{t_{k}}\right\| \\
& =L\left\|\gamma_{t_{k}} s_{t_{k}}\right\| \leq L \gamma_{t_{k}}\left\|w_{t_{k}}\right\|+L \gamma_{t_{k}}\left\|\mathbb{E}\left[s_{t_{k}} \mid \mathcal{F}_{t_{k}}\right]\right\| \\
& \leq L \gamma_{t_{k}}\left\|w_{t_{k}}\right\|+L \gamma_{t_{k}}\left(K_{1}+K_{2} \varepsilon^{2}\right)
\end{aligned}
$$

by (3.2.18), so $\left\|\nabla f\left(r_{t_{k}+1}\right)\right\|-\left\|\nabla f\left(r_{t_{k}}\right)\right\| \xrightarrow[k \rightarrow \infty]{\longrightarrow} 0$, and since $\left\|\nabla f\left(r_{t_{k}+1}\right)\right\|>\varepsilon$, there exists some $k_{0}$ such that $\left\|\nabla f\left(r_{t_{k}}\right)\right\| \geq \varepsilon / 4$ for every $k \geq k_{0}$. Additionally,

$$
\begin{aligned}
\frac{\varepsilon}{2} & \leq\left\|\nabla f\left(r_{t_{k}^{\prime}}\right)\right\|-\left\|\nabla f\left(r_{t_{k}}\right)\right\| \leq\left\|\nabla f\left(r_{t_{k}^{\prime}}\right)-f\left(r_{t_{k}}\right)\right\| \\
& \leq L\left\|r_{t_{k}^{\prime}}-r_{t_{k}}\right\|=L\left\|\sum_{n=t_{k}}^{t_{k}^{\prime}-1} \gamma_{n} s_{n}\right\| \\
& \leq L \sum_{n=t_{k}}^{t_{k}^{\prime}-1} \gamma_{n}\left\|\mathbb{E}\left[s_{n} \mid \mathcal{F}_{n}\right]\right\|+L\left\|\sum_{n=t_{k}}^{t_{k}^{\prime}-1} \gamma_{n} w_{n}\right\| \\
& \leq L \sum_{n=t_{k}}^{t_{k}^{\prime}-1} \gamma_{n}\left(1+K_{1}+K_{2} \varepsilon^{2}\right)+L\left\|\sum_{n=t_{k}}^{t_{k}^{\prime}-1} \gamma_{n} w_{n}\right\|
\end{aligned}
$$

with the second term converging to zero as $k \rightarrow \infty$, by (3.2.21). Therefore,

$$
\begin{equation*}
\liminf _{k} \sum_{n=t_{k}}^{t+k^{\prime}} \gamma_{n} \geq \frac{\varepsilon}{2 L\left(1+K_{1}+K_{2} \varepsilon^{2}\right)} \tag{3.2.22}
\end{equation*}
$$

On the other hand, for $n \in\left[t_{k}, t_{k}^{\prime}\right)$, we have that $\left\|\nabla f\left(r_{n}\right)\right\| \geq \frac{\varepsilon}{4}$, so

$$
\begin{aligned}
\liminf & \sum_{n=t_{k}}^{t+k^{\prime}} \gamma_{n}\left\|\nabla f\left(r_{n}\right)\right\|^{2}
\end{aligned} \frac{\varepsilon^{3}}{32 L\left(1+K_{1}+K_{2} \varepsilon^{2}\right)} \text { and } \quad \begin{aligned}
\sum_{n=0}^{\infty} \gamma_{n}\left\|\nabla f\left(r_{n}\right)\right\|^{2} & \geq \sum_{n \in \cup_{k}\left[t_{k}, t_{k}-1\right)} \gamma_{n}\left\|\nabla f\left(r_{n}\right)\right\|^{2}=+\infty
\end{aligned}
$$

which contradicts (3.2.17). We showed that for every $\omega \in \Omega$, there exist finitely many upcrossing intervals from $\varepsilon / 2$ to $\varepsilon$. This means that for every $\varepsilon>0$, there exists some $n_{\varepsilon}^{*} \in \mathbb{N}$ with $0 \leq\left\|\nabla f\left(r_{n}\right)\right\| \leq \varepsilon$ for every $n \geq n_{\varepsilon}^{*}$, implying that $\nabla f\left(r_{n}\right) \rightarrow$ 0.

Lastly, if $r_{0}$ is a limit point of $\left(r_{n}\right)_{n}$, there exists some subsequence of it with $r_{k_{n}} \rightarrow r_{0}$ and by the (Lipschitz) continuity of $\nabla f$, we have that $\nabla f\left(r_{k_{n}}\right) \rightarrow 0=$ $\nabla f\left(r_{0}\right)$, so $r_{0}$ is a stationary point of $f$.

Remark 3.2.12: The conclusion of the previous proposition still holds if assumption (d) is replaced by the weaker one:
(d') There exist a $K_{2}>0$ and a sequence of random variables $\left(A_{n}\right)_{n}$ which is bounded a.s., such that

$$
\begin{equation*}
\mathbb{E}\left[\left\|s_{n}\right\|^{2} \mid \mathcal{F}_{n}\right] \leq A_{n}+K_{2}\left\|\nabla f\left(r_{n}\right)\right\|^{2} \text { for all } n \in \mathbb{N} \tag{3.2.23}
\end{equation*}
$$

Indeed, let $\Omega^{\prime}$ denote the set of all $\omega^{\prime}$ 's for which $\left(A_{n}(\omega)\right)_{n}$ is bounded. We proceed as in the proof of Proposition 3.2.11, except that $\left(Z_{n}\right)_{n}$ will be now defined as

$$
Z_{n}= \begin{cases}\frac{L A_{n} \gamma_{n}^{2}}{2}, & \text { if } L K_{2} \gamma_{n} \leq 2 C,  \tag{3.2.24}\\ \frac{L A_{n} \gamma_{n}^{2}}{2}-\gamma_{n}\left(C-\frac{L K_{2} \gamma_{n}}{2}\right)\left\|\nabla f\left(r_{n}\right)\right\|^{2}, & \text { otherwise }\end{cases}
$$

By the convergence of $\left(\gamma_{n}\right)_{n}$ to zero, there exists some $n_{0}$ such that $Z_{n}=\frac{L A_{n} \gamma_{n}^{2}}{2}$ for every $n \geq n_{0}$. In particular, for every $\omega \in \Omega^{\prime}$, by the boundedness of $\left(A_{n}(\omega)\right)_{n}$, we have that $Z_{n}(\omega)=\frac{L A_{n}(\omega) \gamma_{n}^{2}}{2} \leq \frac{L M_{\omega} \gamma_{n}^{2}}{2}$ for some $M_{\omega}>0$, thus $\sum_{n=1}^{\infty} Z_{n}(\omega)<\infty$ for all $\omega \in \Omega^{\prime}$. The rest of the proof remains unchanged.

Corollary 3.2.13: Consider the recursion

$$
\begin{equation*}
r_{n+1}=\left(1-\gamma_{n}\right) r_{n}+\gamma_{n} w_{n} \tag{3.2.25}
\end{equation*}
$$

where
(a) the step sizes $\left(\gamma_{n}\right)_{n}$ are such that $\sum_{n=1}^{\infty} \gamma_{n}(i)=\infty$ and $\sum_{n=1}^{\infty} \gamma_{n}(i)^{2}<\infty$ for every $i=1, \ldots, N$.
(b) The noise terms $\left(w_{n}\right)_{n}$ are such that $\mathbb{E}\left[w_{n} \mid \mathcal{F}_{n}\right]=0$ and $\mathbb{E}\left[w_{n}^{2} \mid \mathcal{F}_{n}\right] \leq A_{n}$, where $\left(A_{n}\right)_{n}$ is a sequence of random variables which is bounded with probability one, with each $A_{n}$ being $\mathcal{F}_{n}$-measurable.

Then $\left(r_{n}\right)_{n}$ converges to zero with probability one.
Proof. By setting $s_{n}=w_{n}-r_{n}$ into (3.2.13), we can can obtain (3.2.25) as a special case of it, $r_{n+1}=r_{n}+\gamma_{n} s_{n}$. Set $f(r)=r^{2} \geq 0$, with $\nabla f(r)=2 r$. We will confirm that all of the assumptions of Proposition 3.2.11 are met. Clearly, $\nabla f$ is a 2-Lipschitz function and

$$
\begin{aligned}
& \quad-\left\langle\nabla f\left(r_{n}\right), \mathbb{E}\left[w_{n}-r_{n} \mid \mathcal{F}_{n}\right]\right\rangle=-\left\langle 2 r_{n},-r_{n}\right\rangle=2\left\|r_{n}\right\|^{2} \text {, so } \\
& c\left\|\nabla f\left(r_{n}\right)\right\|^{2}=4 c\left\|r_{n}\right\|^{2} \leq 2\left\|r_{n}\right\|^{2}
\end{aligned}
$$

is satisfied for $c=\frac{1}{2}$. Additionally, by Proposition B.3.3, we have that for every $n$, $\mathbb{E}\left[\left\langle w_{n}, r_{n}\right\rangle \mid \mathcal{F}_{n}\right]=\left\langle r_{n}, \mathbb{E}\left[w_{n} \mid \mathcal{F}_{n}\right]\right\rangle$, so

$$
\mathbb{E}\left[\left\|s_{n}\right\|^{2} \mid \mathcal{F}_{n}\right]=\mathbb{E}\left[\left\|w_{n}-r_{n}\right\|^{2} \mid \mathcal{F}_{n}\right]=\mathbb{E}\left[\left\|w_{n}\right\|^{2}+\left\|r_{n}\right\|^{2}+2\left\langle w_{n}, r_{n}\right\rangle \mid \mathcal{F}_{n}\right]
$$

$$
\begin{aligned}
& \leq A_{n}+\left\|r_{n}\right\|^{2}+2 \mathbb{E}\left[\left\langle w_{n}, r_{n}\right\rangle \mid \mathcal{F}_{n}\right] \\
& =A_{n}+\frac{1}{4}\left\|2 r_{n}\right\|^{2}+2\left\langle r_{n}, \mathbb{E}\left[w_{n} \mid \mathcal{F}_{n}\right]\right\rangle=A_{n}+\frac{1}{4}\left\|\nabla f\left(r_{n}\right)\right\|^{2}
\end{aligned}
$$

with probability one. By Proposition 3.2.11 and Remark 3.2.12, we obtain that $\lim _{n \rightarrow \infty} \nabla f\left(r_{n}\right)=\lim _{n \rightarrow \infty} 2 r_{n}=0$ with probability one.

We now state one of the main tools that will be used in the stochastic approximation for pseudo-contractions. It does not assert the convergence of $\left(r_{n}\right)_{n}$, but merely its boundedness, so it is more of an auxiliary result.

Proposition 3.2.14: We consider the iteration

$$
\begin{equation*}
r_{n+1}=\left(1-\gamma_{n}\right) r_{n}+\gamma_{n}\left(H_{n} r_{n}+w_{n}+u_{n}\right) \tag{3.2.26}
\end{equation*}
$$

where
(a) the step sizes $\left(\gamma_{n}\right)_{n}$ are such that $\sum_{n=1}^{\infty} \gamma_{n}(i)=\infty$ and $\sum_{n=1}^{\infty} \gamma_{n}(i)^{2}<\infty$ for every $i=1, \ldots, N$.
(b) The noise terms $\left(w_{n}\right)_{n}$ have the properties that

$$
\mathbb{E}\left[w_{n}(i) \mid \mathcal{F}_{n}\right]=0 \text { and } \mathbb{E}\left[w_{n}(i)^{2} \mid \mathcal{F}_{n}\right] \leq A+B\left\|r_{n}\right\|^{2}
$$

(c) Each $H_{n}$ is a map $H_{n}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$, and there exist $\xi \in \mathbb{R}_{++}^{N}, \beta \in[0,1)$ and $D>0$ such that $\left\|H_{n} r_{n}\right\|_{\xi} \leq\left\|r_{n}\right\|_{\xi}+D$.
(d) There exists a sequence of non-negative random variables $\left(\theta_{n}\right)_{n}$ which converges to zero with probability one, such that

$$
\left\|u_{n}\right\|_{\infty} \leq \theta_{n}\left(1+\left\|r_{n}\right\|_{\xi}\right)
$$

for every $n \in \mathbb{N}$.
Then, the sequence $\left(r_{n}\right)_{n}$ is bounded with probability one.
Proof. Let us consider first the case where $\xi=(1, \ldots, 1)$ and $\|\cdot\|_{\xi}$ is just the supremum norm. We pick a $G \geq 1$ such that $\beta G+D<G$ and an $h$ such that $\beta G+D=h G$. Then $\beta<h<1$ and we can pick an $\varepsilon>0$ such that $(1+\varepsilon) h=1$. We define a sequence $\left(G_{n}\right)_{n}$ as follows: Set $G_{0}=\max \left\{\left\|r_{0}\right\|_{\infty}, G\right\}$ and suppose that $G_{n}$ has been defined. Then

$$
G_{n+1}= \begin{cases}G_{n}, & \text { if }\left\|r_{n+1}\right\|_{\infty} \leq(1+\varepsilon) G_{n}  \tag{3.2.27}\\ G_{0}(1+\varepsilon)^{k}, & \text { otherwise }\end{cases}
$$

where $k \in \mathbb{N}$ is such that $G_{0}(1+\varepsilon)^{k-1}<\left\|r_{n+1}\right\|_{\infty} \leq G_{0}(1+\varepsilon)^{k}=G_{n+1}$. We notice that $\left\|r_{n}\right\|_{\infty} \leq(1+\varepsilon) G_{n}$ for every $n \in \mathbb{N}$ and that $\left\|r_{n}\right\|_{\infty} \leq G_{n}$ whenever $G_{n-1}<$ $G_{n}$. Additionally, $\left(G_{n}\right)_{n}$ is increasing: If $G_{n+1} \neq G_{n}$, then $G_{n+1}=G_{0}(1+\varepsilon)^{k} \geq$ $\left\|r_{n+1}\right\|_{\infty}>(1+\varepsilon) G_{n}>G_{n}$.

Since $\beta \varepsilon+h<h \varepsilon+h<1$, we can pick a $\theta^{*} \geq 0$ such that $\beta \varepsilon+h+\theta^{*}(2+\varepsilon) \leq 1$. We also pick an $n^{*} \in \mathbb{N}$ such that $\theta_{n} \leq \theta^{*}$ with probability one for every $n \geq n^{*}$. Then

$$
\begin{align*}
\left\|H_{n} r_{n}\right\|_{\infty}+\theta_{n}\left(\left\|r_{n}\right\|_{\infty}+1\right) & \leq \beta\left\|r_{n}\right\|_{\infty}+D+\theta^{*}\left(1+(1+\varepsilon) G_{n}\right) \\
& \leq \beta(1+\varepsilon) G_{n}+(h-\beta) G+\theta^{*}\left(1+(1+\varepsilon) G_{n}\right) \\
& \leq \beta(1+\varepsilon) G_{n}+(h-\beta) G_{n}+\theta^{*}\left(1+(1+\varepsilon) G_{n}\right) \\
& =(\beta \varepsilon+h) G_{n}+\theta^{*}(2+\varepsilon) G_{n} \\
& \leq G_{n} \tag{3.2.28}
\end{align*}
$$

Let $w_{n}^{\prime}=\frac{w_{n}}{G_{n}}$. We have that

$$
\begin{aligned}
\mathbb{E}\left[w_{n}^{\prime}(i) \mid \mathcal{F}_{n}\right] & =\frac{\mathbb{E}\left[w_{n}(i) \mid \mathcal{F}_{n}\right]}{G_{n}}=0 \text { and } \\
\mathbb{E}\left[w_{n}^{\prime}(i)^{2} \mid \mathcal{F}_{n}\right] & =\frac{\mathbb{E}\left[w_{n}^{2}(i) \mid \mathcal{F}_{n}\right]}{G_{n}^{2}} \leq \frac{A+B\left\|r_{n}\right\|^{2}}{G_{n}^{2}} \leq \frac{A+B(1+\varepsilon)^{2} G_{n}^{2}}{G_{n}^{2}} \\
& \leq A+B(1+\varepsilon)^{2} .
\end{aligned}
$$

We define the following families of recursions: For every $n_{0} \in \mathbb{N}$, let $W_{n_{0}, n_{0}}^{\prime}=0$ and

$$
W_{n+1, n_{0}}^{\prime}=\left(1-\gamma_{n}\right) W_{n, n_{0}}^{\prime}+\gamma_{n} w_{n}^{\prime} \text { for } n \geq n_{0}
$$

We will show that for every $\delta>0$, there exists some $n_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\left\|W_{n, n_{0}}^{\prime}\right\|_{\infty} \leq \delta \tag{3.2.29}
\end{equation*}
$$

for every $n \geq n_{0}$ almost surely. By Corollary 3.2.13, we have that $W_{n, 0}^{\prime}(i) \rightarrow 0$ almost surely, for every $i=1, \ldots, N$. Using induction we can show that

$$
\begin{equation*}
W_{n, 0}^{\prime}=\prod_{k=n_{0}}^{n-1}\left(1-\gamma_{k}\right) W_{n_{0}, 0}^{\prime}+W_{n, n_{0}}^{\prime} \tag{3.2.30}
\end{equation*}
$$

for every $n \geq n_{0}$. For $n=n_{0}$ it holds trivially. Suppose that $W_{n, 0}^{\prime}=\prod_{k=n_{0}}^{n-1}(1-$ $\left.\gamma_{k}\right) W_{n_{0}, 0}^{\prime}+W_{n, n_{0}}^{\prime}$ for some $n \geq n_{0}$. Then

$$
\begin{aligned}
W_{n+1,0}^{\prime} & =\left(1-\gamma_{n}\right) W_{n, 0}^{\prime}+\gamma_{n} w_{n}^{\prime} \\
& =\left(1-\gamma_{n}\right) \prod_{k=n_{0}}^{n-1}\left(1-\gamma_{k}\right) W_{n_{0}, 0}^{\prime}+\left(1-\gamma_{n}\right) W_{n, n_{0}}+\gamma_{n} w_{n}^{\prime} \\
& =\prod_{k=n_{0}}^{n}\left(1-\gamma_{k}\right) W_{n_{0}, 0}^{\prime}+W_{n+1, n_{0}}
\end{aligned}
$$

and the induction is complete. By (3.2.30) we have that for $n_{0}$ large enough so that $\left\|\gamma_{n}\right\|_{\infty} \leq 1,\left\|W_{n_{0}, 0}\right\|_{\infty}<\frac{\delta}{2}$ and $\left\|W_{n, 0}\right\|_{\infty}<\frac{\delta}{2}$ all hold with probability one for every $n \geq n_{0}$,

$$
\begin{aligned}
\left\|W_{n, n_{0}}^{\prime}\right\|_{\infty} & =\left\|W_{n, 0}^{\prime}-\prod_{k=n_{0}}^{n-1}\left(1-\gamma_{k}\right) W_{n_{0}, 0}^{\prime}\right\|_{\infty} \\
& \leq\left\|W_{n, 0}^{\prime}\right\|_{\infty}+\prod_{k=n_{0}}^{n-1}\left(1-\gamma_{k}\right)\left\|W_{n_{0}, 0}^{\prime}\right\|_{\infty} \\
& \leq \frac{\delta}{2}+\frac{\delta}{2}=\delta
\end{aligned}
$$

for every $n \geq n_{0}$.
Pick an $n_{0} \in \mathbb{N}$ such that $\left\|r_{n_{0}}\right\|_{\infty} \leq G_{n_{0}},\left\|W_{n, n_{0}}^{\prime}\right\|_{\infty} \leq \varepsilon,\left\|\gamma_{n}\right\| \leq 1$ and $\theta_{n} \leq \theta^{*}$ all hold with probability one for every $n \geq n_{0}$. We will show inductively that

$$
\begin{align*}
& G_{n}=G_{n_{0}} \text { and } \\
&-G_{n_{0}}(1+\varepsilon) \leq-G_{n_{0}}+W_{n, n_{0}}^{\prime} G_{n_{0}} \leq r_{n} \leq G_{n_{0}}+W_{n, n_{0}}^{\prime} G_{n_{0}} \leq G_{n_{0}}(1+\varepsilon) \tag{3.2.31}
\end{align*}
$$

for every $n \geq n_{0}$. For $n=n_{0}$, (3.2.31) becomes

$$
-G_{n_{0}}(1+\varepsilon) \leq-G_{n_{0}} \leq r_{n} \leq G_{n_{0}}+\leq G_{n_{0}}(1+\varepsilon)
$$

which clearly holds. Suppose that (3.2.31) both hold for some $n \geq n_{0}$. Then

$$
\begin{aligned}
r_{n+1} & =\left(1-\gamma_{n}\right) r_{n}+\gamma_{n}\left(H_{n} r_{n}+w_{n}+u_{n}\right) \\
& \leq\left(1-\gamma_{n}\right)\left(G_{n_{0}}+W_{n, n_{0}}^{\prime}+G_{n_{0}}\right)+\gamma_{n} w_{n}^{\prime} G_{n}+\gamma_{n}\left(H_{n} r_{n}+\theta_{n}\left(\left\|r_{n}\right\|_{\infty}+1\right)\right) \\
& \leq G_{n_{0}}+G_{n_{0}}\left(\left(1-\gamma_{n}\right) W_{n, n_{0}}^{\prime}+w_{n}^{\prime} \gamma_{n}\right) \\
& =G_{n_{0}}+G_{n_{0}} W_{n+1, n_{0}}^{\prime}
\end{aligned}
$$

where we used the induction hypothesis on $r_{n}$ and the fact that $G_{n}=G_{n_{0}}$. In a similar manner we obtain the other half of (3.2.31). Additionally, $\left\|r_{n+1}\right\|_{\infty} \leq$ $G_{n_{0}}(1+\varepsilon)$ implies that $G_{n}=G_{n_{0}}$. We showed that $G_{n}=G_{n_{0}}$ for every $n \geq n_{0}$. The boundedness of $\left(r_{n}\right)_{n}$ then follows from the relation $\left\|r_{n}\right\|_{\infty} \leq(1+\varepsilon) G_{n}=$ $(1+\varepsilon) G_{n_{0}}$ which holds for every $n \geq n_{0}$.

We now examine the general case, where $\xi$ is strictly positive but not necessarily equal to $e=(1, \ldots, 1)$. Using the isometries $S$ and $L$ between $\left(\mathbb{R}^{N},\|\cdot\|_{\infty}\right)$ and $\left(\mathbb{R}^{N}, \| \cdot\right.$ $\|_{\xi}$ ), as introduced in Remark 3.2.4, we can reformulate the problem as follows (see also Figure 1):

We set $r_{n}^{\prime}=S r_{n}, H_{n}^{\prime}=S \circ H_{n} \circ L, w_{n}^{\prime}=S w_{n}$ and $u_{n}^{\prime}=S u_{n}$ for every $n \in \mathbb{N}$. Then, the elements $r_{n}^{\prime}$ belong to $\left(\mathbb{R}^{N},\|\cdot\|_{\infty}\right)$ and by applying the operator $S$ to the iteration (3.2.26) we obtain that:

$$
\begin{align*}
r_{n+1} & =\left(1-\gamma_{n}\right) r_{n}+\gamma_{n}\left(H_{n} r_{n}+w_{n}+u_{n}\right) & \Rightarrow \\
S r_{n+1} & =\left(1-\gamma_{n}\right) S r_{n}+\gamma_{n}\left(S H_{n} r_{n}+S w_{n}+S u_{n}\right) & \Rightarrow \\
r_{n+1}^{\prime} & =\left(1-\gamma_{n}\right) r_{n}^{\prime}+\gamma_{n}\left(S H_{n} L\left(S r_{n}\right)+w_{n}^{\prime}+u_{n}^{\prime}\right) & \Rightarrow \\
r_{n+1}^{\prime} & =\left(1-\gamma_{n}\right) r_{n}^{\prime}+\gamma_{n}\left(H_{n}^{\prime}\left(r_{n}^{\prime}\right)+w_{n}^{\prime}+u_{n}^{\prime}\right), & \tag{3.2.32}
\end{align*}
$$



Figure 1: Reformulating the problem so that the induced operator $H_{n}^{\prime}$ on $\left(\mathbb{R}^{n},\|\cdot\|_{\infty}\right)$ has the same properties as the original one $H_{n}$ defined on $\left(\mathbb{R}^{n},\|\cdot\|_{\xi}\right)$.
so the newly introduced elements $r_{n}^{\prime}, H_{n}^{\prime}, w_{n}^{\prime}$ and $u_{n}^{\prime}$ satisfy the same relation (3.2.26). Furthermore,

$$
\begin{aligned}
\mathbb{E}\left[w_{n}^{\prime}(i) \mid \mathcal{F}_{n}\right] & =\frac{1}{\xi_{i}} \mathbb{E}\left[w_{n}(i) \mid \mathcal{F}_{n}\right]=0, \\
\mathbb{E}\left[w_{n}^{\prime}(i)^{2} \mid \mathcal{F}_{n}\right] & =\frac{1}{\xi_{i}^{2}} \mathbb{E}\left[w_{n}(i)^{2} \mid \mathcal{F}_{n}\right] \leq \max _{i=1, \ldots, n}\left\{\frac{1}{\xi_{i}^{2}}\right\} \mathbb{E}\left[w_{n}(i)^{2} \mid \mathcal{F}\right] \\
& \leq C\left(A+B\left\|r_{n}\right\|_{\xi}\right) \leq A^{\prime}+B^{\prime}\left\|r_{n}\right\|_{\infty} \\
\left\|H_{n}^{\prime} r_{n}^{\prime}\right\|_{\infty} & =\left\|S H_{n} L r_{n}^{\prime}\right\|_{\infty}=\left\|H_{n} L r_{n}^{\prime}\right\|_{\xi} \leq \beta\left\|L r_{n}^{\prime}\right\|_{\xi}+D \\
& =\beta\left\|r_{n}^{\prime}\right\|_{\infty}+D \\
\left\|u_{n}^{\prime}\right\|_{\infty} & =\left\|u_{n}\right\|_{\xi} \leq \theta_{n}\left(1+\left\|r_{n}\right\|_{\xi}\right) \leq \theta_{n}\left(1+C\left\|r_{n}\right\|_{\infty}\right),
\end{aligned}
$$

the last inequality holding by the equivalency of the $\|\cdot\|_{\xi}$ and $\|\cdot\|_{\infty}$ norms. If $C \leq 1$, then $\left\|u_{n}^{\prime}\right\|_{\infty} \leq \theta_{n}\left(1+\left\|r_{n}\right\|_{\infty}\right)$ with $\theta_{n} \rightarrow 0$ in probability. If $C>1$, then $\left\|u_{n}^{\prime}\right\|_{\infty} \leq C \theta_{n}\left(1+\left\|r_{n}\right\|_{\infty}\right)$ with $C \theta_{n} \rightarrow 0$ in probability.

All the requirements of the proposition are satisfied for $\left(r_{n}^{\prime}\right)_{n}$ with respect to the $\ell_{\infty}$ norm. From our previous step, there exists some $M>0$ such that $\left\|r_{n}^{\prime}\right\|_{\infty} \leq M$ with probability one. This implies that $\left\|r_{n}\right\|_{\xi} \leq M$ with probability one and the $\ell_{\infty}$ boundedness of $\left(r_{n}\right)_{n}$ follows from the equivalency of the two norms.

### 3.2.1 Stochastic approximation for pseudo-contractions

We are now ready to state and prove the first of our two main convergence results. Instead of proving it for a single pseudo-contraction $H$, we consider the more general case where we have a sequence of pseudo-contractions $\left(H_{n}\right)_{n}$, with the same fixed point $x^{*}$, the same constant $\beta$, and with respect to the same weighted supremum norm.

Proposition 3.2.15: Let $\left(r_{n}\right)_{n}$ be the sequence generated by the iteration

$$
\begin{equation*}
r_{n+1}=\left(1-\gamma_{n}\right) r_{n}+\gamma_{n}\left(H_{n} r_{n}+w_{n}+u_{n}\right) \tag{3.2.33}
\end{equation*}
$$

where
(a) the step sizes $\left(\gamma_{n}\right)_{n}$ are such that $\sum_{n=1}^{\infty} \gamma_{n}(i)=\infty$ and $\sum_{n=1}^{\infty} \gamma_{n}(i)^{2}<\infty$ for every $i=1, \ldots, N$.
(b) The noise terms $\left(w_{n}\right)_{n}$ have the properties that

$$
\mathbb{E}\left[w_{n}(i) \mid \mathcal{F}_{n}\right]=0 \text { and } \mathbb{E}\left[w_{n}(i)^{2} \mid \mathcal{F}_{n}\right] \leq A+B\left\|r_{n}\right\|^{2}
$$

(c) Each $H_{n}$ is a pseudo-contraction (see Definition 3.2.5) with respect with the same $\|\cdot\|_{\xi}$ norm, with the same fixed point $r^{*}$ and the same constant $\beta \in[0,1)$.
(d) There exists a sequence of non-negative random variables $\left(\theta_{n}\right)_{n}$ which converges to zero almost surely, such that

$$
\left\|u_{n}\right\|_{\infty} \leq \theta_{n}\left(1+\left\|r_{n}\right\|_{\xi}\right)
$$

for every $n \in \mathbb{N}$.
Then $\left(r_{n}\right)_{n}$ converges to $r^{*}$ almost surely.
Proof. Suppose first that $r^{*}=0$ and $\xi=(1, \ldots, 1)$. Then, the pseudo-contraction property can be written as $\left\|H_{n} r_{n}\right\|_{\infty} \leq \beta\left\|r_{n}\right\|_{\infty}$ for all $n$, so Proposition 3.2.14 applies and yields that $\left(r_{n}\right)_{n}$ is bounded almost surely. Let $D_{0}>0$ be such that $\left\|r_{n}\right\|_{\infty} \leq D_{0}$ almost surely for every $n \in \mathbb{N}$ and pick some $\varepsilon>0$ such that $\beta+2 \varepsilon<1$. We set $D_{k}=(\beta+2 \varepsilon)^{k} D_{0}$ for $k \in \mathbb{N}$.

We will show inductively that for every $k$, there exists some $n_{k} \in \mathbb{N}$ such that $\left\|r_{n}\right\|_{\infty} \leq D_{k}$ for every $n \geq n_{k}$ almost surely. For $k=0$, this relation becomes $\left\|r_{n}\right\| \leq D_{0}$ which holds for every $n \in \mathbb{N}$. Suppose that $\left\|r_{n}\right\|_{\infty} \leq D_{k}$ for every $n \geq n_{k}$ a.s. for some $k$.

We define the following sequence $\left(W_{n}\right)_{n}$ in $\mathbb{R}^{N}$ :

$$
\begin{equation*}
W_{0}=0, \quad W_{n+1}\left(1-\gamma_{n}\right) W_{n}+\gamma_{n} w_{n} \tag{3.2.34}
\end{equation*}
$$

By assupmtion (b), $\mathbb{E}\left[w_{n}(i)^{2} \mid \mathcal{F}_{n}\right] \leq A+B\left\|r_{n}\right\|_{2}^{2}$, and since $\left(r_{n}\right)_{n}$ is bounded a.s., Corollary 3.2.13 applies and asserts that $\left(W_{n}\right)_{n}$ converges a.s. to zero.

For every $v \in \mathbb{N}$, we define

$$
\begin{equation*}
W_{v, v}=0 \text { and } W_{n+1, v}=\left(1-\gamma_{n}\right) W_{n, v}+\gamma_{n} w_{n}, \text { for } n \geq v \tag{3.2.35}
\end{equation*}
$$

Again by Corollary 3.2.13, $W_{n, v} \xrightarrow[n \rightarrow \infty]{ } 0$ a.s. for every $v \in \mathbb{N}$. In addition, for every $n \geq n_{k}$,

$$
\left\|u_{n}\right\|_{\infty} \leq \theta_{n}\left(1+\left\|r_{n}\right\|_{\xi}\right) \leq \theta_{n}\left(D_{k}+1\right) \xrightarrow[n \rightarrow \infty]{ } 0 \text { a.s. }
$$

We pick an $v_{k} \geq n_{k}$ such that $\left\|u_{n}\right\|_{\infty} \leq \varepsilon D_{k}$ for every $n \geq v_{k}$, and define $Y_{v_{k}}=$ ( $D_{k}, \ldots, D_{k}$ ), and

$$
\begin{align*}
Y_{n+1} & =\left(1-\gamma_{n}\right) Y_{n}+\gamma_{n}\left(\beta D_{k}+\varepsilon D_{k}\right) \\
& =Y_{n}+\gamma_{n}\left(\beta D_{k}+\varepsilon D_{k}-Y_{n}\right) \text { for } n \geq n_{k} . \tag{3.2.36}
\end{align*}
$$

We will show that

$$
\begin{equation*}
-Y_{n}+W_{n, v_{k}} \leq r_{n} \leq Y_{n}+W_{n, v_{k}} \tag{3.2.37}
\end{equation*}
$$

for every $n \geq v_{k}$ using induction: For $n=v_{k}$, the inequality becomes $-D_{k} \leq r_{n} \leq$ $D_{k}$ for all $n \geq v_{k}$ which follows from our previous inductive assumption. Suppose that (3.2.37) holds for som $n \geq v_{k}$. Since $\left\|H_{n} r_{n}\right\| \leq \beta\left\|r_{n}\right\| \leq \beta D_{k}$, we have that

$$
\begin{aligned}
r_{n+1} & =\left(1-\gamma_{n}\right) r_{n}+\gamma_{n}\left(H_{n} r_{n}+w_{n}+u_{n}\right) \\
& \leq\left(1-\gamma_{n}\right)\left(Y_{n}+W_{n, v_{k}}\right)+\gamma_{n}\left(\beta D_{k}+w_{n}+\varepsilon D_{k}\right) \\
& =\left(1-\gamma_{n}\right) Y_{n}+\gamma_{n}\left(\beta D_{k}+\varepsilon D_{k}\right)+\left(1-\gamma_{n}\right) W_{n, v_{k}}+\gamma_{n} w_{n} \\
& =Y_{n+1}+W_{n+1, v_{k}} .
\end{aligned}
$$

In the same manner we can prove the other half of (3.2.37) for $n:=n+1$.
By summing (3.2.36) from $n=0$ to $n=m-1$ we obtain

$$
\begin{equation*}
Y_{m}=Y_{0}+\sum_{n=0}^{m-1} \gamma_{n}\left(\beta D_{k}+\varepsilon D_{k}-Y_{n}\right) \tag{3.2.38}
\end{equation*}
$$

Notice that by its construction, $Y_{n+1} \in\left[Y_{n},(\varepsilon+\beta) D_{k}\right]$ for all $n$, so $\left(Y_{n}\right)_{n}$ is increasing and bounded, thus convergent. If we take limits in (3.2.38), we have that $\lim _{m} Y_{m}=Y_{0}+\sum_{n=0}^{\infty} \gamma_{n}\left(\beta D_{k}+\varepsilon D_{k}-Y_{n}\right)$, and since $\sum_{n} \gamma_{n}=+\infty$, it has to be that $\lim _{n} Y_{n}=\beta D_{k}+\varepsilon D_{k}$. Then, (3.2.37) yields that $\limsup _{n}\left\|r_{n}\right\| \leq(\beta+\varepsilon) D_{k}=D_{k+1}$, as promised.

We showed that for every $k$, there exists some $n_{k} \in \mathbb{N}$ and some $\Omega_{k}$ of measure one, such that $\left\|r_{n}(\omega)\right\|_{\infty} \leq D_{k}$ for every $n \geq n_{k}$ and every $\omega \in \Omega_{k}$. By setting $\Omega^{\prime}=\cap_{k} \Omega_{k}$, we have that $P\left(\Omega^{\prime}\right)=1$ and $\left\|r_{n}(\omega)\right\|_{\infty} \leq D_{k}$ for every $n \geq n_{k}$ and every $\omega \in \Omega^{\prime}$. Since $D_{k} \rightarrow 0$, we obtain that $\left\|r_{n}\right\|_{\infty} \rightarrow 0$ almost surely.

We proved the proposition in the special case where $r^{*}=0$ and $\xi=(1, \ldots, 1)$. The proof for the general case is based on the same argument as in Proposition 3.2.14, p. 66, and we will only sketch it here to avoid repetition.

Suppose that the proposition holds whenever $\left(H_{n}\right)_{n}$ is a sequence of pseudocontractions with $r^{*}=0$ and $\xi$ arbitrary. We define $H_{n}^{\prime}(x)=H_{n}\left(x+r^{*}\right)-H\left(r^{*}\right)$ and $r_{n}^{\prime}=r_{n}-r^{*}$. Then each $H_{n}^{\prime}$ is a pseudo-contraction with zero as its fixed point ${ }^{15}$ and

$$
r_{n+1}^{\prime}=\left(1-\gamma_{n}\right) r_{n}^{\prime}+\gamma_{n}\left(H_{n}^{\prime} r_{n}^{\prime}+w_{n}+u_{n}\right)
$$

[^27]so the proposition applies for $\left(r_{n}^{\prime}\right)_{n}$ and $r_{n}^{\prime}=r_{n}-r^{*} \rightarrow 0$ almost surely.
Suppose that the proposition holds whenever $\left(H_{n}\right)_{n}$ is a sequence of pseudocontractions with $r^{*}$ arbitrary and $\xi=(1, \ldots, 1)$. Using the isometries $S, L$, we again define $H_{n}^{\prime}=S H_{n} L, r_{n}^{\prime}=S r_{n}, w_{n}^{\prime}=S w_{n}$ and $u_{n}^{\prime}=S u_{n}$ for all $n$. It is easy to confirm that
$$
r_{n+1}^{\prime}=\left(1-\gamma_{n}\right) r_{n}^{\prime}+\gamma_{n}\left(H_{n}^{\prime} r_{n}^{\prime}+w_{n}^{\prime}+u_{n}^{\prime}\right)
$$
and that all the assumptions of the proposition, concerning $\left(w_{n}^{\prime}\right)_{n}$ and $\left(u_{n}^{\prime}\right)_{n}$, are satisfied.
For the general case, where both $r^{*}$ and $\xi$ associated with $H_{n}$ are arbitrary, one needs to consecutively apply the previous two transformations. More specifically, $r_{n}^{\prime \prime}$ will be equal to $r_{n}^{\prime \prime}=S\left(r_{n}-r^{*}\right)$ and the proposition applied on it will yield that $r_{n}^{\prime \prime} \rightarrow 0$ a.s., so $S r_{n} \rightarrow S r^{*}$ and $r_{n}=L S r_{r} \rightarrow L S r^{*}=r^{*}$ almost surely.

### 3.2.2 Stochastic approximation for monotone operators

For our last convergence result, we drop the pseudo-contraction assumption, and assume that $H$ is a monotone operator instead. Monotonicity is assumed with respect to the usual pointwise order of $\mathbb{R}^{N}$, but there also exist results involving more general linear orders [Wai19b].

Proposition 3.2.16: Let $\left(r_{n}\right)_{n}$ be the sequence generated by the iteration

$$
\begin{equation*}
r_{n+1}=\left(1-\gamma_{n}\right) r_{n}+\gamma_{n}\left(H r_{n}+w_{n}\right), \tag{3.2.39}
\end{equation*}
$$

where
(a) the step sizes $\left(\gamma_{n}\right)_{n}$ are such that $\sum_{n=1}^{\infty} \gamma_{n}(i)=\infty$ and $\sum_{n=1}^{\infty} \gamma_{n}(i)^{2}<\infty$ for every $i=1, \ldots, N$.
(b) The noise terms $\left(w_{n}\right)_{n}$ have the properties that

$$
\mathbb{E}\left[w_{n}(i) \mid \mathcal{F}_{n}\right]=0 \text { and } \mathbb{E}\left[w_{n}(i)^{2} \mid \mathcal{F}_{n}\right] \leq A+B\left\|r_{n}\right\|^{2}
$$

(c) For the operator $H$ we have that
(i) it is monotone, meaning that $H x \leq H y$ for every $x \leq y$.
(ii) For every $\lambda>0$ and $r \in \mathbb{R}^{N}$, the following inequality holds: $H r-\lambda e \leq$ $H(r-\lambda e) \leq H(r+\lambda e) \leq H r+\lambda e$, where $e=(1, \ldots, 1)$.
(iii) It has a unique fixed point, $H r^{*}=r^{*}$.

If $\left(r_{n}\right)_{n}$ is bounded a.s., then $\left(r_{n}\right)_{n}$ converges to $r^{*}$ almost surely.

Proof. Suppose that $\left(r_{n}\right)_{n}$ is bounded a.s., and let $\lambda>0$ be a random variable with $r^{*}-\lambda e \leq r_{n} \leq r^{*}+\lambda e .{ }^{16}$ We define two sequences $\left(L^{n}\right)_{n}$ and $\left(U^{n}\right)_{n}$ as follows:

$$
\begin{aligned}
L^{0}=r^{*}-\lambda e, \quad L^{k+1}=\frac{L^{k}+H L^{k}}{2}, \quad k \geq 0 \\
U^{0}=r^{*}+\lambda e, \quad U^{k+1}=\frac{U^{k}+H U^{k}}{2}, \quad k \geq 0 .
\end{aligned}
$$

We can show inductively that

$$
\begin{align*}
H U^{k} & \leq U^{k+1} \leq U^{k} \text { and }  \tag{3.2.40}\\
H L^{k} & \geq L^{k+1} \geq L^{k} \tag{3.2.41}
\end{align*}
$$

for every $k \in \mathbb{N}$. For $k=0, H U^{0}=H\left(r^{*}-\lambda e\right)$ and $U^{1}=\frac{r^{*}+\lambda e+H\left(r^{*}+\lambda e\right)}{2}$ and since $H\left(r^{*}-\lambda e\right) \leq H\left(r^{*}+\lambda e\right), r^{*}+\lambda e$ we also have that $H\left(r^{*}-\lambda e\right)$ is less or equal than any convex combination of them. In the same manner, $r^{*}+\lambda e, H\left(r^{*}+\lambda e\right) \leq$ $r^{*}+\lambda e$, so $U^{1}=\frac{r^{*}+\lambda e}{2}+\frac{H\left(r^{*}+\lambda e\right)}{2} \leq r^{*}+\lambda e=U^{0}$.

Suppose that $H U^{m} \leq U^{m+1} \leq U^{m}$ for every $m=0,1, \ldots, k$. Then

$$
U^{k+2}=\frac{U^{k+1}+H U^{k+1}}{2} \leq \frac{U^{k}}{2}+\frac{H U^{k+1}}{2} \leq \frac{U^{k}}{2}+\frac{H U^{k}}{2}=U^{k+1}
$$

since $U^{k+1} \leq U^{k}$ by our inductive hypothesis and $H$ is monotone. It remains to be shown that $H U^{k+1} \leq U^{k+2}$, but this follows immediately from the fact that $H U^{k+1} \leq H U^{k} \leq U^{k+1}$ and $U^{k+2} \in\left[H U^{k+1}, U^{k+1}\right]$. The inequalities involving $L^{k}$ can be proven similarly.

We will show that the sequences $\left(U^{k}\right)_{k}$ and $\left(L^{k}\right)_{k}$ converge to $r^{*}$ almost surely. For every $k$, we have that $U^{k} \leq \ldots \leq U^{0}$, so for each $i=1, \ldots, N$, the sequence $\left(U^{k}(i)\right)_{k}$ is non-increasing. It is also bounded below by $r^{*}(i)$, as

$$
U^{k+1}=\frac{U^{k}+H U^{k}}{2} \geq \frac{r^{*}+H U^{k}}{2} \geq \frac{r^{*}+H r^{*}}{2}=r^{*}
$$

Thus, for every $i=1, \ldots, N$, the sequence $\left(U^{k}(i)\right)_{k}$ converges to its infimum. By taking limits in $U^{k+1}(i)=\frac{U^{k}(i)+H U^{k}(i)}{2}$, and taking advantage of the continuity of $H$, we obtain that its limit $U$ has the property that $U=\frac{U+H U}{2}$, so $U=r^{*}$ is the unique fixed point of $H$. We work similarly for $\left(L^{k}\right)_{k}$.

The two sequences defined above, restrict the behavior of $\left(r_{n}\right)_{n}$. In particular, we will show that for every $k \in \mathbb{N}$, there exists some $n_{k} \in \mathbb{N}$ such that $L^{k} \leq r_{n} \leq U^{k}$ for every $n \geq n_{k}$. For $k=0$, the claim is trivial, as $L^{0}=r^{*}-\lambda e \leq r_{n} \leq r^{*}+\lambda e=U^{0}$ holds for every $n \in \mathbb{N}$.

For the inductive step, suppose that there exist $n_{1}, \ldots, n_{k}$, such that $L^{l} \leq r_{n} \leq U^{l}$ for every $n \geq n_{l}$ for $l=1, \ldots, k$. We define a sequence $\left(W_{n}\right)_{n}$ as follows:

$$
W_{0}=0, \quad W_{n+1}=\left(1-\gamma_{n}\right) W_{n}+\gamma_{n} w_{n}, \text { for } n \geq 0
$$

[^28]and for every $v \in \mathbb{N}$, we also define
$$
W_{v, v}=0, \quad W_{n+1, v}=\left(1-\gamma_{n}\right) W_{n, v}+\gamma_{n} w_{n}, \quad \text { for } n \geq v .
$$

By Corollary 3.2.13, $W_{n} \rightarrow 0$ and $W_{n, v} \rightarrow 0$ almost surely for every $v \in \mathbb{N}$. Let $\left(X_{n}\right)_{n=n_{k}}^{\infty}$ be defined as follows:

$$
X_{n_{k}}=U^{k}, \quad X_{n+1}=\left(1-\gamma_{n}\right) X_{n}+\gamma_{n} H U^{k}, \text { for } n \geq n_{k} .
$$

We will show that for every $n \geq n_{k}$,

$$
\begin{equation*}
r_{n} \leq X_{n}+W_{n, n_{k}} \tag{3.2.42}
\end{equation*}
$$

For $n=n_{k}$, the relation becomes $r_{n} \leq U^{k}$, which holds. Suppose that $r_{l} \leq X_{l}+$ $W_{l, n_{k}}$ for $l=1, \ldots, n$. Then

$$
\begin{aligned}
r_{n+1} & =\left(1-\gamma_{n}\right) r_{n}+\gamma_{n} H r_{n}+\gamma_{n} w_{n} \\
& \leq\left(1-\gamma_{n}\right)\left(X_{n}+W_{n, n_{k}}\right)+\gamma_{n} H r_{n}+\gamma_{n} w_{n} \\
& \leq\left(1-\gamma_{n}\right)\left(X_{n}+W_{n, n_{k}}\right)+\gamma_{n} H U^{k}+\gamma_{n} w_{n} \\
& \leq\left(1-\gamma_{n}\right) X_{n}+\gamma_{n} H U^{k}+\left(1-\gamma_{n}\right) W_{n, n_{k}}+\gamma_{n} w_{n} \\
& =X_{n+1}+W_{n+1, n_{k}}
\end{aligned}
$$

and relation (3.2.42) has been established.
For each $k \in \mathbb{N}$, let

$$
A_{k}=\left\{i: U^{k}(i) \neq H U^{k}(i)\right\} \text { and } \delta_{k}=\frac{1}{4} \min _{i \in A_{k}}\left\{U^{k}(i)-H U^{k}(i)\right\} .
$$

Then $\delta_{k} \geq 0$ and $\delta_{k}$ is zero if and only if $U^{k}=H U^{k}$. If $\delta_{k}=0$, then $U^{k}=r^{*}$ and $U^{m}=r^{*}$ for every $m \geq k$, so $r_{n} \leq U^{m}$ for every $n \geq n_{k_{1}}$ trivially.
Suppose that $\delta_{k} \neq 0$ for every $k \in \mathbb{N}$. Pick an $n_{k}^{\prime} \in \mathbb{N}$ such that $n_{k}^{\prime} \geq n_{k}, \prod_{t=n_{k}}^{n_{k}^{\prime}}(1-$ $\left.\gamma_{t}(i)\right) \leq \frac{1}{4}{ }^{17}$ and $W_{n, n_{k}} \leq \delta_{k}{ }^{18}$ all hold. Then $r_{n} \leq U^{k+1}$ for every $n \geq n_{k}^{\prime}$. Indeed, let $i \in\{1, \ldots, N\}$. If $U^{k+1}(i)=U^{k}(i)$, then $r_{n}(i) \leq U^{k}(i)=U^{k+1}(i)$. Suppose that $U^{k+1}(i)<U^{k}(i)$. Then for every $n \geq n_{k}^{\prime}$,

$$
\begin{aligned}
X_{n+1}(i) & =\left(1-\gamma_{n}(i)\right) X_{n}(i)+\gamma_{n}(i) H U^{k} \\
& =\left(1-\gamma_{n}(i)\right)\left[\left(1-\gamma_{n-1}(i)\right) X_{n-1}(i)+\gamma_{n-1}(i) H U^{k}(i)\right]+\gamma_{n}(i) H U^{k}(i) \\
& =\left(1-\gamma_{n}(i)\right)\left(1-\gamma_{n-1}(i)\right) X_{n-1}(i)+\left[1-\left(1-\gamma_{n}(i)\right)\left(1-\gamma_{n-1}(i)\right)\right] H U^{k}(i),
\end{aligned}
$$

and inductively we obtain that for every $n \geq n_{k}^{\prime}$,

$$
X_{n}=\prod_{t=n_{k}}^{n-1}\left(1-\gamma_{t}\right) U^{k}+\left(1-\prod_{t=n_{k}}^{n-1}\left(1-\gamma_{t}\right)\right) H U^{k}=\lambda U^{k}+(1-\lambda) H U^{k}
$$

[^29]for $\lambda<\frac{1}{4}$ and $U^{k} \geq H U^{k}$. Hence,
\[

$$
\begin{aligned}
X_{n}(i) & \leq \frac{1}{4} U^{k}(i)+\frac{3}{4} H U^{k}(i) \\
& =\frac{1}{2} U^{k}(i)+\frac{1}{2} H U^{k}(i)-\frac{1}{4}\left(U^{k}(i)-H U^{k}(i)\right) \\
& \leq U^{k+1}(i)-\delta_{k} \text { and } \\
r_{n}(i) & \leq X_{n}(i)+W_{n, n_{k}}(i) \leq U^{k+1}(i)-\delta_{k}+W_{n, n_{k}}(i) \leq U^{k+1}(i)
\end{aligned}
$$
\]

for all $n \geq n_{k}^{\prime}$. Similarly, we obtain that $L^{k+1}(i) \leq r_{n}(i)$ for all $i$ and $n \geq n_{k}^{\prime \prime}$. By setting $n_{k+1}=\max \left\{n_{k}^{\prime}, n_{k}^{\prime \prime}\right\}$, we complete the inductive step.

### 3.3 Q-Learning

Q-Learning is an algorithm proposed by Chris Watkins [Wat89] to provide approximate solutions to dynamic programming problems, when we do not have enough information on the underlying model to approach it with the usual methods. Despite the relative simplicity of the algorithm itself, the actual proof of its convergence came later and is quite involved. In this section we will present a proof, belonging to John Tsitsiklis [Tsi94], that builds upon the tools developed in the previous sections.

### 3.3.1 Dynamic Programming

In Dynamic Programming [Ros83], we are trying to minimize the expected cost of a process, through decisions that are taken sequentially. During each stage $n$, we observe the current state $i \in S$ of the process and we choose an action $a \in A(i)$. Then, the process transitions to a state $j$ according to some probability distribution $p_{i}$. $(a)$ which depends on the previous state $i$ and the decision $a$ that we took. Additionally, the transition we just described, incurs a cost of $c(i, a, j)$. The costs accumulate over time, and our goal is to minimize the total expected cost.
A policy $\pi$ is a sequence $\pi=\left(\mu_{0}, \mu_{1}, \ldots\right)$, where each $\mu_{k}$ is a function $\mu_{k}: S \rightarrow$ $\cup_{i \in S} A(i)$ with $\mu_{k}(i) \in A(i)$ for all $i \in S$. Namely, a policy dictates which action we will choose at each state and stage of the problem. A stationary policy $\pi=$ $(\mu, \mu, \ldots)=\mu$, is a policy which is indifferent to the current stage of the problem, and depends only on the current state.
Suppose that we follow a policy $\pi=\left(\mu_{0}, \mu_{1}, \ldots\right)$ and that the sequence of the states the process visits is $\left(j_{k}\right)_{0}^{\infty}$. This sequence is not known in advance, but each $j_{k+1}$ depends on the previous state $j_{k}$ and the decision that was taken during the $k$-th round. However, this decision was dictated by $\mu_{k}$ and, in particular, it was equal to $\mu_{k}\left(i_{k}\right)$. So, the total expected cost $J^{\pi}(i)$ when the initial state is $i_{0}=i$ and policy $\pi$ is employed, is equal to

$$
\begin{equation*}
J^{\pi}(i)=\lim _{N \rightarrow \infty} \mathbb{E}\left[\sum_{k=0}^{N} c\left(i_{k}, \mu_{k}\left(i_{k}\right), i_{k+1}\right) \mid i_{0}=i\right], \tag{3.3.1}
\end{equation*}
$$

provided that this limit exists. The optimal cost-to-go function $J^{*}(i)$ when starting at state $i$, is defined as the best we can do, under any policy $\pi$ :

$$
\begin{equation*}
J^{*}(i)=\min _{\pi} J^{\pi}(i) . \tag{3.3.2}
\end{equation*}
$$

Perhaps the most important property of $J^{*}$, is that it satisfies a functional equation called Bellman's equation:

$$
\begin{equation*}
J^{*}(i)=\min _{a \in A(i)}\left\{\sum_{j \in S} p_{i j}(a)\left(c(i, a, j)+J^{*}(j)\right)\right\} . \tag{3.3.3}
\end{equation*}
$$

This equation also demonstrates the difficulty when one is trying to solve a dynamic programming problem. For example, the rather naive strategy of minimizing the cost in just one step forward, ${ }^{19}$ may not be an optimal strategy, because it may cause the process to visit states which will lead to large incurred costs in later rounds. Bellman's equation suggests that in order to solve the problem, one needs to take into an account both the expected cost in one step, $\sum_{j \in S} p_{i j}(a) c(i, a, j)$ and in the later rounds, $\sum_{j \in S} p_{i j}(a) J^{*}(j)$.

For simple problems, solving the Bellman equation is possible, but in general it is difficult to find algebraic solutions of it. An approximate method of solving it, is the value iteration method, according to which we initialize with some function $J_{0}$, and at each stage $n+1$ we define

$$
\begin{equation*}
J_{n+1}(i)=\min _{a \in A(i)}\left\{\sum_{j \in S} p_{i j}(a)\left(c(i, a, j)+J_{n}(j)\right)\right\} . \tag{3.3.4}
\end{equation*}
$$

## The Value Iteration Algorithm

Step 1 Initialize with some function $J_{0}: S \rightarrow S$.
Step 2 Suppose that $J_{n}$ has been constructed. During stage $n+1$, set $J_{n+1}(i)=\min _{a \in A(i)}\left\{\sum_{j \in S} p_{i j}(a)\left(c(i, a, j)+J_{n}(j)\right)\right\}$.

STEP 3 Iterate, by returning to STEP 2.
Table 3: The Value Iteration Algorithm.
The resulting sequence of functions $\left(J_{n}\right)_{n}$ converges to $J^{*}$ uniformly, regardless of the initial choice of $J_{0}$. This is a consequence of the contractivity of the operator $T: C(S) \rightarrow C(S)$, defined as

$$
(T f)(i):=\min _{a \in A(i)}\left\{\sum_{j \in S} p_{i j}(a)(c(i, a, j)+f(j))\right\}, f \in C(S), i \in S
$$

and Banach's fixed point theorem.
In the usual dynamic programming setting, all the parameters involved in the problem (incurred costs, probability distributions, decisions and process states) are known in advance to the player. Due to the non-linearity of the Bellman equation, even in this setting, one usually has to settle with approximate solutions. But what happens if we go one step further and assume no prior knowledge on the underlying model? Is it possible to modify the value iteration method in a way to still be able to approximate a solution through it?

More specifically, we consider the same dynamic programming setting as before, with the following modifications: (i) We do not know what the probability

[^30]distributions $p_{i .}(a)$ are, for any $i \in S$ or $a \in A(i)$. (ii) We do not know what the cost functions $c$ are. To compensate with this lack of information, we assume that we can simulate the process, meaning that we can draw values from the unknown distributions $p_{i \cdot}(a)$. We also assume that we can observe the incurred costs after any such simulation.
The Q-Learning algorithm comes to provide a solution for a specific class of problems called stochastic shortest path problems.

### 3.3.1.1 Stochastic shortest path problems

In this paragraph we describe a special class of dynamic programming problems, governed by the following assumptions: There exists an absorbing state, denoted as $i=0$, and when the system visits it, it remains there with no further cost. We also assume that termination is inevitable, and the goal is to minimize the expected cost until termination. In our treatment, the state space $S=\{0,1, \ldots, n\}$ as well as the action sets $A(i)$ at each $i \in S$, are all assumed to be finite.
We will say that a stationary policy is proper, if when using this policy, there is a positive probability that the termination state will be reached after at most $n$ stages, regardless of the initial state $i_{0}$. As usual, for any stationary policy $\mu$, we introduce the operators $T$ and $T_{\mu}: C(S) \rightarrow C(S)$. For every $J \in C(S)=\mathbb{R}^{n+1}$,

$$
\begin{align*}
(T J)(i) & =\min _{a \in A(i)}\left\{\sum_{j=0}^{n} p_{i j}(a)(c(i, a, j)+J(j))\right\} \text { and }  \tag{3.3.5}\\
\left(T_{\mu} J\right)(i) & =\sum_{j=0}^{n} p_{i j}(\mu(i))(c(i, \mu(i), j)+J(j)) \text { for } i=0,1, \ldots, n \tag{3.3.6}
\end{align*}
$$

The components that correspond to $i=0$ are all equal to zero and will be omitted from now on.

Proposition 3.3.1: [BT96, Proposition 2.1]. Consider a stochastic shortest path problem for which there exists at least one proper policy and such that for every improper policy $\mu$, there exists some $i$ with $J_{\mu}(i)$ infinite. Then
(a) The optimal cost-to-go function $J^{*}$ has all of its components finite and is the unique fixed point of $T$, that is, $T J^{*}=J^{*}$.
(b) We have that $\lim _{k \rightarrow \infty} T^{k} J=J^{*}$ for every $J \in C(S)$.
(c) A stationary policy $\mu$ is optimal if and only if $T_{\mu} J^{*}=T J^{*}$.
(d) For every proper policy $\mu$, its value $J^{\mu}$ is the unique fixed point of $T_{\mu}$, and additionally, $\lim _{k \rightarrow \infty} T_{\mu}^{k} J=J^{\mu}$ for every $J$.

The operators $T$ and $T_{\mu}$ are also contractions with respect to some appropriate weighted supremum norm. ${ }^{20}$

[^31]Definition 3.3.2: Let $\xi \in \mathbb{R}^{N}$ with $\xi_{i}>0$ for every $i=1, \ldots, N$. The function $\|\cdot\|_{\xi}$ : $\mathbb{R}^{N} \rightarrow \mathbb{R}$ defined as

$$
\begin{equation*}
\|x\|_{\xi}=\max _{i=1, \ldots, N} \frac{\left|x_{i}\right|}{\xi_{i}} \tag{3.3.7}
\end{equation*}
$$

for $x \in \mathbb{R}^{N}$ is called the weighted supremum norm induced by $\xi$.
Proposition 3.3.3: Consider a stochastic shortest path problem for which all the stationary policies are proper. Then, there exists a strictly positive vector $\xi$ such that the maps $T$ and $T_{\mu}$ are contractions with respect to the weighted supremum norm $\|\cdot\|_{\xi}$ for all stationary policies $\mu$. In particular, there exists some $\beta<1$ such that

$$
\begin{equation*}
\sum_{j=1}^{n} p_{i j}(a) \xi_{j} \leq \beta \xi_{i}, \text { for every } i=1, \ldots, n \text { and } a \in A(i) \tag{3.3.8}
\end{equation*}
$$

Proof. We introduce a modified stochastic shortest path problem which has the same states $S=\{0,1, \ldots, n\}$, action sets $A(i)$ and transition probabilities $p_{i j}(a)$ as the original one, except that all the costs from the non-terminal states are now equal to -1 , namely $c(i, a, j)=-1$ for every $i=1, \ldots, n$, every $a \in A(i)$ and every $j=0,1, \ldots, n$.

By letting all such costs be negative, we are in fact giving the player the incentive to continue playing for as long as possible. Additionally, since all states contribute the same to the player's fortune, the player is rather indifferent to which states he visits, as far as the incurred costs are concerned, and his only goal is to visit the ones which will help him prolong the game. ${ }^{21}$

Let $\tilde{J}$ denote the optimal cost-to-go function for the modified problem. Then for every stationary policy $\mu$ and every $i=1, \ldots, n$,

$$
\begin{align*}
\tilde{J}(i) & =\min _{a \in A(i)}\left\{\sum_{j=0}^{n} p_{i j}(a)(-1+\tilde{J}(j))\right\}=-1+\min _{a \in A(i)}\left\{\sum_{j=1}^{n} p_{i j}(a) \tilde{J}(j)\right\} \\
& \leq-1+\sum_{j=1}^{n} p_{i j}(\mu(i)) \tilde{J}(j) . \tag{3.3.9}
\end{align*}
$$

Let $\xi_{i}=\tilde{J}(i)$ for $i=1, \ldots, n$ and $\beta=\max _{i=1, \ldots, n} \frac{\xi_{i}-1}{\xi_{i}}$. We will show that $\beta \in[0,1)$. Since $c(i, a, j) \leq 0$ for every $i, j$ and $a \in A(i)$, we also have that

$$
\tilde{J}(i)=\lim _{N \rightarrow \infty}\left[\sum_{k=0}^{N-1} c\left(i_{k}, a_{k}, i_{k+1}\right) \mid i_{0}=i\right] \leq 0,
$$

so $\xi_{i}=-\tilde{J}(i) \geq 0$. Additionally, for every $i \neq 0$,

$$
\tilde{J}(i)=-1+\min _{a \in A(i)}\left\{\sum_{j=0}^{n} p_{i j}(a) \tilde{J}(j)\right\} \leq 1,
$$

[^32]so $\xi_{i} \geq 1$.
If $p_{i 0}(a)=1$ for every $a \in A(i)$, then the problem is trivial. So, lets assume that there exists some $i_{0} \in\{1, \ldots, n\}$ and $a_{0} \in A\left(i_{0}\right)$ with $p i_{0}, 0\left(a_{0}\right)<1$. Then $\tilde{J}\left(i_{0}\right)=$ $-1+\sum_{j=0}^{n} p_{i_{0} j}\left(a_{0}^{*}\right) \tilde{J}(j)$ for some $a_{0}^{*} \in A\left(i_{0}\right)$. If $p_{i_{0}, 0}\left(a_{1}\right)=1$ for some $a_{1} \in A\left(i_{0}\right)$, then $-1+\sum_{j=0}^{n} p_{i_{0} j}\left(a_{1}\right) \tilde{J}(j)=-1$, whereas
\[

$$
\begin{aligned}
-1+\sum_{j=0}^{n} p_{i_{0} j}\left(a_{0}\right) \tilde{J}(j) & =-1+\sum_{j=1}^{n} p_{i_{0} j}\left(a_{0}\right) \tilde{J}(j) \\
& \leq-1-\sum_{j=1}^{n} p_{i_{0} j}\left(a_{0}\right) \\
& =-1-\left(1-p_{i_{0} 0}\left(a_{0}\right)\right) \\
& <-1 \\
& =-1+\sum_{j=0}^{n} p_{i_{0} j}\left(a_{1}\right) \tilde{J}(j),
\end{aligned}
$$
\]

so a decision which leads to the terminal state with probability one, is never optimal. Consequently, $\tilde{J}\left(i_{0}\right)<-1$ and $\xi_{i_{0}}>1$. Since $\xi_{i} \geq 0$ for all $i$ and there exists some $i_{0}$ with $\xi_{i_{0}}-1>0$, the quantity $\beta=\max _{i=1, \ldots, n} \frac{\xi_{i}-1}{\xi_{i}}$ belongs to [0,1) as promised. ${ }^{22}$

Let $J, J^{\prime} \in C(S)$. Then for every stationary policy $\mu$,

$$
\begin{align*}
\left|T_{\mu} J(i)-T_{\mu} J^{\prime}(i)\right|= & \mid \sum_{j=0}^{n} p_{i j}(\mu(i))(c(i, \mu(i), j)+J(j)) \\
& \quad-\sum_{j=0}^{n} p_{i j}(\mu(i))\left(c(i, \mu(i), j)+J^{\prime}(j)\right) \mid \\
= & \sum_{j=0}^{n} p_{i j}(\mu(i)) \cdot\left|J(j)-J^{\prime}(j)\right| \\
\leq & \sum_{j=1}^{n} p_{i j}(\mu(i)) \cdot\left|J(j)-J^{\prime}(j)\right| \\
= & \sum_{j=1}^{n} p_{i j}(\mu(i)) \cdot \xi_{j} \cdot \frac{\left|J(j)-J^{\prime}(j)\right|}{\xi_{j}} \\
\leq & \sum_{j=1}^{n} p_{i j}(\mu(i)) \xi_{j}\left\|J-J^{\prime}\right\|_{\xi} \\
\leq & \leq \xi_{i}\left\|J-J^{\prime}\right\|_{\xi} . \tag{3.3.10}
\end{align*}
$$

By dividing with $\xi_{i}$ and taking suprema, we obtain that $T_{\mu}$ is a $\|\cdot\|_{\xi}$ contraction. Concerning the operator $T$, by (3.3.10) we have that

$$
T_{\mu} J(i) \leq T_{\mu} J^{\prime}(i)+\beta \xi_{i}\left\|J-J^{\prime}\right\|_{\xi}
$$

[^33]for every $i=1, \ldots, n$ and every stationary policy $\mu$. So
\[

$$
\begin{aligned}
\min _{\mu} T_{\mu} J(i)=: T J(i) & \leq \min _{\mu}\left\{T_{\mu} J^{\prime}(i)+\beta \xi_{i}\left\|J-J^{\prime}\right\|_{\xi}\right\} \\
& =\min _{\mu} T_{\mu} J^{\prime}(i)+\beta \xi_{i}\left\|J-J^{\prime}\right\|_{\xi} \\
& =T J^{\prime}(i)+\beta \xi_{i}\left\|J-J^{\prime}\right\|_{\xi}
\end{aligned}
$$
\]

and $T J(i)-T J^{\prime}(i) \leq \beta \xi_{i}\left\|J-J^{\prime}\right\|_{\xi}$. By reversing the role of $J$ and $J^{\prime}$ we obtain that $\left|T J(i)-T J^{\prime}(i)\right| \leq \beta \xi_{i}\left\|J-J^{\prime}\right\|_{\xi}$ for all $i$, so once again, dividing with $\xi_{i}$ and taking suprema yields the desired result.

### 3.3.2 The Q-Learning algorithm and its convergence

We consider a stochastic shortest path problem with state space $S=\{0,1, \ldots, N\}$, action sets $A(i)$ and costs $c(i, a, j)$ for $i=1, \ldots, N, a \in A(i)$ and $j \in S$. For every $(i, a) \in S \times A(i)$, we define the optimal $Q$-factor $Q^{*}(i, a)$ as

$$
\begin{equation*}
Q^{*}(0, a)=0 \text { and } Q^{*}(i, a)=\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+J^{*}(j)\right) \text { for } i=1, \ldots, N \tag{3.3.11}
\end{equation*}
$$

where $J^{*}$ is the optimal cost-to-go function, satisfying the Bellman equation,

$$
\begin{equation*}
J^{*}(j)=\min _{a \in A(i)}\left\{\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+J^{*}(j)\right)\right\} \tag{3.3.12}
\end{equation*}
$$

Plugging Bellman's equation into (3.3.11), we obtain that

$$
\begin{equation*}
Q^{*}(i, a)=\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q^{*}(j, b)\right) \text { for } i=1, \ldots, N \tag{3.3.13}
\end{equation*}
$$

so the optimal Q-factors satisfy the functional equation (3.3.13). In fact, they are the unique solutions of it:

Proposition 3.3.4: Consider a stochastic shortest path problem and suppose that $J$ satisfies (3.3.13) and also that $J(0, a)=0$ for all $a$. Then $J$ is the optimal Q-factor $Q^{*}$.

Proof. Set $\tilde{J}(i)=\min _{a \in A(i)} J(i, a)$ for $i=0, \ldots, N$. In view of (3.3.13), $\tilde{J}$ satisfies

$$
\begin{aligned}
\tilde{J}(i)=\min _{a \in A(i)} J(i, a) & =\min _{a \in A(i)} \sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} J(j, b)\right) \\
& =\min _{a \in A(i)} \sum_{j=0}^{N} p_{i j}(a)(c(i, a, j)+\tilde{J}(j))
\end{aligned}
$$

which is just the Bellman equation. By the uniqueness of its solution, we have that $\tilde{J}=J^{*}$, which plugged into (3.3.13) yields that

$$
\begin{aligned}
J(i, a) & =\sum_{j=0}^{N} p_{i j}(a)(c(i, a, j)+\tilde{J}(j)) \\
& =\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+J^{*}(j)\right) \\
& =: Q^{*}(i, a)
\end{aligned}
$$

for all $i=1, \ldots, N$ and $a \in A(i)$. For $i=0$, we also have that $J(0, a)=Q^{*}(0, a)=0$, so $J=Q^{*}$.

A direct analogue of the value iteration algorithm applied to Q-factors, would be the iteration

$$
\begin{equation*}
Q(i, a):=\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q(j, b)\right) \tag{3.3.14}
\end{equation*}
$$

In the spirit of the Robbins-Monro approximation, a more general version of it, is to consider the convex combination

$$
\begin{equation*}
Q(i, a):=(1-\gamma) Q(i, a)+\gamma \sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q(j, b)\right) \tag{3.3.15}
\end{equation*}
$$

of the previous value of $Q(i, a)$ with the newly proposed one, with a weight of $\gamma \in(0,1]$. However, in the absence of any knowledge regarding the probability distributions, or even the cost functions, it is not possible to solve (3.3.15) with the standard methods.

Q-Learning [Wat89] is an algorithm that addresses this problem. Although the transition distributions and the cost functions are not known in advance, we assume that we can simulate values from them. In particular, we assume that at each state $(i, a)$ we can generate a new state $j$ according to the transition distribution $p_{i} .(a)$ and observe a cost of $c(i, a, j)$.

The algorithm is essentially a combination of the Robbins-Monro stochastic approximation and of the value iteration methods. In the absence of any knowledge of the transition probabilities $p_{i j}(a)$, the expectation appearing in the right hand side of (3.3.15) is replaced by a single value $j$ which is drawn by the distribution $p_{i, \text {. }}(a)$. Similarly, $c(i, a, j)$ is the observed cost when the aforementioned event occurred. The stepsizes $\gamma$ are also allowed to vary with each iteration $n$ and to depend on the current state $(i, a)$. Most commonly, they are chosen so that $\sum_{n=0}^{\infty} \gamma_{n}(i, a)=\infty$ and $\sum_{n=0}^{\infty} \gamma_{n}(i, a)^{2}<\infty$ for every $i$ and $a \in A(i)$.

$$
Q_{n+1}(i, a)=\left(1-\gamma_{n}(i, a)\right) Q_{n}(i, a)+\gamma_{n}(i, a)\left(c(i, a, j)+\min _{b \in A(j)} Q_{n}(j, b)\right)
$$

The sequence $\left(Q_{n}(i, a)\right)_{n}$ defined by the previous iteration, converges almost surely to the optimal Q-factor $Q^{*}(i, a)$ for every $i \in S$ and $a \in A(i)$. The proof we present here belongs to John Tsitsiklis [Tsi94].

## The Q-Learning Algorithm

STEP 1 Pick a sequence of functions $\left(\gamma_{n}\right)_{n}$ defined on the set $\tilde{S}=\{(i, a)$ : $i=1, \ldots, N, a \in A(i)\}$, with the property that $\sum_{n=0}^{\infty} \gamma_{n}(i, a)=\infty$ and $\sum_{n=0}^{\infty} \gamma_{n}(i, a)^{2}<\infty$ for every $i=1, \ldots, N$ and $a \in A(i)$.

Step 2 Initialize with some function $Q_{0}(i, a)$ for $i=1, \ldots, N$ and $a \in A(i)$.
Step 3 Suppose that $Q_{n}(i, a)$ has been generated for all such ( $\left.i, a\right)$ for some $n \geq 0$. For every ( $i, a$ ), draw a value $j_{i, a}$ according to the distribution $p_{i, \cdot}(a)$ and set $Q_{n+1}(i, a)=\left(1-\gamma_{n}(i, a)\right) Q_{n}(i, a)+$ $\gamma_{n}(i, a)\left(c\left(i, a, j_{i, a}\right)+\min _{b \in A\left(j_{i, a}\right)} Q_{n}\left(j_{i, a}, b\right)\right)$.

Step 4 Return to Step 3.
Table 4: The Q-Learning Algorithm.

Theorem 3.3.5: [BT96, Proposition 5.5. (a)] Consider the Q-Learning iteration

$$
\begin{equation*}
Q_{n+1}(i, a)=\left(1-\gamma_{n}(i, a)\right) Q_{n}(i, a)+\gamma_{n}(i, a)\left(c(i, a, j)+\min _{b \in A(j)} Q_{n}(j, b)\right), \tag{3.3.16}
\end{equation*}
$$

where $j$ has been drawn according to the distribution $p_{i, \text {. }}(a)$ and $\left(\gamma_{n}\right)_{n}$ is such that $\sum_{n=0}^{\infty} \gamma_{n}(i, a)=\infty$ and $\sum_{n=0}^{\infty} \gamma_{n}(i, a)^{2}<\infty$ for every $i=1, \ldots, N$ and $a \in A(i)$. If all policies are proper, then $Q_{n}(i, a) \rightarrow Q^{*}(i, a)$ for every $i, a \in A(i)$ almost surely, where $Q^{*}$ is the optimal $Q$-factor.

Proof. Let $\tilde{S}=\{(i, a): i=1, \ldots, N, a \in A(i)\}$. This is a finite set and each Q-vetor $Q$ is a function $Q: \tilde{S} \rightarrow \mathbb{R}$ and can be viewed either as an element in $C(\tilde{S})$ or as a vector in $\mathbb{R}^{|\tilde{S}|}$. We define the operator $H: C(\tilde{S}) \rightarrow C(\tilde{S})$ as follows. For every $Q$ in $C(\tilde{S})$,

$$
\begin{equation*}
(H Q)(i, a)=\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q(j, b)\right) . \tag{3.3.17}
\end{equation*}
$$

By letting $w_{n}$ be equal to

$$
\begin{equation*}
w_{n}(i, a)=c(i, a, j)+\min _{b \in A(j)} Q_{n}(j, b)-\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q_{n}(j, a)\right), \tag{3.3.18}
\end{equation*}
$$

the Q-Learning iteration (3.3.16) can be re-written as

$$
\begin{equation*}
Q_{n+1}(i, a)=\left(1-\gamma_{n}(i, a)\right)+Q_{n}(i, a)+\gamma_{n}(i, a)\left(H Q_{n}(i, a)+w_{n}(i, a)\right), \tag{3.3.19}
\end{equation*}
$$

with

$$
\mathbb{E}\left[w_{n}(i, a) \mid \mathcal{F}_{n}\right]=\quad \sum_{j=0}^{N} p_{i j}(a) c(i, a, j)+\sum_{j=0}^{N} p_{i j}(a) \min _{a \in A(j)} Q_{n}(j, a)-
$$

$$
\begin{aligned}
& -\sum_{j=0}^{N} p_{i j}(a) c(i, a, j)-\sum_{j=0}^{N} p_{i j}(a) \min _{b \in A(j)} Q_{n}(j, a) \\
= & 0, \text { and } \\
\mathbb{E}\left[w_{n}(i, a)^{2} \mid \mathcal{F}_{n}\right]= & \mathbb{E}\left[c(i, a, j)^{2}+\min _{a \in A(j)} Q_{n}(j, a)^{2} \mid \mathcal{F}_{n}\right]+ \\
& +\left[\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q_{n}(j, a)\right)\right]^{2}+ \\
& +\mathbb{E}\left[2 c(i, a, j) \min _{a \in A(j)} Q_{n}(j, a) \mid \mathcal{F}_{n}\right]- \\
& -2 \sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q_{n}(j, a)\right) \mathbb{E}\left[c(i, a, j) \mid \mathcal{F}_{n}\right]- \\
& -2 \sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q_{n}(j, a)\right) \mathbb{E}\left[\min _{a \in A(j)} Q_{n}(j, a)^{2} \mid \mathcal{F}_{n}\right] \\
\leq & K^{2}+\max _{j, a} Q_{n}^{2}(j, a)+2 K \max _{j, a} Q_{n}(j, a)^{2}+\left(K+\max _{j, a} Q_{n}(j, a)^{2}\right)^{2} \\
\leq & \Lambda\left(1+\max _{j, a} Q(j, a)^{2}\right),
\end{aligned}
$$

where $K=\max \{c(i, a, j): i=1, \ldots, n, a \in A(i)\}$ and $\Lambda=2 K^{2}+4 K+2$. So the noise terms $\left(w_{n}\right)_{n}$, satisfy the assumptions of Proposition 3.2.15.
By Proposition 3.3.3, there exists a strictly positive $\xi \in \mathbb{R}^{N}$ such that

$$
\sum_{j=1}^{N} p_{i j}(a) \xi_{j} \leq \beta \xi_{i}
$$

for every $i=1, \ldots, N$ and $a \in A(i)$. Each $Q$ can be seen as a vector in $\mathbb{R}^{M}$, where $M$ is the cardinality of the set $\tilde{S}$. In particular, if one sets $k_{i}=|A(i)|$, then $Q$ : $\mathbb{R}^{k_{1}+\ldots+k_{N}} \rightarrow \mathbb{R}$. We extend $\xi \in \mathbb{R}^{N}$ into a vector $\tilde{\xi} \in \mathbb{R}^{k_{1}+\ldots+k_{N}}$, by just repeating each coordinate $i$ of $\xi$, a total of $k_{i}$ times:

$$
\tilde{\xi}_{l}=\left\{\begin{array}{cl}
\xi_{1}, & l \in\left[1, k_{1}\right] \\
\xi_{2}, & l \in\left(k_{1}, k_{1}+k_{2}\right] \\
\vdots & \vdots \\
\xi_{n}, & l \in\left(\sum_{i=1}^{n-1} k_{i}, \sum_{i=1}^{n} k_{i}\right]
\end{array}\right.
$$

We can define the $\tilde{\xi}$ weighted supremum norm on $\mathbb{R}^{k_{1}+\ldots+k_{N}}$, and by the definition of $\xi$ it has the property that

$$
\begin{equation*}
\|Q\|_{\tilde{\xi}}=\max _{i, a \in A(i)} \frac{|Q(i, a)|}{\xi_{i}} \tag{3.3.20}
\end{equation*}
$$

for every $Q \in \mathbb{R}^{k_{1}+\ldots+k_{N}}$. Let $Q, Q^{\prime} \in \mathbb{R}^{k_{1}+\ldots+k_{N}}$. Then

$$
\left|H Q(i, a)-H Q^{\prime}(i, a)\right|=\left|\sum_{j=1}^{N} p_{i j}(a)\left(\min _{a \in A(j)} Q(j, a)-\min _{a \in A(j)} Q^{\prime}(j, a)\right)\right|
$$

$$
\begin{aligned}
& \leq \sum_{j=1}^{N} p_{i j}(a)\left|\min _{a \in A(j)} Q(j, a)-\min _{a \in A(j)} Q^{\prime}(j, a)\right| \\
& \leq \sum_{j=1}^{N} p_{i j}(a) \max _{j, a \in A(j)}\left|Q(j, a)-Q^{\prime}(j, a)\right| \\
& =\sum_{j=1}^{N} p_{i j}(a) \xi_{j} \cdot \max _{j, a \in A(j)} \frac{\left|Q(j, a)-Q^{\prime}(j, a)\right|}{\xi_{j}} \\
& =\sum_{j=1}^{N} p_{i j}(a) \xi_{j} \cdot\left\|Q-Q^{\prime}\right\|_{\tilde{\xi}} \\
& \leq \beta \xi_{i}\left\|Q-Q^{\prime}\right\| \tilde{\xi},
\end{aligned}
$$

so $H$ is a $\beta$-contraction with respect to the weighted supremum norm. By Proposition 3.2.15, $\left(Q_{n}\right)_{n}$ converges with probability one to the fixed point of $H$, which is just the optimal Q-factor $Q^{*}$.

Theorem 3.3.6: [BT96, Proposition 5.5. (b)] Consider the Q-Learning iteration

$$
\begin{equation*}
Q_{n+1}(i, a)=\left(1-\gamma_{n}(i, a)\right) Q_{n}(i, a)+\gamma_{n}(i, a)\left(c(i, a, j)+\min _{b \in A(j)} Q_{n}(j, b)\right), \tag{3.3.21}
\end{equation*}
$$

where $j$ has been drawn according to the distribution $p_{i,}(a)$ and $\left(\gamma_{n}\right)_{n}$ is such that $\sum_{n=0}^{\infty} \gamma_{n}(i, a)=\infty$ and $\sum_{n=0}^{\infty} \gamma_{n}(i, a)^{2}<\infty$ for every $i=1, \ldots, N$ and $a \in A(i)$. Suppose that there exists at least one proper policy, and that for every improper one $\mu$, the corresponding value $J^{\mu}\left(i_{0}\right)$ is infinite for some state $i_{0}$. If $\left(Q_{n}\right)_{n}$ is bounded with probability one, then $Q_{n}(i, a) \rightarrow Q^{*}(i, a)$ for every $i, a \in A(i)$ almost surely, where $Q^{*}$ is the optimal Q-factor.

Proof. The operator $H$ defined in (3.3.17) is monotone: Suppose that $Q \leq Q^{\prime}$ in the usual order of $\mathbb{R}^{M}$, where $M=|\{(i, a): i=1, \ldots, N, a \in A(i)\}|$. Then

$$
\begin{aligned}
(H Q)(i, a) & =\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q(j, b)\right) \\
& \leq \sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q^{\prime}(j, b)\right) \\
& =\left(H Q^{\prime}\right)(i, a)
\end{aligned}
$$

for every $i$ and $a \in A(i)$. The operator $H$ has also a unique fixed point. Indeed, a fixed point $Q$ of $H$ must satisfy the functional equation

$$
\begin{equation*}
Q(i, a)=\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q(j, b)\right) \tag{3.3.22}
\end{equation*}
$$

for all $i=1, \ldots, N$ and $a \in A(i)$, and $Q(0, a)=0$ for all $a$. As we showed in Proposition 3.3.4, this equation has a unique solution.

Lastly, for every $\lambda>0$, by taking into account the monotonicity of $H$ and the fact that $Q-\lambda e \leq Q+\lambda e$ for all $Q$, we have that

$$
\begin{aligned}
(H Q-\lambda e)(i, a) & =\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q(j, b)\right)-\lambda \\
& =\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q(j, b)-\lambda\right) \\
& =\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)}(Q(j, b)-\lambda)\right) \\
& =H(Q-\lambda e) \\
& \leq H(Q+\lambda e) \\
& =\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q(j, b)+\lambda\right) \\
& =\sum_{j=0}^{N} p_{i j}(a)\left(c(i, a, j)+\min _{b \in A(j)} Q(j, b)\right)+\lambda \\
& =(H Q+\lambda e)(i, a)
\end{aligned}
$$

for every $i, a \in A(i)$. This shows that $H Q-\lambda e \leq H(Q-\lambda e) \leq H(Q+\lambda e) \leq H(Q)+$ $\lambda e$. By Proposition 3.2.16, we have that $\left(Q_{n}\right)_{n}$ converges to $Q^{*}$ almost surely, provided that it is bounded.
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## Multi-armed Bandits

## 4

Multi-armed bandits is a subfield of Reinforcement Learning which was first formulated during the early ' 50 s through the work of Herbert Robbins. In the last decades the interest towards it has re-emerged, resulting in strong contributions both to its foundations and its practical implications. In Section 4.2 we present the Robbins algorithm, which is a very basic argument that achieves maximum mean reward asymptotically. The question of how fast this reward can be approached, requires some heavy machinery, and is studied in detail in Section 4.3 through the Lai-Robbins arguments. In Sections 4.4 and 4.5 we present the Auer-Bianci-Fischer upper confidence bound algorithms, which simplify some of the Lai-Robbins ideas with a relatively small price in performance.

### 4.1 Introduction

In its simplest form, the problem can be stated as follows: We are given the opportunity to draw samples from two different statistical populations $A$ and $B$, specified by the distributions $F_{A}$ and $F_{B}$, with finite means $a$ and $b$ respectively. Each time we draw a value $x$, we get to keep it as a reward. Our goal is to draw a sample $x_{1}, \ldots, x_{n}$ in a way to maximize the expected sum $S_{n}=x_{1}+\ldots+x_{n}$. In each step, we can decide from which population we will draw the next value, based on some rule which will possibly take into consideration the values sampled up to that point.
By the linearity of the expectation,

$$
\mathbb{E}\left[S_{n} / n\right]=\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[X_{i}\right]=\frac{k_{n}}{n} a+\frac{n-k_{n}}{n} b,
$$

where $k_{n}$ is the number of samples drawn from $A$ during the first $n$ repetitions. This means that $\mathbb{E}\left[S_{n} / n\right]$ is a convex combination of $a$ and $b$ and belongs to the interval $[\min \{a, b\}, \max \{a, b\}]$. Clearly, if we knew the actual values of $a$ and $b$ we could maximize $\mathbb{E}\left[S_{n} / n\right]$ by constantly drawing from the population with the largest mean. However, neither the values of $a$ and $b$, nor their respective order are known in advance.
In order to approach the problem efficiently, we need to employ simultaneously two contradictory strategies. Firstly, we should draw enough values from both populations in order to estimate the means $a$ and $b$ adequately. This implies that we need to be willing to deliberately choose the suboptimal arm a fair amount of times, so as to make sure that it is indeed suboptimal. Secondly, once we are fairly certain on which arm is the optimal one, we should pick it progressively more often, so as to maximize our expected profit.

The first strategy is called exploration, whereas the second one exploitation, and the multi-armed bandit setting is one of the most natural and didactic paradigms of the so-called exploration vs exploitation dilemma/trade off, namely the problem of finding the correct balance between these two conflicting strategies.

### 4.2 The Robbins algorithm

Let $\phi$ be a drawing rule from the populations $A$ and $B$. Here $\phi: \mathbb{N} \rightarrow\{A, B\}$ is just a function which at each stage $n$ selects a population to draw from. The value of $\phi(n)$ is usually not predetermined, but it depends on the values of the sample obtained thus far until stage $n$. We define

$$
\begin{equation*}
L_{n}(A, B, \phi)=\max \{a, b\}-\mathbb{E}\left[\frac{S_{n}}{n}\right], \tag{4.2.1}
\end{equation*}
$$

a quantity that measures the distance between the expected value of $S_{n}$, when following the rule $\phi$, and the best possible outcome $\max \{a, b\}$ after $n$ draws. Herbert Robbins [Rob52] showed that there always exists a rule $\phi$ for which

$$
\lim _{n \rightarrow \infty} L_{n}(A, B, \phi)=0
$$

thus one can always approach this maximum asymptotically.
The rule proposed by Robbins, estimates the true values of $a$ and $b$ progressively and chooses the sampling population accordingly. In order to make sure that its estimates for $a$ and $b$ are accurate, the rule has to draw infinitely many samples from both populations and rely on the Law of Large Numbers to distinguish between $a$ and $b$. However, drawing too many values from the wrong population could potentially move $\mathbb{E}\left[S_{n} / n\right]$ away from its maximum possible value $\max \{a, b\}$.

Robbins ensures that $\mathbb{E}\left[S_{n} / n\right]$ will be unaffected, by choosing to draw from $A$ and $B$ for predetermined indices $J_{A}$ and $J_{B} \subseteq \mathbb{N}$. If $J_{A}$ and $J_{B}$ are sparse enough, the drawn values will have no effect on the mean value of $S_{n}$. For the rest of the indices $\mathbb{N} \backslash\left(J_{A} \cup J_{B}\right)$, he allows the rule to draw from the population that seems to be the best up to that point. In this context, the "sparseness" of a set is being measured by its natural density, and by sparse subsets of $\mathbb{N}$ we mean infinite sets with zero natural density (see Appendix C. 1 for more details):

Definition 4.2.1: Let $J \subseteq \mathbb{N}$. We define its natural density $d(J)$ as

$$
\begin{equation*}
d(J)=\lim _{n \rightarrow \infty} \frac{\# J \cap\{1, \ldots, n\}}{n} \tag{4.2.2}
\end{equation*}
$$

provided that this limit exists.
An example of two disjoint infinite sets with zero density are $J_{A}=\left\{n^{2}: n \in \mathbb{N}\right\}$ and $J_{B}=\left\{n^{2}+1: n \in \mathbb{N}\right\}$.

For proving Robbins result, it will be useful to study the behavior of the Cesàro averages of a sequence when we can "decompose" it into two subsequences with known Cesàro limits, prescribed on index sets of known natural densities. Suppose that we have two sequences $\left(a_{n}\right)_{n}$ and $\left(b_{n}\right)_{n}$ and a set $J \subseteq \mathbb{N}$ such that both
$J$ and $J^{c}$ are infinite. We can "merge" the two sequences into one sequence $\left(c_{n}\right)_{n}$ according to the following rule:
For the indices that belong to $J, c_{n}$ will be equal to the first unassigned term of the sequence $\left(a_{n}\right)_{n}$, whereas for $n \notin J, c_{n}$ will be equal to the first unassigned term of $\left(b_{n}\right)_{n}$. In this way, the newly defined sequence $\left(c_{n}\right)_{n}$ contains both $\left(a_{n}\right)_{n}$ and $\left(b_{n}\right)_{n}$ as subsequences, the exact positions of which are fully determined by $J$ and $J^{c}$ respectively. In mathematical terms, $\left(c_{n}\right)_{n}$ has the property that $\left(a_{n}\right)_{n \in \mathbb{N}}=$ $\left(c_{n}\right)_{n \in J}$ and $\left(b_{n}\right)_{n \in \mathbb{N}}=\left(c_{n}\right)_{n \in J^{c}}$.

Definition 4.2.2: Let $\left(a_{n}\right)_{n}$ and $\left(b_{n}\right)_{n}$ be two sequences, and $J \subseteq \mathbb{N}$ be a set such that both $J$ and $J^{c}$ are infinite. We define the merge of $\left(a_{n}\right)_{n}$ and $\left(b_{n}\right)_{n} \operatorname{over}\left(J, J^{c}\right)$, as the sequence $\left(c_{n}\right)_{n}$ with the property that $\left(a_{n}\right)_{n \in \mathbb{N}}=\left(c_{n}\right)_{n \in J}$ and $\left(b_{n}\right)_{n \in \mathbb{N}}=$ $\left(c_{n}\right)_{n \in J^{c}}$.

More explicitly, for every $n \in \mathbb{N}$ set $d_{n}=\# J \cap\{1, \ldots, n\}$. Then $\left(c_{n}\right)_{n}$ can be defined as

$$
c_{n}= \begin{cases}a_{d_{n}}, & \text { if } n \in J \\ b_{n-d_{n}}, & \text { if } n \in J^{c}\end{cases}
$$

One can easily extend the previous definition in order to merge more than two sequences. ${ }^{1}$ Suppose now that we have two Cesàro summable sequences $\left(a_{n}\right)_{n}$, $\left(b_{n}\right)_{n}$ and that $J \subseteq \mathbb{N}$ is an infinite set such that $J^{c}$ is also infinite with $d(J)$ well defined. If we merge the two sequences over $\left(J, J^{c}\right)$, we intuitively expect that the resulting sequence $\left(c_{n}\right)_{n}$ will also be Cesàro summable and that its sum will be the weighted average of the two individual Cesàro sums, with the weights being equal to the corresponding densities of the partition sets. The following lemma suggests that the merge operation indeed respects the Cesàro limits and index densities.

Lemma 4.2.3: Let $\left(a_{n}\right)_{n}$ and $\left(b_{n}\right)_{n}$ be two Cesàro summable sequences with respective Cesàro limits $a$ and $b$, and let $J \subseteq \mathbb{N}$ such that both $J$ and $J^{c}$ are infinite and $d(J)$ is well defined. Then, the merge of $\left(a_{n}\right)_{n}$ and $\left(b_{n}\right)_{n}$ over $\left(J, J^{c}\right)$ is also Cesàro summable, and its Cesàro sum is equal to $c=d(J) a+(1-d(J)) b$.

Proof. Let $\left(c_{n}\right)_{n}$ denote their merge. Then by definition,

$$
\begin{aligned}
\frac{c_{1}+\ldots+c_{n}}{n} & =\frac{a_{1}+\ldots+a_{d_{n}}}{n}+\frac{b_{1}+\ldots+b_{n-d_{n}}}{n} \\
& =\frac{a_{1}+\ldots+a_{d_{n}}}{d_{n}} \cdot \frac{d_{n}}{n}+\frac{b_{1}+\ldots+b_{n-d_{n}}}{n-d_{n}} \cdot \frac{n-d_{n}}{n}
\end{aligned}
$$

with $\lim _{n \rightarrow \infty} \frac{d_{n}}{n}=d(J)$ and $\lim _{n \rightarrow \infty} \frac{n-d_{n}}{n}=1-d(J)=d\left(J^{c}\right) .{ }^{2}$ Additionally, we have that $\lim _{n \rightarrow \infty} \frac{a_{1}+\ldots+a_{d_{n}}}{d_{n}}=a$ and $\lim _{n \rightarrow \infty} \frac{b_{1}+\ldots+b_{n-d_{n}}}{n-d_{n}}=b$, since both $\left(d_{n}\right)_{n}$ and $\left(n-d_{n}\right)_{n}$ tend to infinity as $n \rightarrow \infty$.

## The Robbins Rule

Step 1 Choose $J_{A}, J_{B} \subseteq \mathbb{N}$ infinite sets with zero density.
Step 2 Suppose that a sample $x_{1}, \ldots, x_{n-1}$ has been drawn. If $n \in J_{A}$, draw $X_{n}$ from population $A$. If $n \in J_{B}$, draw $X_{n}$ from $B$.

STEP 3 For $n \notin J_{A} \cup J_{B}$, set $a_{n}=\frac{\sum_{\left\{:: X_{i}, F_{A} A\right.} x_{i}}{\#\left\{i: X_{i} \sim F_{A}\right\}}$ and $b_{n}=\frac{\sum_{i: X_{i} \sim F_{B} x_{i}} \#\left\{i: X_{i} \sim F_{B}\right\}}{}$. If $a_{n} \geq b_{n}$ draw $X_{n}$ from population $A$, else draw it from $B$.

Table 5: The Robbins Rule [Rob52].

We can now state the Robbins rule and prove the asymptotic properties of $\mathbb{E}\left[S_{n} / n\right]$ under it, using the previous Lemma.

Theorem 4.2.4: Let $A, B$ be two populations with mean $a$ and $b$ respectively, and let $\left(X_{n}\right)_{n}$ be a sequence of random variables constructed according to the Robbins rule. Then $\mathbb{E}\left[\frac{S_{n}}{n}\right] \rightarrow \max \{a, b\}$.
Proof. For each $\omega \in \Omega$, let $X_{n}(\omega)$ be the $n$-th observation according to this rule. Each $X_{n}(\omega)$ is either taken from population $A$ or population $B$, and regardless of the sampling strategy, the sequence $\left(X_{n}(\omega)\right)_{n}$ contains infinite samples from both populations. Let ${ }^{3}$

$$
I_{A}(\omega)=\left\{n \in \mathbb{N}: X_{n}(\omega) \text { has been taken from } A\right\} \text { and } I_{B}(\omega)=\mathbb{N} \backslash I_{A}(\omega) .
$$

Although the exact elements of $I_{A}(\omega)$ and $I_{B}(\omega)$ are not known in advance, it is certain that they must contain $J_{A}$ and $J_{B}$ respectively, as on these two sets the population from which the sample will be taken has been predetermined.

By the Strong Law of Large Numbers,

$$
\begin{aligned}
& \frac{1}{\#\{1, \ldots, k\} \cap I_{A}(\omega)} \sum_{n \in\{1, \ldots, k\} \cap I_{A}(\omega)} X_{n}(\omega) \underset{k \rightarrow \infty}{ } a \text { and } \\
& \#\{1, \ldots, k\} \cap I_{B}(\omega) \\
& \# \in\{1, \ldots, k\} \cap I_{B}(\omega)
\end{aligned} X_{n}(\omega) \underset{k \rightarrow \infty}{ } b, ~ l
$$

for almost every $\omega \in \Omega$. Suppose that $a<b$. Then for almost every $\omega \in \Omega$, there exists a $n_{\omega} \in \mathbb{N}$ such that $n \in I_{B}(\omega)$ for every $n \geq n_{\omega}$ as long as $n \notin J_{A}$. Additionally, $\left(X_{n}(\omega)\right)_{n}$ can be viewed as the merge of the two sequences $\left(X_{n}(\omega)\right)_{n \in I_{A}(\omega)}$ and $\left(X_{n}(\omega)\right)_{n \in I_{B}(\omega)}$. By Lemma 4.2.3, the Cesàro averages of the sequence $\left(X_{n}(\omega)\right)_{n}$

[^34]converge to $0 \cdot a+1 \cdot b=b=\max \{a, b\}$ for almost every $\omega$, since $d\left(I_{A}\right)=0$. Having ${ }^{4}$ established the almost sure convergence of $\left(\frac{S_{n}}{n}\right)_{n}$, we can additionally conclude that $\mathbb{E}\left[\frac{s_{n}}{n}\right] \rightarrow \max \{a, b\}$, using the following argument:
Let $\varepsilon>0$. By the absolute continuity of the Lebesgue integral (Proposition B.2.1), for each $n \in I_{A}$, there exists some $\delta_{A}>0$ such that $\int_{E} X_{n} d P<\varepsilon / 2$ for every $E$ with $\lambda(E)<\delta_{A}$. Similarly, for each $n \in I_{B}$, there exists some $\delta_{B}>0$ such that $\int_{E} X_{n} d P<\varepsilon / 2$ for every $E$ with $\lambda(E)<\delta_{B}$. Set $\delta=\min \left\{\delta_{A}, \delta_{B}\right\}$. Then for every $E$ with $\lambda(E)<\delta$,
\[

$$
\begin{aligned}
\int_{E}\left|S_{n} / n\right| d m & \leq \frac{k_{n}}{n} \int_{E}\left|X_{A}\right| d m+\frac{n-k_{n}}{n} \int_{E}\left|X_{B}\right| d m \\
& \leq \frac{k_{n}}{n} \frac{\varepsilon}{2}+\frac{n-k_{n}}{n} \frac{\varepsilon}{2}=\varepsilon
\end{aligned}
$$
\]

where $k_{n}$ is the amount of samples taken from $A$ during the first $n$ draws and $X_{A}$, $X_{B}$ are random variables with distributions $F_{A}$ and $F_{B}$ respectively. Additionally, $\left(S_{n} / n\right)_{n}$ is bounded in $L_{1}$ by the triangle inequality:

$$
\left\|S_{n} / n\right\|_{1}=\left\|\left(X_{1}+\ldots+X_{n}\right) / n\right\|_{1} \leq \frac{1}{n} \sum_{i=1}^{n}\left\|X_{i}\right\|_{1} \leq \max \{a, b\}
$$

By Theorem B.2.3, $\left(S_{n} / n\right)_{n}$ is uniformly integrable and by Theorem B.2.4, we obtain that $\mathbb{E}\left[S_{n} / n\right] \rightarrow \max \{a, b\}$.

### 4.3 Asymptotically optimal lower bounds

The Robbins Rule achieves the maximum possible mean reward asymptotically, but does not address the question of how fast this reward is approached. For real life problems, where one is not allowed to play the game ad infinitum, but has to stop at some finite time $n_{0}$, the Robbins Rule could be completely impractical. The rate of convergence question was addressed and answered in an impressive manner by Tze Leung Lai and Herbert Robbins [LR85] more than 30 years after Robbin's original publication.

They showed, that for reward distributions that satisfy certain assumptions, the regret of any algorithm may not grow slower than $o(\ln n)$. They also proposed an algorithm which achieves this lower bound, thus behaving optimally with respect to its asymptotic rate of convergence.

### 4.3.1 The Kullback-Leibler divergence

The Kullback-Leibler divergence [Joy11], [BLM13, Paragraph 4.8], [Wai19a, Paragraph 3.3.2] is a notion of distance between probability distributions that plays

[^35]a central role in the bandit setting, both when trying to find asymptotic lower bounds and when constructing algorithms that attain them.

Definition 4.3.1: Let $(\Omega, \mathcal{A}, P)$ be a probability space and suppose that $Q$ is a probability measure on $\mathcal{A}$ which is absolutely continuous with respect to $P$. Let $Y=\frac{d Q}{d P}$. We define the Kullback-Leibler divergence $I(Q, P)$ of $Q$ with respect to $P$, as

$$
\begin{aligned}
I(Q, P): & =\mathbb{E}_{P}[Y \ln Y]=\int Y \ln Y d P \\
& =\mathbb{E}_{Q}[\ln Y]=\int \ln Y d Q
\end{aligned}
$$

The first line is the usual definition of the Kullback-Leibler divergence, whereas in the second line we changed the measure with respect to which we integrate, using the following theorem:

Theorem 4.3.2: [AB06, Theorem 13.23] Let $\mu, v$ be sigma-finite measures on the sigma-algebra $\mathcal{A}$ such that $v$ is absolutely continuous with respect to $\mu$. Let also $g=\frac{d v}{d \mu}$ be the Radon-Nikodym derivative of $v$ with respect to $\mu$. Then, for every $v$-integrable function $f$, the function $f g$ is $\mu$-integrable and

$$
\begin{equation*}
\int f d v=\int f g d \mu \tag{4.3.1}
\end{equation*}
$$

When both $Q$ and $P$ are absolutely continuous with respect to some measure $v$ with densities $f(x ; \lambda)$ and $f(x ; \mu)$ respectively, $I(Q, P)$ can also be written as

$$
\begin{equation*}
I(Q, P)=I(\lambda, \mu)=\int f(x ; \lambda) \ln \frac{f(x ; \lambda)}{f(x ; \mu)} d v(x) \tag{4.3.2}
\end{equation*}
$$

Using Jensen's inequality on the convex function $\Phi(x)=x \ln x$, it is easy to see that $I(Q, P) \geq 0$. Additionally, $I(Q, P)=0$ if and only if $P=Q$, however $I$ does not meet the rest of the metric axioms in general, ${ }^{5}$ hence the term "divergence" instead of "metric".

### 4.3.2 The theoretical lower bound

Lai and Robbins make certain assumptions on the reward distributions. Firstly, they assume that they are all parametric with densities belonging in the family $(f(x ; \theta))_{\theta \in \Theta}$ for some one-dimensional parameter space $\Theta \subseteq \mathbb{R}$. Secondly, the Kullback-Leibler divergence between the members of the family $(f(x ; \theta))_{\theta \in \Theta}$ satisfies a certain continuity type property, and thirdly, the set $\Theta$ itself is "rich" in elements. We will explain what we mean in detail below.

[^36]Assumption 4.3.3: The family of distributions $f(x ; \lambda)$ has the properties that $0<$ $I(\theta, \lambda)<\infty$ whenever $\mu(\lambda)>\mu(\theta)$ and that for every $\varepsilon>0$ and every $\theta, \lambda \in \Theta$ such that $\mu(\lambda)>\mu(\theta)$, there exists some $\delta>0$ such that

$$
\begin{equation*}
\left|I(\theta, \lambda)-I\left(\theta, \lambda^{\prime}\right)\right|<\varepsilon, \quad \text { whenever } \quad \mu(\lambda) \leq \mu\left(\lambda^{\prime}\right) \leq \mu(\lambda)+\delta \tag{4.3.3}
\end{equation*}
$$

This assumption is in fact a continuity-type property of $I$ with respect, not to its second variable, but rather to its dependence through $\mu(\lambda)$. Using an argument similar to the proof of the sequential property of the usual continuity, we can reformulate this assumption into a more intuitive one involving sequences.

Proposition 4.3.4: Let $f(x ; \lambda)$ be a family of distributions. The following are equivalent:
(a) For every $\varepsilon>0$ and every $\theta, \lambda \in \Theta$ such that $\mu(\lambda)>\mu(\theta)$, there exists some $\delta>0$ such that $\left|I(\theta, \lambda)-I\left(\theta, \lambda^{\prime}\right)\right|<\varepsilon$ whenever $\mu(\lambda) \leq \mu\left(\lambda^{\prime}\right) \leq \mu(\lambda)+\delta$.
(b) For every $\lambda, \theta \in \Theta$ with $\mu(\lambda)>\mu(\theta)$, and every real sequence $\left(\lambda_{n}\right)_{n}$ such that $\mu\left(\lambda_{n}\right) \downarrow \mu(\lambda),{ }^{6}$ we have that $I\left(\theta, \lambda_{n}\right) \rightarrow I(\theta, \lambda)$.

Proof. (a) $\Rightarrow$ (b) Fix $\theta, \lambda \in \Theta$ with $\mu(\lambda)>\mu(\theta)$ and pick a sequence $\left(\lambda_{n}\right)_{n}$ such that $\mu\left(\lambda_{n}\right) \downarrow \mu(\lambda)$. Let $\varepsilon>0$. There exists a $\delta>0$ such that for every $\lambda^{\prime}$ with $\mu(\lambda) \leq \mu\left(\lambda^{\prime}\right) \leq \mu(\lambda)+\delta$, we have that $\left|I(\theta, \lambda)-I\left(\theta, \lambda^{\prime}\right)\right|<\varepsilon$. For this $\delta$, there exists some $n_{0} \in \mathbb{N}$ such that $\mu(\lambda) \leq \mu\left(\lambda_{n}\right) \leq \mu(\lambda)+\delta$ for every $n \geq n_{0}$, and thus $\left|I(\theta, \lambda)-I\left(\theta, \lambda_{n}\right)\right|<\varepsilon$ for every $n \geq n_{0}$.
(b) $\Rightarrow$ (a) Suppose that (a) does not hold. Then there exists some $\varepsilon>0$ and some $\theta, \lambda \in \Theta$ with $\mu(\lambda)>\mu(\theta)$, such that for every $\delta>0$, there exists some $\lambda_{\delta}$ such that $\mu(\lambda) \leq \mu\left(\lambda_{\delta}\right) \leq \mu(\lambda)+\delta$ and $\left|I(\theta, \lambda)-I\left(\theta, \lambda_{\delta}\right)\right| \geq \varepsilon$.

By setting $\delta=\frac{1}{n}$, we can inductively construct a sequence $\left(\lambda_{n}\right)_{n}$ such that

$$
\begin{equation*}
\mu(\lambda) \leq \mu\left(\lambda_{n}\right) \leq \mu(\lambda)+\frac{1}{n} \text { and }\left|I(\theta, \lambda)-I\left(\theta, \lambda_{n}\right)\right| \geq \varepsilon \tag{4.3.4}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Without loss of generality, and by passing to a subsequence of it if necessary, we may also assume that $\left(\mu\left(\lambda_{n}\right)\right)_{n}$ is non-increasing. By (b), we have that $I\left(\theta, \lambda_{n}\right) \rightarrow I(\theta, \lambda)$, which clearly contradicts the second part of (4.3.4).

Remark 4.3.5: Under the Assumption 4.3.3, if $\lambda, \lambda^{\prime}$ are such that $\mu(\theta)<\mu(\lambda)=$ $\mu\left(\lambda^{\prime}\right)$, then $I(\theta, \lambda)=I\left(\theta, \lambda^{\prime}\right)$. Indeed, the constant sequence $\left(\lambda_{n}\right)_{n}$ for which $\lambda_{n}=$ $\lambda$ for all $n \in \mathbb{N}$, has the property that $\left(\mu\left(\lambda_{n}\right)\right)_{n}$ is non-increasing with $\mu\left(\lambda_{n}\right) \rightarrow$ $\mu(\lambda)=\mu\left(\lambda^{\prime}\right)$, so $\left(I\left(\theta, \lambda_{n}\right)\right)_{n}$ converges to both $I(\theta, \lambda)$ and $I\left(\theta, \lambda^{\prime}\right)$, by part (b) of the previous Proposition.

Assumption 4.3.3 involved a "compatibility" condition between the KullbackLeibler divergence and the expectation function $\mu$. The second assumption they impose, involves a condition between the parameter space $\Theta$ and $\mu$ :

[^37]Assumption 4.3.6: The set $\Theta \subseteq \mathbb{R}$ is such that for every $\lambda \in \Theta$ and every $\delta>0$, there exists some $\lambda^{\prime} \in \Theta$ such that

$$
\begin{equation*}
\mu(\lambda)<\mu\left(\lambda^{\prime}\right)<\mu(\lambda)+\delta \tag{4.3.5}
\end{equation*}
$$

This is a density assumption that can be equivalently reformulated as follows:
Assumption 4.3.7: Let $A=\mu(\Theta) \subseteq \mathbb{R}$ denote the image of $\Theta$ under $\mu: \Theta \rightarrow \mathbb{R}$. Then, for every $\varepsilon>0$ and every $a \in A$, we have that

$$
\begin{equation*}
(a, a+\varepsilon) \cap A \neq \varnothing \tag{4.3.6}
\end{equation*}
$$

In particular, every point of $A$ is an accumulation point of it. Indeed, let $a \in A$ and apply (4.3.6) for $\varepsilon_{n}<\frac{1}{n}$ to inductively construct a strictly decreasing sequence $\left(a_{n}\right)_{n}$ in $A$ with $a_{n} \rightarrow a$. Equivalently, $A$ is dense in itself, meaning that it contains no isolated points. ${ }^{7}$ We therefore have the following proposition:

Proposition 4.3.8: $A$ set $A \subseteq \mathbb{R}$ satisfies (4.3.6) if and only if for every $a \in A$ there exists some strictly decreasing sequence $\left(a_{n}\right)_{n}$ in $A$ with $a_{n} \downarrow a$.

So, Assumption 4.3.6 can be restated again:
Assumption 4.3.9: For every $\lambda \in \Theta$, there exists some sequence $\left(\lambda_{n}\right)_{n}$ in $\Theta$ such that $\left(\mu\left(\lambda_{n}\right)\right)_{n}$ is strictly decreasing with $\mu\left(\lambda_{n}\right) \downarrow \mu(\lambda)$.

At this point, we should stress out how Assumption 4.3.6 and Proposition 4.3.4 (b) complement with each other: The former asserts that it is always possible to approach any $\mu(\lambda)$ with a strictly decreasing sequence $\left(\mu\left(\lambda_{n}\right)\right)_{n}$, while the latter allows us to conclude that $I\left(\theta, \lambda_{n}\right) \rightarrow I(\theta, \lambda)$.

During the proof of the main theorem, we will use the fact that when a sequence of random variables $\left(X_{n}\right)_{n}$ has the property that $\frac{X_{n}}{n} \rightarrow a>0$ almost surely, then $\frac{\max _{k=1, \ldots, n} X_{k}}{n}$ also converges to $a$ almost surely; a fact that follows from the lemma below:

Lemma 4.3.10: Let $\left(a_{n}\right)_{n}$ be a sequence of real numbers such that $\frac{a_{n}}{n} \rightarrow a \geq 0$, and let $\left(M_{n}\right)_{n}$ denote the sequence of its partial maxima, $M_{n}=\max _{k=1, \ldots, n}\left\{a_{k}\right\}$. Then $\frac{M_{n}}{n}=\frac{\max _{k=1, \ldots, n}\left\{a_{k}\right\}}{n} \rightarrow a$.
Proof. Suppose first that $a=0$. Let $\varepsilon>0$ and pick some $n_{0} \in \mathbb{N}$ such that $\frac{\left|a_{n}\right|}{n}<\frac{\varepsilon}{2}$ for every $n \geq n_{0}$. Then

$$
\begin{aligned}
\frac{M_{n}}{n} & \leq \frac{M_{n_{0}}+\max \left\{\left|a_{n_{0}+1}\right|, \ldots,\left|a_{n}\right|\right\}}{n}=\frac{M_{n_{0}}}{n}+\frac{\max \left\{\left|a_{n_{0}+1}\right|, \ldots,\left|a_{n}\right|\right\}}{n} \\
& =\frac{M_{n_{0}}}{n}+\frac{\left|a_{k_{n}}\right|}{n} \text { for some } k_{n} \in\left\{n_{0}+1, \ldots, n\right\} \\
& =\frac{M_{n_{0}}}{n}+\frac{k_{n}\left|a_{k_{n}}\right|}{n} \frac{k_{n}}{k_{n}} \\
& \leq \frac{M_{n_{0}}}{n}+\frac{\varepsilon}{2}
\end{aligned}
$$

[^38]for $n \geq n_{0}$. Pick also an $n_{1} \in \mathbb{N}$ such that $\frac{M_{n_{0}}}{n}<\frac{\varepsilon}{2}$ for every $n \geq n_{1}$. Then for every $n \geq \max \left\{n_{0}, n_{1}\right\}$, we have that $\frac{M_{n}}{n} \leq \varepsilon$, so $\limsup \operatorname{m}_{n} \frac{M_{n}}{n} \leq 0$. On the other hand, $\frac{M_{n}}{n} \geq \frac{a_{n}}{n} \rightarrow 0$, so $\frac{M_{n}}{n} \rightarrow 0$.
Suppose now that $a>0$. Set $b_{n}=a_{n}-n a$ and
$$
M_{n}^{b}=\max _{k=1, \ldots, n}\left\{\left|b_{k}\right|\right\}=\max _{k=1, \ldots, n}\left\{\left|a_{k}-k a\right|\right\} .
$$

Since $\frac{b_{n}}{n}=\frac{a_{n}}{n} \rightarrow a$, by the previous step we have that $\frac{M_{n}^{b}}{n} \rightarrow 0$. Notice that

$$
\begin{aligned}
\frac{M_{n}^{b}}{n} & =\frac{\max _{k=1, \ldots, n}\left\{\left|a_{k}-k a\right|\right\}}{n} \\
& \geq \frac{\max _{k=1, \ldots, n}\left\{a_{k}-k a\right\}}{n} \\
& \geq \frac{\max _{k=1, \ldots, n}\left\{a_{k}-n a\right\}}{n} \\
& =\frac{\max _{k=1, \ldots, n}\left\{a_{k}\right\}}{n}-a,
\end{aligned}
$$

with the LHS tending to zero. So $\lim _{\sup _{n}} \frac{M_{n}^{a}}{n} \leq a$. Additionally,

$$
\frac{M_{n}^{a}}{n}-a \geq \frac{a_{n}}{n}-a \rightarrow 0
$$

from which we conclude that $\liminf _{n} \frac{M_{n}^{a}}{n} \geq a$.
Suppose that we have $K$ bandits with parameters $\theta_{1}, \ldots, \theta_{K} \in \Theta$ and expectations $\mu\left(\theta_{1}\right), \ldots, \mu\left(\theta_{K}\right)$ respectively. For every $j \in\{1, \ldots, K\}$, we partition the set $\Theta^{k}=\left\{\left(\theta_{1}, \ldots, \theta_{K}\right): \theta_{i} \in \Theta \forall i\right\}$ into $\Theta^{k}=\Theta_{j} \cup \Theta_{j}^{*} \cup \Theta_{j}^{* *}$, where

$$
\begin{aligned}
& \Theta_{j}=\left\{\theta=\left(\theta_{1}, \ldots, \theta_{K}\right): \mu\left(\theta_{j}\right)<\max _{i \neq j} \mu\left(\theta_{i}\right)\right\}, \\
& \Theta_{j}^{*}=\left\{\theta=\left(\theta_{1}, \ldots, \theta_{K}\right): \mu\left(\theta_{j}\right)>\max _{i \neq j} \mu\left(\theta_{i}\right)\right\}, \\
& \Theta_{j}^{* *}=\left\{\theta=\left(\theta_{1}, \ldots, \theta_{K}\right): \mu\left(\theta_{j}\right)=\max _{i \neq j} \mu\left(\theta_{i}\right)\right\} .
\end{aligned}
$$

The set $\Theta_{j}$ contains the parameters for which $j$ is not the best arm, the set $\Theta_{j}^{*}$ the parameters for which $j$ is the unique best arm, whereas the last one the parameters for which $j$ is the best, but not the unique best.

Theorem 4.3.11: [LR85, Theorem 2] Suppose that the families of distributions of the arms satisfy Assumptions 4.3.3 and 4.3.6. Fix an index $j \in\{1, \ldots, K\}$ and let $\phi$ be any rule such that for every $\theta \in \Theta_{j}^{*}$,

$$
\begin{equation*}
\sum_{i \neq j} \mathbb{E}_{\theta}\left[T_{n}(i)\right]=o\left(n^{a}\right) \text { for every } a>0 \tag{4.3.7}
\end{equation*}
$$

Then, for every $\theta \in \Theta_{j}$ and every $\varepsilon>0$,

$$
\begin{align*}
\lim _{n} P\left[T_{n}(j) \geq \frac{(1-\varepsilon) \ln n}{I\left(\theta_{j}, \theta^{*}\right)}\right] & =1 \text { and }  \tag{4.3.8}\\
\liminf \mathbb{E}\left[\frac{T_{n}(j)}{\ln n}\right] & \geq \frac{1}{I\left(\theta_{j}, \theta^{*}\right)} \tag{4.3.9}
\end{align*}
$$

Proof. Suppose that $j=1, \theta \in \Theta_{1}$ and $\theta^{*}=\theta_{2}$ and fix a $\delta \in(0,1)$. Since $i=2$ is the unique best arm, we have that $\mu\left(\theta_{2}\right)>\mu\left(\theta_{1}\right)$. There exists some $\lambda \in \Theta$ such that

$$
\begin{equation*}
\mu(\lambda)>\mu\left(\theta_{2}\right) \text { and }\left|I\left(\theta_{1}, \lambda\right)-I\left(\theta_{1}, \theta_{2}\right)\right|<\delta I\left(\theta_{1}, \theta_{2}\right) \tag{4.3.10}
\end{equation*}
$$

Indeed, if we set $\varepsilon=\delta I\left(\theta_{1}, \theta_{2}\right)$ and apply Proposition 4.3.3, we obtain a $\delta^{\prime}>0$ such that (4.3.3) holds, namely $\left|I\left(\theta_{1}, \lambda\right)-I\left(\theta_{1}, \theta_{2}\right)\right|<\delta I\left(\theta_{1}, \theta_{2}\right)$, whenever $\mu\left(\theta_{2}\right) \leq$ $\mu(\lambda) \leq \mu\left(\theta_{2}\right)+\delta^{\prime}$. By the density Assumption 4.3.6, there exists some $\lambda \in \Theta$ with $\mu\left(\theta_{2}\right)<\mu(\lambda)<\mu\left(\theta_{2}\right)+\delta^{\prime}$, from which we obtain (4.3.10).

We define a new parameter vector $\gamma=\left(\lambda, \theta_{2}, \ldots, \theta_{K}\right)$. Since $\mu(\lambda)>\mu\left(\theta_{2}\right)$, we have that $\gamma \in \Theta_{1}^{*}$. Additionally,

$$
n=\sum_{i=1}^{n} \mathbb{E}_{\gamma}\left[T_{n}(i)\right]=\mathbb{E}_{\gamma}\left[T_{n}(1)\right]+\sum_{i=2}^{n} \mathbb{E}_{\gamma}\left[T_{n}(i)\right]
$$

which implies that

$$
\begin{equation*}
\mathbb{E}_{\gamma}\left[n-T_{n}(1)\right]=\sum_{i=2}^{n} \mathbb{E}_{\gamma}\left[T_{n}(i)\right]=o\left(n^{a}\right) \text { for all } a \in(0, \delta) \tag{4.3.11}
\end{equation*}
$$

by the asymptotic property (4.3.7), which also holds for the parameter vector $\gamma$. Using the Markov inequality, we can find a lower bound for $\mathbb{E}_{\gamma}\left[n-T_{n}(1)\right]$ with respect to the probability of the events $A_{n}=\left[T_{n}(1)<\frac{(1-\delta) \ln n}{I\left(\theta_{1}, \lambda\right)}\right]$ :

$$
\begin{aligned}
\mathbb{E}_{\gamma}\left[n-T_{n}(1)\right] & =\int_{A_{n}}\left(n-T_{n}(1)\right) d P_{\gamma}+\int_{A_{n}^{c}}\left(n-T_{n}(1)\right) d P_{\gamma} \\
& \geq \int_{A_{n}}\left(n-T_{n}(1)\right) d P_{\gamma}
\end{aligned}
$$

as $n-T_{n}(1) \geq 0$. On the set $A_{n}$ we have that $n-T_{n}(1)>n-\frac{(1-\delta) \ln n}{I\left(\theta_{1}, \lambda\right)}$, so for every $a \in(0, \delta)$,

$$
\begin{equation*}
o\left(n^{a}\right)=\mathbb{E}_{\gamma}\left[n-T_{n}(1)\right] \geq n-\frac{(1-\delta) \ln n}{I\left(\theta_{1}, \lambda\right)} P_{\gamma}\left(A_{n}\right) \tag{4.3.12}
\end{equation*}
$$

Let $Y_{1}, Y_{2}, \ldots$ denote successive observations from the first arm and set

$$
\begin{equation*}
L_{m}=\sum_{i=1}^{m} \ln \left(f\left(Y_{i} ; \theta_{1}\right) / f\left(Y_{i}, \lambda\right)\right) \tag{4.3.13}
\end{equation*}
$$

Let also

$$
\begin{equation*}
C_{n}=A_{n} \cap\left[L_{T_{n}(1)} \leq(1-a) \ln n\right] \tag{4.3.14}
\end{equation*}
$$

For the sets $A_{n}$ we have that $\frac{P_{\gamma}\left(A_{n}\right)}{n^{a-1}}-\frac{\ln n P_{\gamma}\left(A_{n}\right)}{n^{a}} \frac{1-\delta}{I\left(\theta_{1}, \lambda\right)} \rightarrow 0$, and since the second term of this sequences converges to zero, we conclude that $P_{\gamma}\left(C_{n}\right) \leq P_{\gamma}\left(A_{n}\right)=$ $o\left(n^{a-1}\right)$.
For every $k$-tuple $\tilde{n}=\left(n_{1}, \ldots, n_{K}\right)$, let

$$
A_{\tilde{n}}=\left[T_{n}(1)=n_{1}, \ldots, T_{n}(K)=n_{K} \text { and } L_{n_{1}} \leq(1-a) \ln n\right] .
$$

Then

$$
\begin{align*}
P_{\gamma}\left(A_{\tilde{n}}\right) & =\int_{A_{\tilde{n}}} \prod_{i=1}^{n_{1}} f\left(y_{i} ; \lambda\right) \prod_{i=1}^{n_{2}} f\left(y_{i}^{2} ; \theta_{2}\right) \cdots \prod_{i=1}^{n_{K}} f\left(y_{i}^{K} ; \theta_{K}\right) d \tilde{y} \\
& =\int_{A_{\tilde{n}}} \frac{\prod_{i=1}^{n_{1}} f\left(y_{i} ; \lambda\right)}{\prod_{i=1}^{n_{1}} f\left(y_{i} ; \theta_{1}\right) \prod_{i=1}^{n_{1}} f\left(y_{i} ; \theta_{1}\right) \prod_{i=1}^{n_{2}} f\left(y_{i}^{2} ; \theta_{2}\right) \cdots \prod_{i=1}^{n_{K}} f\left(y_{i}^{K} ; \theta_{K}\right) d \tilde{y}} \\
& =\int_{A_{\tilde{n}}} \frac{\prod_{i=1}^{n_{1}} f\left(y_{i} ; \lambda\right)}{\prod_{i=1}^{n_{1}} f\left(y_{i} ; \theta_{1}\right)} d P_{\theta} . \tag{4.3.15}
\end{align*}
$$

The inequality $L_{n_{1}} \leq(1-a) \ln n$ implies that $\sum_{i=1}^{n_{1}} \ln \frac{f\left(y_{i} ; \theta_{1}\right)}{f\left(y_{i} ; \lambda\right)} \leq(1-a) \ln n$ and thus, $\ln \prod_{i=1}^{n_{1}} \frac{f\left(y_{i} ; \lambda\right)}{f\left(y_{i} ; \theta_{1}\right)} \leq-(1-a) \ln n$, so (4.3.15) yields that

$$
P_{\gamma}\left(A_{\tilde{n}}\right)=\int_{A_{\tilde{n}}} \frac{\prod_{i=1}^{n_{1}} f\left(y_{i} ; \lambda\right)}{\prod_{i=1}^{n_{1}} f\left(y_{i} ; \theta_{1}\right)} d P_{\theta} \geq P_{\theta}\left(A_{\tilde{n}}\right) e^{-(1-a) \ln n}=n^{a-1} P_{\theta}\left(A_{\tilde{n}}\right)
$$

for every $A_{\tilde{n}}$. Since $C_{n}$ can be written as the disjoint union of the sets $A_{\tilde{n}}$ for $\tilde{n}$ such that $n_{1}+\ldots+n_{K}=n$, the same inequality holds for the sets $C_{n}$ as well:

$$
\begin{equation*}
P_{\theta}\left(C_{n}\right) \leq n^{1-a} P_{\gamma}\left(C_{n}\right) \rightarrow 0 \text { for all } n \tag{4.3.16}
\end{equation*}
$$

By the Strong Law of Large Numbers, $\frac{L_{m}}{m} \rightarrow I\left(\theta_{1}, \lambda\right)>0$ almost surely with respect to $P_{\theta}$, and by Lemma 4.3.10, p. 92, so does $\frac{\max _{i=1, \ldots, m} L_{i}}{m}$.

For every $n$, we set $b_{n}=\frac{(1-\delta) \ln n}{I\left(\theta_{1}, \lambda\right)}$. We have that

$$
\begin{aligned}
P_{\theta}\left[\max _{i=1, \ldots,\left[b_{n}\right]} L_{i}>(1-a) \ln n\right] & =P_{\theta}\left[\max _{i=1, \ldots,\left[b_{n}\right]} \frac{L_{i}}{\left[b_{n}\right]}>\frac{(1-a) \ln n}{\left[b_{n}\right]}\right] \\
& \leq P_{\theta}\left[\max _{i=1, \ldots,\left[b_{n}\right]} \frac{L_{i}}{\left[b_{n}\right]}>\frac{(1-a) \ln n}{(1-\delta) \ln n / I\left(\theta_{1}, \lambda\right)}\right] \\
& =P_{\theta}\left[\max _{i=1, \ldots,\left[b_{n}\right]} \frac{L_{i}}{\left[b_{n}\right]}>(1+M) I\left(\theta_{1}, \lambda\right)\right] \rightarrow 0
\end{aligned}
$$

almost surely in $P_{\theta}$ since $\max _{i=1, \ldots,\left[b_{n}\right]} \frac{L_{i}}{\left[b_{n}\right]} \rightarrow I\left(\theta_{1}, \lambda\right)$ a.s. and $(1+M) I\left(\theta_{1}, \lambda\right)>$ $I\left(\theta_{1}, \lambda\right)$. Therefore, if we set $B_{n}=\left[L_{T_{n}(1)} \leq(1-a) \ln n\right]$, we have that $P_{\theta}\left(B_{n}\right) \rightarrow 1$. In turn, this implies that $\lim _{n} P_{\theta}\left(A_{n}\right)=\lim _{n} P_{\theta}\left(A_{n} \cap B_{n}\right)=\lim P_{\theta}\left(C_{n}\right)=0$.

By (4.3.10), $\frac{1}{I\left(\theta_{1}, \lambda\right)} \geq \frac{1}{(1+\delta) I\left(\theta_{1}, \theta_{2}\right)}$, so

$$
\begin{equation*}
P_{\theta}\left[T_{n}(1)<\frac{(1-\delta) \ln n}{(1+\delta) I\left(\theta_{1}, \theta_{2}\right)}\right] \leq P_{\theta}\left[T_{n}(1)<\frac{(1-\delta) \ln n}{I(\theta, \lambda)}\right] \rightarrow 0 \tag{4.3.17}
\end{equation*}
$$

and (4.3.8) is established.
Lastly, we show that $\liminf _{n} \mathbb{E}\left[\frac{T_{n}(j)}{\ln n}\right] \geq \frac{1}{I\left(\theta_{j}, \theta^{*}\right)}$. Let $\varepsilon>0$. By the Markov inequality,

$$
\begin{aligned}
\mathbb{E}\left[\frac{T_{n}(j)}{\ln n}\right] & =\int_{\left[\frac{T_{n}}{\ln n} \frac{1-\varepsilon}{I\left(\theta_{j}, \theta^{*}\right)}\right]} \frac{T_{n}(j)}{\ln n} d P+\int_{\left[\frac{T_{n}}{\ln n}<\frac{1-\varepsilon}{I\left(\theta_{j} ; \theta^{*}\right)}\right]} \frac{T_{n}(j)}{\ln n} d P \\
& \geq \frac{1-\varepsilon}{I\left(\theta_{j}, \theta^{*}\right)} P\left[\frac{T_{n}}{\ln n} \geq \frac{1-\varepsilon}{I\left(\theta_{j}, \theta^{*}\right)}\right],
\end{aligned}
$$

so, by taking limits we obtain that

$$
\begin{equation*}
\liminf _{n} \mathbb{E}\left[\frac{T_{n}(j)}{\ln n}\right] \geq \liminf _{n} \frac{1-\varepsilon}{I\left(\theta_{j}, \theta^{*}\right)} P\left[\frac{T_{n}}{\ln n} \geq \frac{1-\varepsilon}{I\left(\theta_{j}, \theta^{*}\right)}\right]=\frac{1-\varepsilon}{I\left(\theta_{j}, \theta^{*}\right)} \tag{4.3.18}
\end{equation*}
$$

Since (4.3.18) holds for every $\varepsilon>0$, by letting $\varepsilon \rightarrow 0$, we have that

$$
\liminf _{n} \mathbb{E}\left[\frac{T_{n}(j)}{\ln n}\right] \geq \frac{1}{I\left(\theta_{j}, \theta^{*}\right)},
$$

as we wanted.
Theorem 4.3.12: Suppose that the families of distributions of the arms satisfy Assumptions 4.3.3 and 4.3.6. Let $\phi$ be a rule whose regret satisfies the property that

$$
\begin{equation*}
R_{n}(\theta)=o\left(n^{a}\right) \tag{4.3.19}
\end{equation*}
$$

for every $\theta=\left(\theta_{1}, \ldots, \theta_{K}\right) \in \Theta^{K}$ and $a>0$. Then for every $\theta$ such that the $\mu\left(\theta_{i}\right)$ are not all equal, we have that

$$
\begin{equation*}
\liminf _{n} \frac{R_{n}(\theta)}{\ln n} \geq \sum_{i: \mu\left(\theta_{i}\right)<\mu^{*}} \frac{\mu^{*}-\mu\left(\theta_{i}\right)}{I\left(\theta_{i}, \theta^{*}\right)} \tag{4.3.20}
\end{equation*}
$$

Proof. We will use the elementary property from real analysis, according to which for any two real sequences $\left(a_{n}\right)_{n},\left(b_{n}\right)_{n}$,

$$
\liminf _{n}\left(a_{n}+b_{n}\right) \geq \liminf _{n} a_{n}+\liminf b_{n}
$$

By applying it for $R_{n}$, we obtain that

$$
\begin{aligned}
\liminf _{n} \frac{R_{n}(\theta)}{\ln n} & =\liminf _{n} \frac{\sum_{i=1}^{K}\left(\mu^{*}-\mu\left(\theta_{i}\right)\right) \mathbb{E}_{\theta}\left[T_{n}(i)\right]}{\ln n} \\
& \geq \sum_{i: \mu(i)<\mu^{*}}\left(\mu^{*}-\mu\left(\theta_{i}\right)\right) \liminf \frac{\mathbb{E}_{\theta}\left[T_{n}(i)\right]}{\ln n} \\
& \geq \sum_{i: \mu(i)<\mu^{*}} \frac{\mu^{*}-\mu\left(\theta_{i}\right)}{I\left(\theta_{i}, \theta^{*}\right)}
\end{aligned}
$$

which establishes 4.3.20.

### 4.3.3 An algorithm which achieves the theoretical lower bound

In the same article, Lai and Robbins proposed an algorithm which achieves the optimal lower bound. The principle behind their idea is called optimism in the face of uncertainty and can be summarized as follows: Recall that in the classical Robbins Rule, at each stage we compared the populations sample means and chose the one with the largest. In this algorithm instead, the arms which have not been explored enough are not represented by their sample mean, but by an upper confidence bound of it. By comparing the sample means of some arms with the upper confidence bounds of some others, we are giving the algorithm the incentive to explore more.
This principle of regarding the upper confidence bounds to be better indicator of what the expectation could be, than the sample mean, will be a common theme in all of the algorithms we present in this chapter. However, it is important to realize that the difficult task of finding a balance between exploitation and exploration, has not been addressed yet, but has only been reformulated into: How large should the confidence intervals be?
The larger the intervals, the more our algorithm tends to explore, but the more it explores, the less it exploits. Optimism, as a general principle, is a first step towards the right direction, but when actually employing it, one needs to also be prepared for the difficult task of quantifying exactly how optimistic he is willing to be. As one can already imagine, determining the upper confidence bounds requires extremely delicate work.
Lai and Robbins tackle it by listing certain axioms the upper confidence functions $g_{n i}$ need to satisfy. They also allow for the sample mean to be replaced by some more general statistic $h$ satisfying another list of axioms, but we should keep in mind that both of these classes of functions are intended to generalize the notions of upper confidence bounds and sample means respectively.

Assumption 4.3.13: For every $n \in \mathbb{N}$ and $i=1, \ldots, n$, there exist Borel functions $g_{n i}: \mathbb{R}^{i} \rightarrow \mathbb{R}$, called the upper confidence bounds, such that for every $\theta \in \Theta$, every $r<\mu(\theta)$ and every $\lambda$ with $\mu(\lambda)>\mu(\theta)$,

$$
\begin{align*}
& \lim _{\varepsilon \downarrow 0}\left(\limsup _{n} \sum_{i=1}^{n} \frac{P_{\theta}\left[g_{n i}\left(Y_{1}, \ldots, Y_{i}\right) \geq \mu(\lambda)-\varepsilon\right]}{\ln n}\right) \leq \frac{1}{I(\theta, \lambda)},  \tag{4.3.21}\\
& P_{\theta}\left[r \leq g_{n i}\left(Y_{1}, \ldots, Y_{i}\right) \text { for all } i \leq n\right]=1-o\left(n^{-1}\right) \text { and }  \tag{4.3.22}\\
& g_{n i} \text { is nondecreasing with respect to } n \geq i \text { for every fixed } i . \tag{4.3.23}
\end{align*}
$$

The existence of such functions is not straightforward and [LR85, Section 4] contains some general rules of constructing them, as well as specific examples for several known distributions. However, things are a little easier when constructing the expectation estimates:

Assumption 4.3.14: There exist functions $h_{i}: \mathbb{R}^{i} \rightarrow \mathbb{R}$, called point estimates of the expectation, which satisfy the following properties:

$$
\begin{equation*}
h_{i} \leq g_{n i} \text { for all } n \geq i \tag{4.3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{\theta}\left[\max _{\delta n \leq i \leq n}\left|h_{i}\left(Y_{1}, \ldots, Y_{i}\right)-\mu(\theta)\right|>\varepsilon\right]=o\left(n^{-1}\right) \tag{4.3.25}
\end{equation*}
$$

for all $\theta \in \Theta, \varepsilon>0$ and $\delta \in(0,1)$.
An example of a statistic that satisfies (4.3.25) is the sample mean $h\left(Y_{1}, \ldots, Y_{n}\right)=$ $\frac{Y_{1}+\ldots+Y_{n}}{n}=\frac{S_{n}}{n}$. We can show this, using the Kolmogorov and Marcinkiewicz - Zygmund inequalities.

Theorem 4.3.15 (Kolmogorov's Maximal Inequality [Gut13, Thm 1.6, p. 122]): Let $\left(X_{n}\right)_{n}$ be a sequence of independent random variables with $\mathbb{E}\left[X_{n}\right]=0$ and $V\left(X_{n}\right)<\infty$ for all $n \in \mathbb{N}$. Then, for every $\varepsilon>0$,

$$
\begin{equation*}
P\left[\max _{1 \leq k \leq n}\left|S_{k}\right|>\varepsilon\right] \leq \frac{\sum_{k=1}^{n} V\left(X_{k}\right)}{\varepsilon^{2}}=\frac{V\left(S_{n}\right)}{\varepsilon^{2}}=\frac{\mathbb{E}\left[S_{n}^{2}\right]}{\varepsilon^{2}} \tag{4.3.26}
\end{equation*}
$$

If, in addition, the sequence $\left(X_{n}\right)_{n}$ is identically distributed, then

$$
\begin{equation*}
P\left[\max _{1 \leq k \leq n}\left|S_{k}\right|>\varepsilon\right] \leq \frac{n V\left(X_{1}\right)}{\varepsilon^{2}}=\frac{n \mathbb{E}\left[X_{1}^{2}\right]}{\varepsilon^{2}} . \tag{4.3.27}
\end{equation*}
$$

We actually need a strengthened version of Kolmogorov's Inequality (for a proof, see [Saa17] or [Doo90, p. 317]), where the exponent 2 is replaced by any $p \geq 1$ :

Theorem 4.3.16 (Doob-Kolmogorov): Let $\left(X_{n}\right)_{n}$ be a sequence of independent random variables with $\mathbb{E}\left[X_{n}\right]=0$ and $V\left(X_{n}\right)<\infty$ for all $n \in \mathbb{N}$. Then, for every $\varepsilon>0$ and $p \geq 1$,

$$
\begin{equation*}
P\left[\max _{1 \leq k \leq n}\left|S_{k}\right|>\varepsilon\right] \leq \frac{\left.\left.\mathbb{E}| | S_{n}\right|^{p}\right]}{\varepsilon^{p}} . \tag{4.3.28}
\end{equation*}
$$

Theorem 4.3.17 (Marcinkiewicz-Zygmund Inequality [MZ37]): Let $\left(X_{n}\right)_{n}$ be a sequence of independent random variables with $\mathbb{E}\left[X_{n}\right]=0$ and $\mathbb{E}\left|X_{n}\right|^{p}<\infty$ for all $n \in \mathbb{N}$ for some $p \geq 1$. Then, there exist constants $A_{p}, B_{p}$ depending only on $p$, such that

$$
\begin{equation*}
A_{p} \mathbb{E}\left[\left(\sum_{k=1}^{n} X_{k}^{2}\right)^{p / 2}\right] \leq \mathbb{E}\left|S_{n}\right|^{p} \leq B_{p} \mathbb{E}\left[\left(\sum_{k=1}^{n} X_{k}^{2}\right)^{p / 2}\right] \tag{4.3.29}
\end{equation*}
$$

for all $n$. If, in addition, the sequence $\left(X_{n}\right)_{n}$ is identically distributed, then there exists a constant $B_{p}^{*}$ depending only on $p$, such that

$$
\mathbb{E}\left|S_{n}\right|^{p} \leq \begin{cases}n B_{p}^{*} \mathbb{E}\left|X_{1}\right|^{p}, & 1 \leq p \leq 2,  \tag{4.3.30}\\ n^{p / 2} B_{p} \mathbb{E}\left|X_{1}\right|^{p / 2}, & p \geq 2 .\end{cases}
$$

Proposition 4.3.18: [CR75, p. 55] Suppose that $\left(Y_{n}\right)_{n}$ is an i.i.d. sequence for which there exists some $p>2$ such that $\mathbb{E}\left[\left|Y_{1}\right|^{p}\right]<\infty$. Let also $\mu$ denote their common expectation. Then the sample means $\bar{Y}_{n}=\frac{Y_{1}+\cdots+Y_{n}}{n}$ satisfy property (4.3.25), namely

$$
P_{\theta}\left[\max _{\delta n \leq i \leq n}\left|\bar{Y}_{i}-\mu\right|>\varepsilon\right]=o\left(n^{-1}\right)
$$

for all $\varepsilon>0$ and $\delta \in(0,1)$.

Proof. For the sequence $X_{n}=Y_{n}-\mu$, we have that that $\mathbb{E}\left[X_{n}\right]=0$ for all $n$ and $\mathbb{E}\left[\left|X_{1}\right|^{p}\right]<\infty$. Additionally, $\frac{S_{n}}{n}:=\frac{X_{1}+\ldots+X_{n}}{n}=\bar{Y}_{n}-\mu$. A trivial, but extremely important observation, is that

$$
\left[\max _{\delta n \leq i \leq n}\left|\frac{S_{i}}{i}\right|>\varepsilon\right] \subseteq\left[\max _{\delta n \leq i \leq n}\left|\frac{S_{i}}{\delta n}\right|>\varepsilon\right] .
$$

This allows the denominators appearing in these events to be absorbed by $\varepsilon$, so that we can apply Kolmogorov's Inequality afterwards.

$$
\begin{array}{rlr}
P_{\theta}\left[\max _{\delta n \leq i \leq n}\left|\bar{Y}_{i}-\mu\right|>\varepsilon\right] & =P\left[\max _{\delta n \leq i \leq n}\left|\frac{S_{i}}{i}\right|>\varepsilon\right] \\
& \leq P\left[\max _{\delta n \leq i \leq n}\left|\frac{S_{i}}{\delta n}\right|>\varepsilon\right] \\
& =P_{\theta}\left[\max _{1 \leq i \leq n}\left|S_{i}\right|>n \varepsilon \delta\right] \\
& \leq \frac{\mathbb{E}\left[S_{n}^{p}\right]}{n^{p} \varepsilon^{p} \delta^{p}} \\
& \leq \frac{n^{p / 2} B_{p} \mathbb{E}\left|X_{1}\right|^{p / 2}}{n^{p} \varepsilon^{p} \delta^{p}} & \\
& =\frac{C}{n^{p / 2}}
\end{array}
$$

By multiplying with $n$, we obtain that

$$
n P_{\theta}\left[\max _{\delta n \leq i \leq n}\left|\bar{Y}_{i}-\mu\right|>\varepsilon\right] \leq \frac{n C}{n^{p / 2}} \rightarrow 0
$$

since $\frac{p}{2}>1$.

To return to the multi-armed bandit setting, suppose that we have $K$-bandits with densities $f\left(x ; \theta_{1}\right), \ldots, f\left(x ; \theta_{K}\right)$ and let $\phi$ be a rule of sampling from them. For each $j \in\{1, \ldots, K\}$, let $T_{n}(j)$ denote the number of times $\phi$ sampled from the $j$-bandit during the first $n$-stages, namely

$$
\begin{equation*}
T_{n}(j)=\#\{i \in\{1, \ldots, n\}: \phi(i)=j\} \tag{4.3.31}
\end{equation*}
$$

We denote the successive observations from the $j$-bandit during the first $n$-stages as $Y_{j 1}, \ldots, Y_{j T_{n}(j)}$, and in accordance with our previous discussion, we define the mean estimates and upper confidence bounds of $\mu\left(\theta_{j}\right)$ based on this sample as

$$
\begin{align*}
& \tilde{\mu}_{n}(j)=h_{T_{n}(j)}\left(Y_{j 1}, \ldots, Y_{j T_{n}(j)}\right) \text { and }  \tag{4.3.32}\\
& U_{n}(j)=g_{n T_{n}(j)}\left(Y_{j 1}, \ldots Y_{j T_{n}(j)}\right) \tag{4.3.33}
\end{align*}
$$

respectively.
Lai and Robbins use the point and upper confidence bound estimates to construct their algorithm: We fix a $\delta \in(0,1 / k)$ and define their rule $\phi$ adaptively
as follows: During the first $K$-rounds, we pick each arm exactly once. For every $n \geq K$, we set

$$
I_{n}=\left\{j \in\{1, \ldots, K\}: T_{n}(j) \geq \delta n\right\} .
$$

By the Pigeonhole Principle, these sets are always nonempty. Indeed, if some $I_{n}$ was empty, then $T_{n}(j)<n \delta$ should hold for every $j=1, \ldots, K$. But then, $n=$ $\sum_{j=1}^{n} T_{n}(j)<n k \delta<n$, a contradiction. For all such $n$ 's, we also set

$$
j_{n}=\operatorname{argmax}\left\{\tilde{\mu}_{n}(j): j \in I_{n}\right\} \text { and } \tilde{\mu}_{n}\left(j_{n}\right)=\max \left\{\tilde{\mu}_{n}(j): j \in I_{n}\right\}
$$

Suppose that the rule has just drawn its $n$-th value with $n \geq K$ and let $j \in$ $\{1, \ldots, K\}$ be such that $n+1 \equiv j \bmod K$. Then

$$
\phi(n+1)= \begin{cases}j, & \text { if } \tilde{\mu}_{n}\left(j_{n}\right) \leq U_{n}(j)  \tag{4.3.34}\\ j_{n}, & \text { otherwise }\end{cases}
$$

So, the algorithm compares the mean estimate of the current leader among the bandits which have been played enough times ( $\geq \delta n$ ), with the upper confidence bound of the newly proposed bandit, and chooses accordingly.

## The Lai-Robbins Algorithm

STEP 1 For $k=1, \ldots, K$ set $\phi(k)=k$.
Step 2 Suppose that $\phi(n)$ has been drawn for $n \geq K$ and let $j$ be such that $n+1 \equiv j \bmod K$. Set $I_{n}=\left\{k \in\{1, \ldots, K\}: T_{n}(k) \geq \delta n\right\}, j_{n}=$ $\arg \max \left\{\tilde{\mu}_{n}(k): k \in I_{n}\right\}$ and $\tilde{\mu}_{n}\left(j_{n}\right)=\max \left\{\tilde{\mu}_{n}(k): k \in I_{n}\right\}$.

STEP 3 If $\tilde{\mu}_{n}\left(j_{n}\right) \leq U_{n}(j)$, set $\phi(n+1)=j$, otherwise set $\phi(n+1)=j_{n}$.
Step 4 Go to Step 2.
Table 6: The Lai-Robbins Algorithm [LR85].

We mention two lemmas which will be used in the proof of the convergence rate.
Lemma 4.3.19: If for the real sequence $\left(a_{n}\right)_{n}$ we have that $\limsup _{n} a_{n} \leq M$, then $a_{n} \leq M+o(1)$.

Proof. Clearly $a_{n} \leq M+a_{n}-M$ for all $n \in \mathbb{N}$. Set

$$
b_{n}= \begin{cases}a_{n}-M, & \text { when } a_{n} \geq M \\ 0, & \text { when } a_{n}<M\end{cases}
$$

It is easy to confirm that $a_{n} \leq M+b_{n}$ for all $n$ and that $b_{n} \rightarrow 0$.
Lemma 4.3.20: If $\left(a_{n}\right)_{n}$ is $o\left(n^{-1}\right)$ then $\left(\sum_{n=1}^{N} a_{n}\right)_{N}=o(\ln N)$.

Proof. We will show that for every $\varepsilon>0$ there exists some $N_{0} \in \mathbb{N}$ such that $\sum_{n=1}^{N} a_{n} \leq \varepsilon \ln N$ for every $N \geq N_{0}$. Since $\left(a_{n}\right)_{n}$ is $o\left(n^{-1}\right)$, there exists some $n_{0}$ such that $a_{n} \leq \frac{\varepsilon}{2 n}$ for every $n \geq n_{0}$. By the elementary inequality $\sum_{n=1}^{N} \frac{1}{n} \leq 1+$ $\int_{1}^{N} \frac{1}{x} d x=1+\ln N$, we obtain that

$$
\sum_{n=1}^{N} a_{n} \leq \sum_{n=1}^{n_{0}-1} a_{n}+\frac{\varepsilon}{2} \sum_{n=n_{0}}^{N} \frac{1}{n} \leq \sum_{n=1}^{n_{0}-1} a_{n}+\frac{\varepsilon}{2}\left(\ln N-\ln \left(n_{0}-1\right)\right) \leq \sum_{n=1}^{n_{0}-1} a_{n}+\frac{\varepsilon}{2} \ln N
$$

for every $N \geq n_{0}$. Pick some $n_{1}$ such that $\sum_{n=1}^{n_{0}-1} a_{n} \leq \frac{\varepsilon}{2} \ln n_{1}$. Then for every $N \geq$ $\max \left\{n_{0}, n_{1}\right\}$, the inequality $\sum_{n=1}^{N} a_{n} \leq \varepsilon$ holds.

Theorem 4.3.21: [LR85, Theorem 3] Suppose that $I(\theta, \lambda)$ satisfies Assumption 4.3.3 and let $\phi$ be the Lai-Robbins rule. Then for every $\theta=\left(\theta_{1}, \ldots, \theta_{K}\right)$ and every $j$ such that $\mu\left(\theta_{j}\right)<\mu\left(\theta^{*}\right)$,

$$
\begin{equation*}
\mathbb{E}_{\theta}\left[T_{n}(j)\right] \leq\left(\frac{1}{I\left(\theta_{j}, \theta^{*}\right)}+o(1)\right) \ln n \tag{4.3.35}
\end{equation*}
$$

If, in addition, $\Theta$ satisfies the density Assumption 4.3.6, then $\mathbb{E}_{\theta}\left[T_{n}(j)\right] \sim \frac{\ln n}{I\left(\theta_{j}, \theta^{*}\right)}$ for every such $j$, and the regret $R_{n}$ of $\phi$ satisfies

$$
\begin{equation*}
R_{n} \sim\left(\sum_{j: \mu\left(\theta_{j}\right)<\mu^{*}} \frac{\mu^{*}-\mu\left(\theta_{j}\right)}{I\left(\theta_{j}, \theta^{*}\right)}\right) \ln n \tag{4.3.36}
\end{equation*}
$$

Proof. Let $L$ denote the set of optimal arms, $L=\left\{l \in\{1, \ldots, L\}: \mu\left(\theta_{l}\right)=\mu\left(\theta^{*}\right)\right\}$, and set $\varepsilon<\frac{1}{2} \min \left\{\mu\left(\theta^{*}\right)-\mu\left(\theta_{j}\right): j \notin L\right\}$. For every $j \notin L$ and $N \in \mathbb{N}$, we can partition the event $T_{N}(j)$ as follows:

$$
\begin{aligned}
T_{N}(j)= & \#\{n \in\{1, \ldots, N\}: \phi(n)=j\} \\
=1 & +\#\left\{n \in\{1, \ldots, N-1\}: j_{n} \in L,\left|\tilde{\mu}_{n}\left(j_{n}\right)-\mu\left(\theta^{*}\right)\right| \leq \varepsilon, \phi(n+1)=j\right\}+ \\
& +\#\left\{n \in\{1, \ldots, N-1\}: j_{n} \in L,\left|\tilde{\mu}_{n}\left(j_{n}\right)-\mu\left(\theta^{*}\right)\right|>\varepsilon, \phi(n+1)=j\right\}+ \\
& +\#\left\{n \in\{1, \ldots, N-1\}: j_{n} \notin L, \phi(n+1)=j\right\} \\
\leq & 1+\underbrace{\#\left\{n \in\{1, \ldots, N-1\}: j_{n} \in L,\left|\tilde{\mu}_{n}\left(j_{n}\right)-\mu\left(\theta^{*}\right)\right| \leq \varepsilon, \phi(n+1)=j\right\}}_{A_{1}}+ \\
& +\underbrace{\#\left\{n \in\{1, \ldots, N-1\}: j_{n} \in L,\left|\tilde{\mu}_{n}\left(j_{n}\right)-\mu\left(\theta^{*}\right)\right|>\varepsilon\right\}}_{A_{3}}+ \\
& +\underbrace{\#\left\{n \in\{1, \ldots, N-1\}: j_{n} \notin L\right\}}_{A_{2}} .
\end{aligned}
$$

In order to bound $A_{1}$, notice that since $\left|\tilde{\mu}_{n}\left(j_{n}\right)-\mu\left(\theta^{*}\right)\right| \leq \varepsilon$ and $\phi(n+1)=j$, then it has to be that $g_{n i}\left(Y_{j 1}, \ldots, Y_{j i}\right)>\mu\left(\theta^{*}\right)-\varepsilon$, where $i$ is the number of observation taken from the $j$-bandit after the first $n \leq N-1$ rounds. Furthermore, $g_{n i}$ is increasing with respect to $n$, so

$$
\begin{equation*}
A_{1} \leq 2+\#\left\{1 \leq i \leq N-1: g_{N i}\left(Y_{j 1}, \ldots, Y_{j i}\right) \geq \mu\left(\theta^{*}\right)-\varepsilon\right\} \tag{4.3.37}
\end{equation*}
$$

Let $A_{i}^{\varepsilon}=\left[g_{n i}\left(Y_{j 1}, \ldots, Y_{j i}\right) \geq \mu(\lambda)-\varepsilon\right]$. By (4.3.21), we have that

$$
\lim _{\varepsilon \downarrow 0}\left(\limsup \sum_{n} \sum_{i=1}^{n} \frac{P_{\theta}\left(A_{i}^{\varepsilon}\right)}{\ln n}\right) \leq \frac{1}{I(\theta, \lambda)}
$$

so for every $\rho>0$, there exists some $\varepsilon_{0}>0$ such that

$$
\limsup \sum_{n} \sum_{i=1}^{n} \frac{P_{\theta}\left(A_{i}^{\varepsilon}\right)}{\ln n} \leq \frac{1}{I\left(\theta_{j}, \theta^{*}\right)}+\frac{\rho}{I\left(\theta_{j}, \theta^{*}\right)}
$$

for every $0<\varepsilon \leq \varepsilon_{0}$. By Lemma 4.3.19,

$$
\sum_{i=1}^{n} \frac{P_{\theta}\left(A_{i}^{\varepsilon}\right)}{\ln n} \leq \frac{1+\rho}{I\left(\theta_{j}, \theta^{*}\right)}+o(1)
$$

which implies that

$$
\sum_{i=1}^{n} P_{\theta}\left(A_{i}^{\varepsilon}\right) \leq \frac{1+\rho+o(1)}{I\left(\theta_{j}, \theta^{*}\right)} \ln n
$$

for all $0<\varepsilon<\varepsilon_{0}$. Lastly,

$$
\mathbb{E}\left[\#\left\{1 \leq i \leq n: A_{i}^{\varepsilon} \text { occurs }\right\}\right]=\mathbb{E}\left[\sum_{i=1}^{n} I_{A_{i}^{\varepsilon}}\right]=\sum_{i=1}^{n} P\left(A_{i}^{\varepsilon}\right) \leq \frac{1+\rho+o(1)}{I\left(\theta_{j}, \theta^{*}\right)} \ln n
$$

for $\varepsilon$ small enough.
For the $A_{2}$ term, let $B_{n}=\left[j_{n} \in L,\left|\tilde{\mu}_{n}\left(j_{n}\right)-\mu\left(\theta^{*}\right)\right|>\varepsilon\right]$. By (4.3.25),

$$
P_{\theta}\left[B_{n}\right] \leq P_{\theta}\left[\max _{l \in L} \max _{\delta n \leq i \leq n}\left|h_{i}\left(Y_{i 1}, \ldots, Y_{l i}\right)-\mu\left(\theta^{*}\right)\right|>\varepsilon\right]=o\left(n^{-1}\right),
$$

so, by Lemma 4.3.20,

$$
\begin{equation*}
\mathbb{E}_{\theta}\left[A_{2}\right]=\sum_{n=1}^{N-1} o\left(n^{-1}\right)=o(\ln N) \tag{4.3.38}
\end{equation*}
$$

We will show in Lemma 4.3 .22 that $\mathbb{E}_{\theta}\left[A_{3}\right]$ is also $o(\ln N)$, so combining all the above we obtain that

$$
\mathbb{E}_{\theta}\left[T_{n}(j)\right] \leq \frac{1+\rho+o(1)}{I\left(\theta_{j}, \theta^{*}\right)} \ln n \text { for all } \rho>0 .
$$

Therefore, with an argument similar to the one in the proof of Lemma 4.3.19,

$$
\begin{equation*}
\mathbb{E}_{\theta}\left[T_{n}(j)\right] \leq\left(\frac{1}{I\left(\theta_{j}, \theta^{*}\right)}+o(1)\right) \ln n . \tag{4.3.39}
\end{equation*}
$$

The additional part follows from (4.3.39) and (4.3.9).

Lemma 4.3.22: Under the notation of the previous Theorem and its proof, let $c \in \mathbb{N}$ and for $r=0,1 \ldots$, define

$$
\begin{aligned}
& A_{r}=\bigcap_{j=1}^{K}\left[\max _{\delta c^{r-1} \leq n \leq c^{r+1}}\left|h_{n}\left(Y_{j 1}, \ldots, Y_{j n}\right)-\mu\left(\theta_{j}\right)\right| \leq \varepsilon\right] \text { and } \\
& B_{r}=\bigcap_{l \in L}\left[g_{n i}\left(Y_{l 1}, \ldots, Y_{l i}\right) \geq \mu\left(\theta^{*}\right)-\varepsilon, \forall 1 \leq i \leq \delta n, \forall c^{r-1} \leq n \leq c^{r+1}\right] .
\end{aligned}
$$

Then $P_{\theta}\left(A_{r}^{c}\right)=o\left(c^{-r}\right)$ and $P_{\theta}\left(B_{r}^{c}\right)=o\left(c^{-r}\right)$. Additionally, if $c>\frac{1}{1-k \delta}$, then $j_{n} \in L$ for all $n \in\left[c^{r}, c^{r+1}\right]$ on $A_{r} \cap B_{r}$, for $r$ sufficiently large. Consequently,

$$
\mathbb{E}_{\theta}\left[\#\left\{1 \leq n \leq N: j_{n} \notin L\right\}\right]=\sum_{n=1}^{N} P_{\theta}\left[j_{n} \notin L\right]=o(\ln N) .
$$

Proof. For fixed $c$ and $r$ as in the statement of the Lemma, we consider the sequence of intervals

$$
\begin{aligned}
I_{1} & =\left[\delta c^{r-1}, c^{r-1}\right], \\
I_{2} & =\left[c^{r-1}, \delta^{-1} c^{r-1}\right], \\
I_{3} & =\left[\delta^{-1} c^{r-1}, \delta^{-2} c^{r-1}\right], \\
& \vdots \\
I_{n+1} & =\left[\delta^{-n+1} c^{r-1}, \delta^{-n} c^{r-1}\right],
\end{aligned}
$$

until $\delta^{-n} c^{r-1} \geq c^{r+1}$ for the first time, namely for $n=n_{0}:=\left[-\frac{2 \ln c}{\ln \delta}\right]+1$. Then

$$
\begin{aligned}
A_{r}^{c} & =\bigcup_{j=1}^{K}\left[\max _{\delta c^{r-1} \leq n \leq c^{r+1}}\left|h_{n}\left(Y_{j 1}, \ldots, Y_{j n}\right)-\mu\left(\theta_{j}\right)\right|>\varepsilon\right] \\
& \subseteq \bigcup_{j=1}^{K}\left(\bigcup_{l=1}^{n_{0}}\left[\max _{n \in I_{l}}\left|h_{n}\left(Y_{j 1}, \ldots, Y_{j n}\right)-\mu\left(\theta_{j}\right)\right|>\varepsilon\right]\right), \text { so } \\
P\left(A_{r}^{c}\right) & \leq \sum_{j=1}^{K} \sum_{l=1}^{n_{0}} P\left[\max _{n \in I_{l}}\left|h_{n}\left(Y_{j 1}, \ldots, Y_{j n}\right)-\mu\left(\theta_{j}\right)\right|>\varepsilon\right] \\
& =\sum_{j=1}^{K} \sum_{l=1}^{n_{0}} o\left(\frac{\delta^{l-1}}{c^{r-1}}\right), \quad \text { by Property } 4.3 .25, \\
& =o\left(c^{-r}\right),
\end{aligned}
$$

since $K$ is constant and $n_{0}$ is independent of $r$. Regarding $B_{r}^{c}$, for $t=0, \ldots, n_{0}$, let $n_{t}=\left[\frac{c^{r-1}}{\delta^{t}}\right]$ and

$$
D_{t}=\bigcap_{l \in L}\left[g_{n_{t} i}\left(Y_{l 1}, \ldots, Y_{l i}\right) \geq \mu\left(\theta^{*}\right)-\varepsilon, \forall i \leq n_{t}\right] .
$$

By (4.3.22),

$$
\begin{aligned}
P_{\theta}\left(D_{t}^{c}\right) & \leq \sum_{l \in L} P_{\theta}\left(\left[g_{n_{t} i}\left(Y_{l 1}, \ldots, Y_{l i}\right) \geq \mu\left(\theta^{*}\right)-\varepsilon, \forall i \leq n_{t}\right]^{c}\right) \\
& \leq \# L \cdot o\left(n_{t}^{-1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =o\left(n_{t}^{-1}\right) \\
& =o\left(c^{-r}\right),
\end{aligned}
$$

the last one following from the inequality $c^{r-1}-1 \leq n_{t} \leq \delta^{-n_{0}} c^{r-1}+1$ for $t=$ $0, \ldots, n_{0}$. Given $n \in\left[c^{r-1}, c^{r+1}\right]$ and $i \in[1, \delta n]$, there exists a $t \in\left\{0, \ldots, n_{0}-1\right\}$ such that $n_{t+1}>n \geq n_{t} \geq i$. Indeed, the inequality $n_{n_{0}} \geq c^{r+1}>c^{r-1} \geq n_{0}=$ [ $c^{r-1}$ ] yields the existence of some $t \in\left\{0, \ldots, n_{0}-1\right\}$ with $n_{t+1}>n \geq n_{t}$. By the monotonicity of the family $g$, we have that $g_{n i}\left(Y_{l 1}, \ldots, Y_{l i}\right) \geq g_{n_{t} i}\left(Y_{l 1}, \ldots, Y_{l i}\right) \geq$ $\mu\left(\theta^{*}\right)-\varepsilon$ for all $l \in L$ on $\cap_{t=0}^{n_{0}} D_{t}$. Since $B_{r}^{c} \subseteq \cup_{t=0}^{n_{0}} D_{t}$ we obtain that

$$
P\left(B_{r}^{c}\right) \leq \sum_{t=0}^{n_{0}} P\left(D_{t}\right) \leq\left(n_{0}+1\right) o\left(c^{-r}\right)=o\left(c^{-r}\right)
$$

For the additional part, suppose that $c>\frac{1}{1-k \delta}$. Let $v_{L}(n)$ denote the number of times $\phi$ samples from $L$ during the first $n$ rounds. Then

$$
\begin{align*}
& v_{L}(n)=\sum_{l \in L} T_{n}(l) \leq \sum_{l \in L} \max _{k \in L} T_{n}(k)=\# L \cdot \max _{k \in L} T_{n}(k), \text { so } \\
& \frac{v_{L}(n)}{\# L} \leq \max _{k \in L} T_{n}(k) \tag{4.3.40}
\end{align*}
$$

We consider the round $n+1 \equiv l \bmod K$ with $l \in L$ and $c^{r-1} \leq n<c^{r+1}$. We will show that $\phi$ must sample from $L$ on the event $A_{r} \cap B_{r}$. According to the algorithm, if $j_{n} \in L$, then the only two candidate arms to sample from during the $n+1$ round, are $j_{n}$ and $l$, both of which belong to $L$, so $\phi$ draws from $L$ trivially. So only the case where $j_{n} \notin L$ needs to be addressed.

Suppose that $j_{n} \notin L$. Since $T_{n}\left(j_{n}\right) \geq \delta n$ and $2 \varepsilon<\mu\left(\theta^{*}\right)-\max _{j \notin L} \mu\left(\theta_{j}\right)$ (see p. 101), we have that

$$
\begin{equation*}
\tilde{\mu}_{n}\left(j_{n}\right) \leq \max _{j \notin L} \mu\left(\theta_{j}\right)+\varepsilon<\mu\left(\theta^{*}\right)-\varepsilon \tag{4.3.41}
\end{equation*}
$$

on $A_{r}$. For the $l$-arm there are two possibilities, either $T_{n}(l) \geq \delta n$, or $T_{n}(l)<\delta n$. When the former holds, on $A_{r}$ we have that

$$
\begin{equation*}
\mu\left(\theta^{*}\right)-\varepsilon \leq h_{T_{n}(l)}\left(Y_{l 1}, \ldots, Y_{l T_{n}(l)}\right) \leq g_{n T_{n}(l)}\left(Y_{l 1}, \ldots, Y_{l T_{n}(l)}\right), \tag{4.3.42}
\end{equation*}
$$

so $\tilde{\mu}_{n}\left(j_{n}\right)<g_{n T_{n}(l)}\left(Y_{l 1}, \ldots, Y_{l T_{n}(l)}\right)$ and $\phi$ samples from $l \in L$ at round $n+1$.
When $T_{n}(l)<\delta n$, the same is true, since

$$
\mu\left(\theta^{*}\right)-\varepsilon \leq g_{n T_{n}(j)}\left(Y_{l 1}, \ldots, Y_{l T_{n}(j)}\right)
$$

on the event $B_{r}$. Therefore, $\phi$ always samples from $L$ on the event $A_{r} \cap B_{r}$, at every stage $n+1$ for which $n+1 \equiv l \bmod K$ with $l \in L$ and $n \in\left[c^{r-1}, c^{r+1}\right]$.

In order to find a lower bound for $v_{L}(n)$ on $A_{r} \cap B_{r}$, we diverge slightly from the Lai-Robbins article, and additionally assume that $c \geq 2, \delta$ and $k$ are chosen such that they also satisfy the relations $\delta<\frac{1}{100 K}$ and $\frac{1-c^{-1}}{K}>\delta c .{ }^{8}$ Observe that

[^39]on the interval $\left[c^{r-1}, n\right.$ ], the algorithm always draws from $L$ during the round $m$ when $m+1 \equiv l \bmod K$ with $l \in L$, something which occurs at least \#L times for each cycle. Then,
\[

$$
\begin{aligned}
v_{L}(n) & \geq \#\left\{\begin{array}{c}
\text { Observations from } L \\
\text { on the interval }[1, K]
\end{array}\right\}+\#\left\{\begin{array}{c}
\text { Observations from } L \\
\text { on the interval }\left[c^{r-1}, n\right]
\end{array}\right\} \\
& \geq \# L+\# L \cdot \#\left\{\begin{array}{c}
\text { Disjoint intervals of } \\
\text { length } K \text { in }\left[c^{r-1}, n\right]
\end{array}\right\} \\
& \geq \# L+\# L \cdot\left[\frac{n-c^{r-1}}{K}\right] \\
& \geq \# L+\# L \cdot\left(\frac{n-c^{r-1}}{K}-1\right\} \\
& =\# L \cdot \frac{n-c^{r-1}}{K} \\
& \geq \# L \cdot \frac{c^{r}\left(1-c^{-1}\right)}{K} \\
& \geq \# L \cdot c^{r} \delta c \\
& \geq \# L \cdot \delta n .
\end{aligned}
$$
\]

Comparing it with (4.3.40), we obtain that on $A_{r} \cap B_{r}, \max _{l \in L} T_{n}(l)>\delta n$ for all $n \in\left[c^{r}, c^{r+1}\right]$. In particular, the set $\left\{\tilde{\mu}_{n}(l): T_{n}(l) \geq \delta n, l \in L\right\}$ is nonempty, so

$$
\begin{aligned}
\max \left\{\tilde{\mu}_{n}(k): T_{n}(k) \geq \delta n, k \notin L\right\} & \leq \max _{j \notin L} \mu\left(\theta_{j}\right)+\varepsilon<\mu\left(\theta^{*}\right)-\varepsilon \\
& \leq \min \left\{\tilde{\mu}_{n}(l): T_{n}(l) \geq \delta n, l \in L\right\},
\end{aligned}
$$

and $\phi$ draws from $j_{n} \in L$ for $c^{r} \leq n \leq c^{r+1}$ on $A_{r} \cap B_{r}$.
For the final claim, by the previous argument, $\left[j_{n} \notin L\right] \subseteq A_{r}^{c} \cup B_{r}^{c}$, so

$$
P_{\theta}\left[j_{n} \notin L\right] \leq P_{\theta}\left(A_{r}^{c}\right)+P_{\theta}\left(B_{r}^{c}\right)=o\left(c^{-r}\right),
$$

for $n \in\left[c^{r}, c^{r+1}\right]$, so

$$
\sum_{n=c^{r}}^{c^{r+1}} P_{\theta}\left[j_{n} \nexists L\right] \leq\left(c^{r+1}-c^{r}+1\right) o\left(c^{-r}\right)=c^{r} o\left(c^{-r}\right)+o(1)=o(1)
$$

For any $N \in \mathbb{N}, \sum_{n=1}^{N} P_{\theta}\left[j_{n} \not \nexists L\right]=\sum_{n=1}^{c} P_{\theta}\left[j_{n} \notin L\right]+\sum_{n=c+1}^{N} P_{\theta}\left[j_{n} \notin L\right]$. We pick a $k \in \mathbb{N}$ such that $c^{k}<N \leq c^{k+1}$. Then $k \leq \frac{\ln N}{\ln c}$, hence

$$
\begin{aligned}
\sum_{n=c}^{N} P_{\theta}\left[j_{n} \not \not \subset L\right] & \leq \sum_{n=c}^{c^{k+1}} P_{\theta}\left[j_{n} \not \not L L\right]=\sum_{n=c}^{c^{2}} P_{\theta}\left[j_{n} \not \not L L\right]+\ldots+\sum_{n=c^{k}}^{c^{k+1}} P_{\theta}\left[j_{n} \not \not \subset L\right] \\
& =k o(1) \leq \frac{\ln N}{\ln c} o(1)=o(\ln N) .
\end{aligned}
$$

Combining the above together,

$$
\sum_{n=1}^{N} P_{\theta}\left[j_{n} \not \nexists L\right]=\sum_{n=1}^{c} P_{\theta}\left[j_{n} \notin L\right]+o(\ln N)=c_{0}+o(\ln N)=o(\ln N),
$$

as we wanted.

### 4.4 The upper confidence bound algorithm

A serious drawback when implementing the Lai-Robbins algorithm, is that it does not provide us with a general rule of constructing the upper confidence bounds functions $g_{n i}$. Designing such functions has only been achieved for specific distributions, but even when we do have examples of $g_{n i}$, actually computing them is demanding.

Peter Auer, Nicolò Cesa-Bianchi and Paul Fischer [ACBF02], proposed an algorithm called the Upped Confidence Bound Algorithm (UCB) which addresses these issues. It relies on a similar sampling rule as with the Lai-Robbins, where the populations are drawn after comparing their mean and an upper confidence bound estimates. Here the mean estimates are just the sample means and the upper confidence bounds are

$$
\begin{equation*}
\bar{x}_{j, n_{j}}+\sqrt{\frac{3 \ln n}{2 n_{j}}} \tag{4.4.1}
\end{equation*}
$$

where $\bar{x}_{j, n_{j}}$ is the average reward obtained so far from machine $j$ and $n_{j}$ is the number of times machine $j$ was played during the first $n$ rounds. ${ }^{9}$ In essence, the principle of optimism under uncertainty is still present, but the hard task of finding and computing the Lai-Robbins functions $g_{n i}$ 's is replaced by computing the simple expression (4.4.1). Their algorithm achieves logarithmic regret, although with a larger logarithmic constant than the Lai-Robins method.

## The Upper Confidence Bound Algorithm

Step 1 Play each machine once.
STEP 2 During the $n+1$-th round, play the machine that maximizes $\bar{x}_{j, n_{j}}+$ $\sqrt{\frac{3 \ln n}{2 n_{j}}}$, where $\bar{x}_{j, n_{j}}$ is the average reward obtained so far from machine $j$ and $n_{j}$ is the number of times machine $j$ was played during the first $n$ rounds.

Table 7: The Upper Confidence Bound Algorithm (UCB) [ACBF02].

Remark 4.4.1: In any implementation of the UCB algorithm, each hand is played infinitely often with probability one. This follows by an argument similar to the one used in the proof of the consistency of the Robbins rule (Theorem 4.2.4): Suppose that there exist some arms, say $A \subseteq\{1, \ldots, K\}$, which after an implementation have been chosen only finitely many times. Let also $N_{A}<\infty$ denote the last round during which an arm from $A$ has been chosen.

[^40]For every $j \notin A$, the set $N_{j}=\{n: \phi(n)=j\}$ is infinite, so by the Strong Law of Large Numbers, $\tilde{x}_{j, n_{j}} \rightarrow \mu(j)$ as $n_{j} \rightarrow \infty$. Since we draw from $j$ infinitely many times, it has to be that for any $k \in A$,

$$
\bar{x}_{j, n_{j}}+\sqrt{\frac{3 \ln n}{2 n_{j}}}>\bar{x}_{k, n_{k}}+\sqrt{\frac{3 \ln n}{2 n_{k}}} \geq \bar{x}_{k, n_{k}}+\sqrt{\frac{3 \ln n}{2 n_{A}}}
$$

for infinitely many $n$ 's. After a few manipulations, this implies that for $n$ large enough so that the quantity $\bar{x}_{k, n_{k}}-\bar{x}_{j, n_{j}}$ is near its limit $\alpha$, we have that

$$
\sqrt{\frac{3 \ln n}{2}}\left(\frac{1}{\sqrt{n_{j}}}-\frac{1}{\sqrt{n_{A}}}\right) \geq \alpha-1
$$

holds for infinitely many $n$ 's, which is a contradiction since the LHS of this inequality tends to $-\infty$.

Theorem 4.4.2 ([ACBF02, Theorem 1]): Suppose that we run the Upper Confidence Bound (UCB) Algorithm on $K$ arms with expectations $\mu_{1}, \ldots, \mu_{K}$ and reward distributions $P_{1}, \ldots, P_{K}$ supported on $[0,1]$. Then, during the first $n$ rounds, every suboptimal arm $k$ is expected to be played $E\left[T_{k}(n)\right]$ times with

$$
\begin{equation*}
E\left[T_{k}(n)\right] \leq \frac{6 \ln n}{\Delta_{k}^{2}}+\frac{\pi^{2}}{3}+1, \tag{4.4.2}
\end{equation*}
$$

where $\Delta_{k}=\mu^{*}-\mu_{k}$. Additionally, the expected regret $R_{n}$ after $n$ rounds is at most

$$
\begin{equation*}
R_{n}:=n \mu^{*}-\sum_{j=1}^{K} \mu_{j} \mathbb{E}\left[T_{j}(n)\right] \leq 6 \sum_{k: \Delta_{k}>0} \frac{\ln n}{\Delta_{k}}+K\left(\frac{\pi^{2}}{3}+1\right) \tag{4.4.3}
\end{equation*}
$$

Proof. Suppose that a suboptimal arm $k$ is pulled during round $n>K$, namely $\phi(n)=k \notin L$. This means that

$$
\begin{equation*}
\bar{x}_{k, T_{k}(n-1)}+\sqrt{\frac{3 \ln n}{2 T_{k}(n-1)}} \geq \bar{x}_{k^{*}, T_{k^{*}}(n-1)}+\sqrt{\frac{3 \ln n}{2 T_{k^{*}}(n-1)}} \tag{4.4.4}
\end{equation*}
$$

for every optimal arm $k^{*} \in L$. Additionally, for every $k^{*} \in L$, at least one of the following three claims must hold:
(i) $\bar{x}_{k^{*}, T_{k^{*}}(n-1)}+\sqrt{\frac{3 \ln n}{2 T_{k^{*}}(n-1)}}<\mu^{*}$,
(ii) $\bar{x}_{k, T_{k}(n-1)}>\mu_{k}+\sqrt{\frac{3 \ln n}{2 T_{k}(n-1)}}$,
(iii) $\mu_{k}+2 \sqrt{\frac{3 \ln n}{2 T_{k}(n-1)}} \geq \mu^{*}$.

Indeed, if both (i) and (ii) failed, then
$\mu^{*} \leq \bar{x}_{k^{*}, T_{k^{*}}(n-1)}+\sqrt{\frac{3 \ln n}{2 T_{k^{*}}(n-1)}}$
due to (i)

$$
\begin{align*}
& \leq \bar{x}_{k, T_{k}(n-1)}+\sqrt{\frac{3 \ln n}{2 T_{k}(n-1)}}  \tag{4.4.4}\\
& <\mu_{k}+2 \sqrt{\frac{3 \ln n}{2 T_{k}(n-1)}}
\end{align*}
$$

due to (ii)
and (iii) would hold. Therefore, at every stage $n>K$, either a suboptimal is not pulled, or at least one of (i)-(iii) holds. Let $n>K$ and set $a_{n}=\frac{6 \ln n}{\Delta_{k}^{2}}+1$. Then,

$$
\begin{aligned}
T_{k}(n) & =\sum_{t=1}^{n} I_{[\phi(t)=k]} \leq \sum_{t=1}^{\left[a_{n}\right]} 1+\sum_{t=\left[a_{n}\right]+1}^{n} I_{\left[\phi(t)=k, T_{k}(t)>\left[a_{n}\right]\right]} \\
& \leq a_{n}+\sum_{t=\left[a_{n}\right]+1}^{n} I_{\left[\phi(t)=k, T_{k}(t)>\left[a_{n}\right]\right] .}
\end{aligned}
$$

Let $t \geq\left[a_{n}\right]+1$ and consider the events $A_{t}=\left[\phi(t)=k, T_{k}(t)>\left[a_{n}\right]\right]$. Since

$$
T_{k}(t)>\left[a_{n}\right]=\left[\frac{6 \ln n}{\Delta_{k}^{2}}+1\right]>\frac{6 \ln n}{\Delta_{k}^{2}}
$$

claim (iii) fails to hold ${ }^{10}$ for any such $t=\left[a_{n}\right]+1, \ldots$, and since $\phi(t)$ is suboptimal, for these $t$ 's either (i) or (ii) must hold. Using Hoeffding's Inequality (Theorem B.1.7), we can bound the probability of the event appearing in (i) as follows:

$$
\begin{aligned}
P\left[\bar{x}_{k^{*}, T_{k^{*}}(n-1)}+\sqrt{\frac{3 \ln n}{2 T_{k^{*}(n-1)}}}<\mu^{*}\right] & \leq P\left[\bar{x}_{k^{*}, s}+\sqrt{\frac{3 \ln n}{2 s}}<\mu^{*} \text { for some } 1 \leq s \leq t\right] \\
& \leq \sum_{s=1}^{t} P\left[\bar{x}_{k^{*}, s}+\sqrt{\frac{3 \ln n}{2 s}}<\mu^{*}\right] \\
& \leq \sum_{s=1}^{t} e^{-6 \ln t}=\sum_{s=1}^{t} \frac{1}{t^{6}} \leq \frac{1}{t^{2}}
\end{aligned}
$$

With a similar argument we obtain the same bound for the events in (ii), so $T_{k}(n) \leq$ $a_{n}+\sum_{t=\left[a_{n}\right]+1}^{n} I_{A_{t}}$ with $P\left(A_{t}\right) \leq \frac{2}{t^{2}}$ for all $t$. Therefore,

$$
\mathbb{E}\left[T_{k}(n)\right] \leq a_{n}+2 \sum_{t=\left[a_{n}\right]+1}^{n} \frac{2}{t^{2}} \leq \frac{6 \ln n}{\Delta_{k}^{2}}+\frac{\pi^{2}}{3}+1
$$

The bound for the expected regret is then

$$
\begin{aligned}
R_{n} & =\sum_{k: \Delta_{k}>0}^{K} \Delta_{k} \mathbb{E}\left[T_{k}(n)\right] \leq \sum_{k=1}^{K} \Delta_{k}\left(\frac{6 \ln n}{\Delta_{k}^{2}}+\frac{\pi^{2}}{3}+1\right) \\
& \leq 6 \sum_{k: \Delta_{k}>0} \frac{\ln n}{\Delta_{k}}+K\left(\frac{\pi^{2}}{3}+1\right)
\end{aligned}
$$

which completes the proof.

[^41]Although the UCB algorithm achieves logarithmic regret, the logarithmic constant in the expression

$$
\begin{equation*}
\mathbb{E}_{\mathrm{UCB}}\left[T_{j}(n)\right] \leq \frac{6}{\Delta_{j}} \ln n+c \tag{4.4.5}
\end{equation*}
$$

is greater than the one in the Lai-Robbins algorithm,

$$
\begin{equation*}
\mathbb{E}_{\mathrm{LR}} \leq\left(\frac{1}{I\left(\theta_{j}, \theta^{*}\right)}+o(1)\right) \ln n \leq\left(\frac{1}{2 \Delta_{j}^{2}}+o(1)\right) \ln n \tag{4.4.6}
\end{equation*}
$$

since the factor $\frac{1}{I\left(\theta_{j}, \theta^{*}\right)}$ is less or equal than $\frac{1}{2 \Delta_{j}^{2}}$ by the Pinsker Inequality.

## The Lai-Robbins Algorithm

Makes certain assumptions on the reward distributions (they need to be parametric, to satisfy certain properties with respect to the Kullback-Leibler divergence, etc.).

Involves a family of "upper confidence bounds" functions $g_{n i}$, the construction of which is not straightforward. Even when they are available, their actual computation is usually demanding.

Achieves logarithmic regret asymptotically.

The logarithmic constant in the expression for regret is $\frac{1}{2 \Delta_{j}}$ for any suboptimal machine $j$.

## The UCB Algorithm

The only assumption is that the reward distributions need to be supported in $[0,1]$.

The "upper confidence bound" functions are simple, easily implemented and computationally efficient.

Achieves logarithmic regret both asymptotically and uniformly in time.

The corresponding regret constant is $\frac{6}{\Delta_{j}}>\frac{1}{2 \Delta_{j}}$.

Table 8: A comparison between the Lai-Robbins and the Upper Confidence Bound Algorithms.

Theorem 4.4.3 (Pinsker's Inequality): [BLM13, Theorem 4.19] Let $P, Q$ be two probability distributions on $(X, \mathcal{A})$. Then

$$
\begin{equation*}
\delta(P, Q) \leq \sqrt{\frac{1}{2} I(P, Q)} \tag{4.4.7}
\end{equation*}
$$

where $\delta(P, Q)=\sup _{A \in \mathcal{A}}|P(A)-Q(A)|$ is the total variation distance and $I(P, Q)$ is the Kullback-Leibler divergence between the two distributions.

Corollary 4.4.4: Let $X^{*}, X_{j}$ be random variables on ( $X,, P$ ) with expectations $\mu^{*}$ and $\mu_{j}$ respectively. Set $\Delta_{j}=\mu^{*}-\mu_{j}$. Then

$$
I\left(P_{X^{*}}, P_{X_{j}}\right) \geq 2 \Delta_{j}^{2}
$$

Proof. By Pinsker's Inequality, $2 \delta\left(P_{X^{*}}, P_{X_{j}}\right)^{2} \leq I\left(P_{X^{*}}, P_{X_{j}}\right)$, so it suffices to show that $\delta\left(P_{X^{*}}, P_{X_{j}}\right) \geq \Delta_{j}$ :

$$
\begin{aligned}
\Delta_{j} & =\mathbb{E}\left[X^{*}\right]-\mathbb{E}\left[X_{j}\right] \\
& =\int_{0}^{1}\left(P\left[X^{*}>t\right]-P\left[X_{j}>t\right]\right) d t \\
& \leq \int_{0}^{1} \sup _{A}\left|P_{X^{*}}(A)-P_{X_{j}}(A)\right| d t \\
& =\delta\left(P_{X^{*}}, P_{X_{j}}\right),
\end{aligned}
$$

as we wanted.
Before closing this section, it is worth to mention that using the Cauchy-Schwarz Inequality, we can also obtain a bound for the regret which does not involve the unknown quantities $\Delta_{k}$ :

Corollary 4.4.5: The expected regret of the UCB algorithm is bounded by

$$
\begin{equation*}
R_{n} \leq \sqrt{K n\left(6 \ln n+\frac{\pi^{2}}{3}+1\right)} . \tag{4.4.8}
\end{equation*}
$$

Proof. Applying the Cauchy-Schwarz Inequality to the formula of the regret, we obtain that

$$
\begin{aligned}
E\left[R_{n}\right] & =\sum_{k=1}^{K} \Delta_{k} \sqrt{\mathbb{E}\left[T_{k}(n)\right]} \sqrt{\mathbb{E}\left[T_{k}(n)\right]} \leq\left(\sum_{k=1}^{K} \Delta_{k}^{2} \mathbb{E}\left[T_{k}(n)\right]\right)^{1 / 2}\left(\sum_{k=1}^{K} \mathbb{E}\left[T_{k}(n)\right]\right)^{1 / 2} \\
& \leq \sqrt{n} \sqrt{\sum_{k=1}^{K} \Delta_{k}^{2}\left(\frac{6 \ln n}{\Delta_{k}^{2}}+\frac{\pi^{2}}{3}+1\right)} \leq \sqrt{n K\left(6 \ln n+\left(\frac{\pi^{2}}{3}+1\right)\right)}
\end{aligned}
$$

as $\Delta_{k} \in[0,1]$ for all $k$ and thus $\sum_{k=1}^{K} \Delta_{k}^{2} \leq K$.

### 4.5 The upper confidence bound algorithm with epochs

As we saw in the previous paragraph, the UCB algorithm achieves logarithmic regret growth, but the logarithmic constant is larger than the optimal one. In the same article, Auer et al. constructed an extension in which the logarithmic constant can get arbitrarily close to it. The main principles of this algorithm are the same as in UCB, but there are also two main differences.

Firstly, the upper confidence bounds have a slightly more involved expression, and secondly, the arm chosen in each round is not played just once, but instead the algorithm sticks with it for a whole time interval called epoch. The lengths of these epochs get increasingly larger the more often an arm is picked, resulting in larger exploitation progressively. The rate in which these lengths increase needs to be chosen carefully, and is closely related to the exploration-exploitation trade off.

## The Upper Confidence Bound Algorithm with epochs

STEP 1 Initialize with $r_{j}=0$ for $j=1, \ldots, K$ and play each machine once.
STEP 2 Select the machine $j$ that maximizes the quantity $\bar{x}_{j}+a_{n, r_{j}}$, where $\bar{x}_{j}$ is the average reward obtained so far by the $j$ machine, $a_{n, r_{j}}=$ $\sqrt{\frac{(1+a) \ln \frac{e n}{\tau\left(r_{j}\right)}}{2 \tau\left(r_{j}\right)}}, \tau(r)=\left\lceil(1+a)^{r}\right\rceil$ and $n$ is the number of total pulls
done so far overall.

Step 3 Play the $j$ machine exactly $\tau\left(r_{j}+1\right)-\tau\left(r_{j}\right)$ times.
Step 4 Set $r_{j}:=r_{j}+1$ and return to Step 2.
Table 9: The Upper Confidence Algorithm with epochs (UCB2) [ACBF02].

The algorithm contains a parameter $a \in(0,1)$ which the researcher is free to choose as he desires. The value of it has a direct effect on the rate of growth of the epoch lengths, and thus to the asymptotic behavior of the regret. Indeed, the $r$-th epoch of an arm when parameter $a$ is used, has a length of $L_{a}(r)=\left\lceil(1+a)^{r+1}\right\rceil-$ $\left\lceil(1+a)^{r}\right\rceil$. We will discuss the practical implications of this formula in the end of the paragraph, after we have established the corresponding asymptotic properties of the regret.

Remark 4.5.1: For small values of $a$, the quantity $\tau\left(r_{j}+1\right)-\tau\left(r_{j}\right)$ which appears in Step 3 may be equal to zero, which means that the algorithm picks a machine but never actually draws from it. However, this does not cause much trouble [Sta20] since by proceeding to Step 3, we set $r_{j}:=r_{j}+1$ and return to Step 1 for the next iteration.
As no value was drawn, all the quantities $\bar{x}_{k}+a_{n, r_{k}}$ remained unchanged for $k \neq j$. Additionally, for the $j$ machine, we have that $r_{j}$ is equal to $r_{j}=r+1$ for some $r$ with the property that $\tau(r+1)=\tau(r)$. Plugging this into $a_{n, r_{j}}$, we obtain that

$$
a_{n, r_{j}}=a_{n, r+1}=\sqrt{\frac{(1+a) \ln \frac{e n}{\tau(r+1)}}{2 \tau(r+1)}}=\sqrt{\frac{(1+a) \ln \frac{e n}{\tau(r)}}{2 \tau(r)}}=a_{n, r},
$$

so the value of $a_{n, r_{j}}$ remained the same as well.
This implies that when we repeat the Step 1 of the algorithm, the same machine $j$ will be picked again. But this time it will be played a total of $\tau(r+2)-\tau(r+1)$ times. If this number also happens to be equal to zero, then after a finite number of iterations we will definitely end up with a non-zero quantity. This is clear from the inequality $\tau(r+1)-\tau(r) \geq(1+a)^{r}(1+a)-1 \rightarrow \infty$, so after a finite number of possibly "empty loops", the algorithm always pulls the arms it chooses.

Theorem 4.5.2 ([ACBF02, Theorem 2]): Let $a \in(0,1)$ and suppose that the upper confidence bound algorithm with epochs (UCB2) is run on $K$ machines having
expectations $\mu(1), \ldots, \mu(K)$ and reward distributions $P_{1}, \ldots, P_{K}$ respectively, supported in $[0,1]$. Then, the expected regret $R_{n}$ after $n \geq \max _{i: \mu_{i}<\mu^{*}} \frac{e}{2 \Delta_{i}^{2}}$ is at most

$$
\begin{equation*}
R_{n} \leq \sum_{i: \mu_{i}<\mu^{*}}\left(\frac{(1+a)(1+4 a) \ln \left(2 e \Delta_{i}^{2} n\right)}{2 \Delta_{i}}+\frac{c_{a}}{\Delta_{i}}\right) \tag{4.5.1}
\end{equation*}
$$

where $c_{a}$ is a constant which converges to infinity as $a \rightarrow 0$.
Proof. Suppose that $n \geq \frac{e}{2 \Delta_{j}^{2}}$ for all suboptimal arms $j$ and let $\tilde{r}_{j}$ be the largest integer such that

$$
\tau\left(\bar{r}_{j}-1\right) \leq \frac{(1+4 a) \ln \left(2 e \Delta_{j}^{2}\right)}{2 \Delta_{j}^{2}}
$$

For $r=1$, we have that $\tau(r-1)=\tau(0)=1$, whereas

$$
\frac{(1+4 a) \ln \left(2 e \Delta_{j}^{2}\right)}{2 \Delta_{j}^{2}} \geq \frac{1+4 a}{\Delta_{j}^{2}} \geq 1+4 a>1=\tau(r)
$$

so it must be that $\tilde{r}_{j} \geq 1$. Due to the presence of epochs, the total number of pulls from an arm $j$ during the first $n$ rounds $T_{j}(n)$ has a more complicated expression:

$$
\begin{align*}
T_{j}(n) & \leq 1+\sum_{r \geq 1}(\tau(r)-\tau(r-1)) I_{[\text {machine } j \text { finished its } r \text {-epoch }]} \\
& =1+\tau\left(\bar{r}_{j}\right)-\tau(0)+\sum_{r \geq \bar{r}_{j}+1}(\tau(r)-\tau(r-1)) I_{[\text {machine } j \text { finished its } r \text {-epoch }]} \\
& =\tau\left(\bar{r}_{j}\right)+\sum_{r \geq \bar{r}_{j}+1}(\tau(r)-\tau(r-1)) I_{[\text {machine } j \text { finished its } r \text {-epoch] }} . \tag{4.5.2}
\end{align*}
$$

In particular, if machine $j$ just finished its $r$-epoch when the total draws were $n$, then $T_{j}(n)=1+\sum_{k=1}^{r}(\tau(k)-\tau(k-1))=\tau(r)$.

Pick a suboptimal machine $j$ and suppose that it just finished its $r$-epoch. Then, there must exist a previous point in time, say $t$, where $j$ was picked to start its $r$-th epoch. At this time $t$, (a) the machine had already finished its $r$ - 1-epoch, thus had been played exactly $\tau(r-1)$-times up to that point, and (b) some epoch just finished and we entered the comparison stage. The result of the comparison was to pick machine $j$, thus we had that

$$
\begin{equation*}
\bar{x}_{j, \tau(r-1)}+a_{t, r-1} \geq \bar{x}_{\tau(i)}^{*}+a_{t, i} \tag{4.5.3}
\end{equation*}
$$

where $\bar{x}_{\tau(i)}^{*}+a_{t, i}$ was the upper confidence bound of the optimal machine. The latter machine had been chosen during $i$-epochs until time $t$ for some $i \geq 0$, resulting to a total of $\tau(i)$ draws, hence the indices that appear in $\bar{x}_{\tau(i)}^{*}+a_{t, i}$. Notice also that $t \geq \tau(i)+\tau(r-1)$ since the optimal machine and machine $j$ have been played $\tau(i)$ and $\tau(r-1)$ times respectively up until round $t$.

Therefore, there exists some $i \geq 0$ and $t \geq \tau(r-1)+\tau(i)$ such that (4.5.3) holds. In turn, this implies that either there exists some $t \geq \tau(r-1)$ with

$$
\bar{x}_{j, \tau(r-1)}+a_{t, r-1} \geq \mu^{*}-\frac{a \Delta_{j}}{2}
$$

or that there exists an $i \geq 0$ and a $\tau^{\prime} \geq \tau(r-1)+\tau(i)$ with

$$
\bar{x}_{\tau(i)}^{*}+a_{t^{\prime}, i} \leq \mu^{*}-\frac{a \Delta_{j}}{2} .
$$

Indeed, otherwise for every $i \geq 0$ and $t \geq \tau(t-1)+\tau(i)$ we would have that

$$
\bar{x}_{j, \tau(r-1)}+a_{t, r-1}<\mu^{*}-\frac{a \Delta_{j}}{2}<\bar{x}_{\tau(i)}^{*}+a_{t^{\prime}, i}
$$

which contradicts (4.5.3).
Suppose now that machine $j$ just finished its $r$-epoch during round $n$. Since $a_{t, r}$ is increasing with respect to $t$, we also have that either

$$
\begin{equation*}
\bar{x}_{j, \tau(r-1)}+a_{n, r-1} \geq \mu^{*}-\frac{a \Delta_{j}}{2} \tag{4.5.4}
\end{equation*}
$$

or that there exists an $i \geq 0$ such that

$$
\begin{equation*}
\bar{x}_{\tau(i)}^{*}+a_{\tau(r-1)+\tau(i), i} \leq \mu^{*}-\frac{a \Delta_{j}}{2} \tag{4.5.5}
\end{equation*}
$$

By taking expectations in (4.5.2),

$$
\begin{aligned}
& \mathbb{E}\left[T_{j}(n)\right] \leq \tau\left(\bar{r}_{j}\right)+\sum_{r \geq \bar{r}_{j}+1}(\tau(r)-\tau(r-1)) P[\text { machine } j \text { finished its } r \text {-epoch }] \\
& \leq \tau\left(\bar{r}_{j}\right)+\sum_{r \geq \bar{r}_{j}+1}(\tau(r)-\tau(r-1)) P\left[\bar{x}_{j, \tau(r-1)}+a_{n, r-1} \geq \mu^{*}-\frac{a \Delta_{j}}{2}\right] \\
&+\sum_{r \geq \bar{r}_{j}+1} \sum_{i \geq 1}(\tau(r)-\tau(r-1)) P\left[\bar{x}_{\tau(i)}^{*}+a_{\tau(r-1)+\tau(i), i} \leq \mu^{*}-\frac{a \Delta_{j}}{2}\right]
\end{aligned}
$$

and we need to bound the probabilities of these two events. Firstly, observe that by the definition of $\bar{r}_{j}$, for every $r>\bar{r}_{j}$, we have that $\tau(r-1)>\frac{(1+4 a) \ln \left(2 e \Delta_{j}^{2}\right)}{2 \Delta_{j}^{2}}>\frac{1}{2 \Delta_{j}^{2}}$, so

$$
\begin{equation*}
a_{n, r-1}=\sqrt{\frac{(1+a) \ln \frac{e n}{\tau(r-1)}}{2 \tau(r-1)}} \leq \sqrt{\frac{(1+a) \ln \frac{e n}{\tau(r-1)}}{\frac{(1+4 a) \ln \left(2 e \Delta_{j}^{2}\right)}{\Delta_{j}^{2}}}} \leq \Delta_{j} \sqrt{\frac{1+a}{1+4 a}} \tag{4.5.6}
\end{equation*}
$$

which is also less or equal than $\Delta_{j}(1+a)$ for $a<0.1$. We bound the probability of the events $\left[\bar{x}_{j, \tau(r-1)}+a_{n, r-1} \geq \mu^{*}-\frac{a \Delta_{j}}{2}\right]$ using Hoeffding's Inequality. The random variables appearing in the Cesàro sum $\bar{x}_{j, \tau(r-1)}$ are i.i.d. with mean $\mu_{j}$, so

$$
P\left[\bar{x}_{j, \tau(r-1)}+a_{n, r-1} \geq \mu^{*}-\frac{a \Delta_{j}}{2}\right]=P\left[\bar{x}_{j, \tau(r-1)}+a_{n, r-1} \geq \mu_{j}+\Delta_{j}-\frac{a \Delta_{j}}{2}\right]
$$

$$
\begin{align*}
& =P\left[\bar{x}_{j, \tau(r-1)} \geq \mu_{j}+\frac{\left(\Delta_{j}-\frac{a \Delta_{j}}{2}-a_{n, r-1}\right) \tau(r-1)}{\tau(r-1)}\right] \\
& \leq \exp \left(-2 \tau(r-1)\left(\Delta_{j}-\frac{a \Delta_{j}}{2}-a_{n, r-1}\right)^{2}\right) \\
& \leq \exp \left(-2 \tau(r-1) \Delta_{j}^{2}\left(1-\frac{a}{2}-(1-a)\right)^{2}\right) \\
& \leq \exp \left(-\frac{\tau(r-1) \Delta_{j}^{2} a^{2}}{2}\right) \tag{4.5.7}
\end{align*}
$$

for $a<0.1$. Using the elementary inequality

$$
\begin{aligned}
\tau(r) & =\left\lceil(1+a)^{r}\right\rceil \leq(1+a)^{r}+1=(1+a)^{r-1}(1+a)+1 \\
& \leq\left\lceil(1+a)^{r-1}\right\rceil(1+a)+1=\tau(r-1)(1+a)+1,
\end{aligned}
$$

we have that for the function $g(x)=\frac{x-1}{1+a}$, the inequality $g(x) \leq \tau(r-1)$ holds for every $r \geq 1$ and $x \in[\tau(r-1), \tau(r)]$. Set $c=\Delta_{j}^{2} a^{2}<1$. Then,

$$
\begin{aligned}
\int_{0}^{\infty} e^{-c g(x)} d x & =\sum_{r=1}^{\infty} \int_{\tau(r-1)}^{\tau(r)} e^{-c g(x)} d x \\
& \geq \sum_{r=1}^{\infty} \int_{\tau(r-1)}^{\tau(r)} e^{-c \tau(r-1)} d x \\
& =\sum_{r=1}^{\infty}(\tau(r-1)-\tau(r)) e^{-c \tau(r-1)} \\
& \geq \sum_{r \geq \bar{r}_{j}+1}(\tau(r-1)-\tau(r)) P\left[\bar{x}_{j, \tau(r-1)}+a_{n, r-1} \geq \mu^{*}-\frac{a \Delta_{j}}{2}\right]
\end{aligned}
$$



$$
\begin{equation*}
\sum_{r \geq \bar{r}_{j}+1}(\tau(r-1)-\tau(r)) P\left[\bar{x}_{j, \tau(r-1)}+a_{n, r-1} \geq \mu^{*}-\frac{a \Delta_{j}}{2}\right] \leq \frac{(1+a) e}{\Delta_{j}^{2} a^{2}} \tag{4.5.8}
\end{equation*}
$$

For the events $\left[\bar{x}_{\tau(i)}^{*}+a_{\tau(r-1)+\tau(i), i} \leq \mu^{*}-\frac{a \Delta_{j}}{2}\right]$, using again Hoeffding's Inequality, we have that

$$
P\left[\bar{x}_{\tau(i)}^{*}+a_{\tau(r-1)+\tau(i), i} \leq \mu^{*}-\frac{a \Delta_{j}}{2}\right] \leq \exp \left(-\tau(i) \frac{a^{2} \Delta_{j}^{2}}{2}-(1+a) \ln \left(e \frac{\tau(r-1)+\tau(i)}{\tau(i)}\right)\right)
$$

and the expression

$$
A=\sum_{r \geq \bar{r}_{j}+1} \sum_{i \geq 1}(\tau(r)-\tau(r-1)) P\left[\bar{x}_{\tau(i)}^{*}+a_{\tau(r-1)+\tau(i), i} \leq \mu^{*}-\frac{a \Delta_{j}}{2}\right]
$$

can be bounded by

$$
A \leq \sum_{i \geq 0} \exp \left(-\frac{\tau(i) a^{2} \Delta_{j}^{2}}{2}\right) \sum_{r \geq \overline{\bar{r}}_{j}+1}(\tau(r)-\tau(r-1))\left(1+\frac{\tau(r-1)}{\tau(i)}\right)^{-1-a}
$$

We define the function $h(x)=\left(1+\frac{x-1}{(1+a) \tau(i)}\right)^{-1-a}$. Then $h(x) \geq\left(1+\frac{\tau(r-1)}{\tau(i)}\right)^{-1-a}$ for every $x \in[\tau(r-1), \tau(r)]$ and for all $i$,

$$
\begin{aligned}
\tau(i)\left(\frac{1+a}{a}\right)^{1+a} & \geq \tau(i) \frac{1+a}{a}\left(1-\frac{1}{(1+a) \tau(i)}\right)^{-a}=\int_{0}^{\infty} g(x) d x \\
& \geq \sum_{r=1}^{\infty} \int_{\tau(r-1)}^{\tau(r)}\left(1+\frac{\tau(r-1)}{\tau(i)}\right)^{-1-a} d x \\
& =\sum_{r=1}^{\infty}(\tau(r)-\tau(r-1))\left(1+\frac{\tau(r-1)}{\tau(i)}\right)^{-1-a},
\end{aligned}
$$

so

$$
\begin{equation*}
A \leq\left(\frac{1+a}{a}\right)^{1+a} \sum_{i \geq 0} \tau(i) \exp \left(-\frac{\tau(i) a^{2} \Delta_{j}^{2}}{2}\right) . \tag{4.5.9}
\end{equation*}
$$

We define the function $w(x)=(1+a)^{x}+1$. Then, for every $x \in[i, i+1]$, we have that $w(x) \geq \tau(i) \geq(1+a)^{x-1}$, so

$$
\begin{aligned}
1+\int_{1}^{\infty} w(x) \exp \left(-\frac{(1+a)^{x-1} a^{2} \Delta_{j}^{2}}{2}\right) d x & =1+\sum_{i=1}^{\infty} \int_{i}^{i+1} w(x) \exp \left(-\frac{(1+a)^{x-1} a^{2} \Delta_{j}^{2}}{2}\right) d x \\
& \geq 1+\sum_{i=1}^{\infty} \int_{i}^{i+1} \tau(i) \exp \left(-\frac{(1+a)^{x-1} a^{2} \Delta_{j}^{2}}{2}\right) d x \\
& \geq 1+\sum_{i=1}^{\infty} \int_{i}^{i+1} \tau(i) \exp \left(-\frac{\tau(i) a^{2} \Delta_{j}^{2}}{2}\right) d x \\
& =\sum_{i=0}^{\infty} \tau(i) \exp \left(-\frac{\tau(i) a^{2} \Delta_{j}^{2}}{2}\right) .
\end{aligned}
$$

One can verify that

$$
1+\int_{1}^{\infty} w(x) \exp \left(-\frac{(1+a)^{x-1} a^{2} \Delta_{j}^{2}}{2}\right) d x \leq 1+\frac{1}{\ln (1+a)}\left[\frac{e^{-\lambda}}{\lambda}+\int_{\lambda}^{\infty} \frac{e^{-x}}{x} d x\right]
$$

where $\lambda=\frac{a^{2} \Delta_{j}^{2}}{2(1+a)}<\frac{1}{4}$. The last expression $F(\lambda)=\frac{e^{-\lambda}}{\lambda}+\int_{\lambda}^{\infty} \frac{e^{-x}}{x} d x$ can be bounded from above by $F(\lambda) \leq \frac{11}{10 \lambda}=\frac{11(1+a)}{5 a^{2} \Delta_{j}^{2}}$. Combining all the previous steps, we obtain that

$$
\mathbb{E}\left[T_{j}(n)\right] \leq \tau\left(\bar{r}_{j}\right)+\frac{(1+a) e}{\Delta_{j}^{2} a^{2}}+\left(\frac{1+a}{a}\right)^{1+a}\left(1+\frac{1}{\ln (1+a)} \cdot \frac{11(1+a)}{5 a^{2} \Delta_{j}^{2}}\right)
$$

with $\tau\left(\bar{r}_{j}\right) \leq(1+a) \tau\left(\bar{r}_{j}-1\right)+1 \leq \frac{(1+a)(1+4 a) \ln \left(2 e n \Delta_{j}^{2}\right)}{2 \Delta_{j}^{2}}+1$, therefore,

$$
\begin{aligned}
\mathbb{E}\left[T_{j}(n)\right] & \leq \frac{(1+a)(1+4 a) \ln \left(2 e n \Delta_{j}^{2}\right)}{2 \Delta_{j}^{2}}+1+\frac{(1+a) e}{\Delta_{j}^{2} a^{2}}+\left(\frac{1+a}{a}\right)^{1+a}\left(1+\frac{1}{\ln (1+a)} \cdot \frac{11(1+a)}{5 a^{2} \Delta_{j}^{2}}\right) \\
& \leq \frac{(1+a)(1+4 a) \ln \left(2 e n \Delta_{j}^{2}\right)}{2 \Delta_{j}^{2}}+\frac{1}{\Delta_{j}^{2}}\left(\frac{(1+a) e}{a^{2}}+\left(\frac{1+a}{a}\right)^{1+a}\left(1+\frac{11(1+a)}{5 a^{2} \ln (1+a)}\right)\right)
\end{aligned}
$$

$$
\begin{gather*}
=\frac{(1+a)(1+4 a) \ln n}{2 \Delta_{j}^{2}}+\frac{c_{a}^{\prime}}{\Delta_{j}^{2}}  \tag{4.5.10}\\
\text { for } c_{a}^{\prime}=\frac{(1+a)(1+4 a) \ln \left(2 e \Delta_{j}^{2}\right)}{2 \Delta_{j}^{2}}+1+\frac{(1+a) e}{a^{2}}+\left(\frac{1+a}{a}\right)^{1+a}\left(1+\frac{11(1+a)}{5 a^{2} \ln (1+a)}\right)
\end{gather*}
$$

Relation (4.5.10) is particularly informative regarding the algorithm's behavior. Its first term reveals that, regardless of the choice for $a \in(0,1)$, the algorithm always leads us to a logarithmic asymptotic regret. The second term is a constant that we may not avoid, and despite the fact that its effect will vanish as $n \rightarrow \infty$, it may not be negligible for small $n$ 's. By picking $a$ sufficiently small, we can approach the optimal asymptotic lower bound arbitrarily close. However, although the first term $\frac{(1+a)(1+4 a) \ln n}{2 \Delta_{j}^{2}}$ converges to the Lai-Robbins bound $\frac{\ln n}{2 \Delta_{j}^{2}}$ as $a \rightarrow 0$, the corresponding second term $c_{a}^{\prime}$ tends to infinity. This means that the closer we want to get to the optimal bound asymptotically, the higher the toll we have to pay in finite time.

This is a typical aspect of the exploitation-exploration trade off that we mentioned in the beginning on the paragraph, when we stressed out the significance of the rate in which the epoch lengths increase. By definition, the length $L_{a}(r)$ of the $r$-th epoch of an arm is equal to $L_{a}(r)=\left\lceil(1+a)^{r+1}\right\rceil-\left\lceil(1+a)^{r}\right\rceil$, and one can easily verify that the sequence $\left(L_{a}(r)\right)_{r}$ increases more slowly as $a$ decreases. This has the implication that for small values of $a$, the first epochs last relatively short, giving the algorithm more opportunities to explore between the arms. This increased tendency to explore, especially in early stages, leads to the appearance of the large constant $c_{a}^{\prime}$.
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## Part III

## APPENDIX

In our thesis we heavily relied on results from diverse fields of Pure Mathematics, most of which are not usually taught at an undergraduate level. In this appendix, we present them in a relatively brief but coherent manner. The curious reader will certainly find fascinating the fact that in order to establish results with such important practical applications, it was necessary to build on deep theoretical tools.

## Functional Analysis

This appendix contains basic definitions and results that we need from Functional Analysis. We use [Arg04] and [Gia03] as our main references, although complete treatments and proofs of them can be found in any Functional Analysis or Hilbert Space Theory book.

## A. 1 Metric spaces

We first mention a few results from metric spaces that we need.
Definition A.1.1: Let $X$ be a nonempty set. A metric $\rho$ on $X$ is a function $\rho$ : $X \times X \rightarrow \mathbb{R}$ that satisfies the following properties:
(i) For every $x, y \in X, \rho(x, y) \geq 0$ and $\rho(x, y)=0$ if and only if $x=y$.
(ii) For every $x, y \in X, \rho(x, y)=\rho(y, x)$.
(iii) For every $x, y, z \in X, \rho(x, y) \leq \rho(x, z)+\rho(y, z)$.

The pair $(X, \rho)$ is called a metric space.
A metric space $(X, \rho)$ is called complete if every Cauchy sequence is convergent. In any metric space, if we consider a finite family of open and dense sets $\left(U_{i}\right)_{i=1}^{n}$, their intersection $U=\bigcap_{i=1}^{n} U_{i}$ is also open and dense. This result does not continue to hold in general when the family $\left(U_{i}\right)_{i=1}^{\infty}$ is countable. Baire's Category Theorem asserts that this intersection is dense, if one works in a complete metric space.

Theorem A.1.2 (Baire): Let $(X, \rho)$ be a complete metric space and $\left(U_{i}\right)_{i=1}^{\infty}$ be a sequence of open and dense subsets of it. Then their intersection $U=\bigcap_{i=1}^{\infty} U_{i}$ is dense in $X$.

A very useful consequence of Baire's Theorem is the fact that if a complete space can be written as the countable union of closed sets, then at least one of them has a nonempty interior.

Theorem A.1.3: Let $(X, \rho)$ be a complete metric space and $\left(F_{n}\right)_{n}$ be a sequence of closed subsets of it with $X=\bigcup F_{n}$. Then there exists some $n_{0} \in \mathbb{N}$ such that $\stackrel{\circ}{F}_{n_{0}} \neq \varnothing$.

## A. 2 Normed spaces

Definition A.2.1: A normed space is a pair $(X,\|\cdot\|)$, where $X$ is a real vector space, and $\|\cdot\|: X \rightarrow \mathbb{R}$ is a real function that satisfies the following axioms:
(i) For every $x \in X,\|x\| \geq 0$, and $\|x\|=0$ if and only if $x=0$.
(ii) For every $x \in X$ and $\lambda \in \mathbb{R},\|\lambda x\|=\lambda\|x\|$.
(iii) For every $x, y \in X,\|x+y\| \leq\|x\|+\|y\|$.

A complete normed space is called a Banach space.
Every norm induces a metric $\rho$ on $X$, by defining $\rho(x, y)=\|x-y\|$ for every $x, y \in X$. In this way, tools and results from real analysis can be used, or even be strengthened significantly, during the study of normed spaces.

Definition A.2.2: Let $(X,\|\cdot\|)$ be a normed space and $f: X \rightarrow \mathbb{R}$ be a real function on $X$. We say that $f$ is linear if $f(\lambda x+\mu y)=\lambda f(x)+\mu f(y)$ for every $x, y \in X$ and $\lambda, \mu \in \mathbb{R}$. If, in addition, $f$ is continuous, it is called a bounded linear functional, or simply a bounded functional. ${ }^{1}$

The space $X^{*}$ is always a Banach space, under the norm defined by

$$
\left\|x^{*}\right\|=\sup _{x \in B_{X}}\left|x^{*}(x)\right|, \text { for } x^{*} \in X^{*}
$$

where $B_{X}=\{x \in X \mid:\|x\| \leq 1\}$ denotes the unit ball of $X$. Although $X^{*}$ is always nonempty, as it contains the zero functional, it is highly nontrivial to show that it contains nonzero elements when $X$ is infinite-dimensional. This is asserted by the celebrated Hahn-Banach theorem, along with its consequences [Arg04, Chapter 5], which show that $X^{*}$ has a wealth of elements. ${ }^{2}$

Theorem A.2.3 (Hahn-Banach): Let $X$ be a linear space and $p: X \rightarrow \mathbb{R}$ be a sublinear functional, namely $p(\lambda x)=\lambda p(x)$ and $p(x+y) \leq p(x)+p(y)$ for every $\lambda>0$ and $x, y \in X$. Suppose that $Z$ is a linear subspace of $X$ and $f: Z \rightarrow \mathbb{R}$ is a linear functional with the property that $f(x) \leq p(x)$ for every $x \in X$. Then there exists some linear functional $\tilde{f}: X \rightarrow \mathbb{R}$ such that $\tilde{f}(x)=f(x)$ for every $x \in Z$ and $\tilde{f}(x) \leq p(x)$ for every $x \in X$.

The property that $\tilde{f}(x)=f(x)$ on $Z$ denotes that $\tilde{f}$ is an extension of $f$, whereas the property that $\tilde{f}(x) \leq p(x)$ for every $x \in X$ denotes that $\tilde{f}$ is still dominated by $p$ on the whole space, and not only on $Z$. The most common proofs of the HahnBanach theorem require some form of the Axiom of Choice, although there exists proofs without the use of it.

One of the most important applications of the Hahn-Banach theorem, is that one can always separate any element $x$ of a normed space $X$ from any closed subspace of it $Y \subseteq X$ which does not contain $x$, with a bounded and linear functional. This consequence was used in the proof of Cybenko's Universal Approximation Theorem:

[^42]Proposition A.2.4: Let $(X,\|\cdot\|)$ be a normed space, $Y \subseteq X$ be a closed subspace of it and let $x \in X \backslash Y$. Then there exists some $f \in X^{*}$ such that $f(x)=d(x, Y)>0$, $\|f\|=1$ and $f(y)=0$ for every $y \in Y$.

## A. 3 Hilbert spaces

Definition A.3.1: Let $X$ be a vector space. A mapping $\langle\cdot, \cdot\rangle: X \times X \rightarrow \mathbb{R}$ is called an inner product if it satisfies the following axioms:
(i) For every $x \in X,\langle x, x\rangle \geq 0$ and $\langle x, x\rangle=0$ if and only if $x=0$.
(ii) For every $x, y \in X,\langle x, y\rangle=\langle y, x\rangle$.
(iii) For every $x, y, z \in X$ and $\lambda, \mu \in \mathbb{R},\langle\lambda x+\mu z, y\rangle=\lambda\langle x, y\rangle+\mu\langle z, y\rangle$.

In every inner product space, the Cauchy-Schwarz inequality holds:
Theorem A.3.2 (Cauchy-Schwarz inequality): Let $(X,\langle\cdot, \cdot\rangle)$ be an inner product space. Then for every $x, y \in X$,

$$
\begin{equation*}
|\langle x, y\rangle| \leq \sqrt{\langle x, x\rangle} \sqrt{\langle y, y\rangle} \tag{A.3.1}
\end{equation*}
$$

with equality if and only if $x$ and $y$ are linearly dependent.
Every inner product induces a norm on the underlying space, defined by $\|x\|=$ $\sqrt{\langle x, x\rangle}$. If $X$ is complete under this norm, then $X$ is called a Hilbert space. An easy consequence of the Cauchy-Schwarz inequality is that the inner product $\langle\cdot, \cdot\rangle$ : $X \times X \rightarrow \mathbb{R}$ is a continuous function when $X \times X$ is equipped with any product ${ }^{3}$ metric [Arg04, Proposition 4.4]:

Proposition A.3.3: Let $(X,\langle\cdot, \cdot\rangle)$ be an inner product space. If $x_{n} \rightarrow x$ and $y_{n} \rightarrow y$, then $\left\langle x_{n}, y_{n}\right\rangle \rightarrow\langle x, y\rangle$.

Norms induced by inner products, enjoy two very useful geometric properties, the Parallelogram Law ${ }^{4}$ and the Pythagorean Theorem. Their proofs follow immediately from the defining properties of the inner product:

Proposition A.3.4 (Parallelogram Law): Let $(X,\langle\cdot, \cdot\rangle)$ be an inner product space. For every $x, y \in X$, the parallelogram identity holds

$$
\begin{equation*}
\|x+y\|^{2}+\|x-y\|^{2}=2\|x\|^{2}+2\|y\|^{2} \tag{A.3.2}
\end{equation*}
$$

[^43]Definition A.3.5: Two elements $x, y$ of an inner product space are said to be orthogonal, if $\langle x, y\rangle=0$. We usually use the symbol $x \perp y$ to denote this. Similarly, if $A, B$ are subsets of $X$, they are called orthogonal when $a \perp b$ for every $a \in A$ and $b \in B$.

Proposition A.3.6 (Pythagorean Theorem): Let $(X,\langle\cdot, \cdot\rangle)$ be an inner product space and $x, y \in X$ such that $\langle x, y\rangle=0$. Then

$$
\begin{equation*}
\|x+y\|^{2}=\|x\|^{2}+\|y\|^{2} \tag{A.3.3}
\end{equation*}
$$

If an inner product space is also a Banach space under the norm induced by the inner product, then it is called a Hilbert space.

Definition A.3.7: A complete inner product space is called a Hilbert space.
The typical example of a Hilbert space is

$$
\ell_{2}(\mathbb{N})=\left\{\left(a_{n}\right)_{n}: \sum_{n} a_{n}^{2}<\infty\right\},
$$

the space of square summable real sequences, ${ }^{5}$ equipped with the inner product defined by $\langle x, y\rangle=\sum_{n=1}^{\infty} x_{n} y_{n}$ for every $x=\left(x_{n}\right)_{n}$ and $y=\left(y_{n}\right)_{n}$ in $\ell_{2}$. In a similar manner, one can define the $\ell_{p}$ space for every $1 \leq p<\infty$ as the space that contains all sequences $\left(a_{n}\right)_{n}$ such that $\sum_{n=1}^{\infty}\left|a_{n}\right|^{p}<\infty$. All the $\ell_{p}$ spaces are Banach spaces, however $\ell_{2}$ is the only Hilbert space among them. ${ }^{6}$ The basic inequality $|a|^{q} \leq$ $|a|^{p}$ which holds for every $p \leq q$ and $a$ such that $|a|<1$, and the fact that any summable sequence has to converge to zero, thus eventually the absolute value of its terms are less than one, has as a consequence that $\ell_{p} \subseteq \ell_{q}$ for every $p \leq q$. This inclusion is always strict when $p<q$. In particular, we have that $\ell_{1} \subset \ell_{2}$, and in the spirit of Robbins-Monro, we say that the elements in the set $\ell_{2} \backslash \ell_{1}$ are type $1 / n$ sequences.

In our thesis we are mostly working on the Hilbert space of square integrable functions on some compact set $X \subseteq \mathbb{R}^{d}$ :

$$
L_{2}(X)=\left\{f: X \rightarrow \mathbb{R}: \int_{X} f(x)^{2} d \lambda(x)<\infty\right\}
$$

equipped with the inner product

$$
\langle f, g\rangle=\int_{X} f(x) g(x) d \lambda(x)
$$

for $f, g \in L_{2}(X)$.
Definition A.3.8: A family $\left\{e_{i}: i \in I\right\}$ in an inner product space is called orthonor$m a l$, if $\left\|e_{i}\right\|=1$ for every $i \in I$ and $e_{i} \perp e_{j}$ for every $i \neq j \in I$.

[^44]It is easy to see that every orthonormal family is a linearly independent set. If $\left\{e_{1}, \ldots, e_{n}\right\}$ is a finite orthonormal family and $F_{n}$ is the subspace generated by it, then $\left\{e_{1}, \ldots, e_{n}\right\}$ is called an orthonormal basis of $F_{n}$. Furthermore, for every finite $n$-dimensional subspace $F$ of an inner product space, we can find an orthonormal basis of it, having cardinality $n$, using the Gram-Schmidt process.
Perhaps one of the most striking results in Hilbert spaces $H$, that may not necessarily hold in an arbitrary normed space, is the fact that for every $x \in H$ and every closed subspace $M$, there always exists a unique projection of $x$ on $M$. Recall that if $x$ is an element of a metric space $(X, \rho)$ and $M \subseteq X$ is a subset of it, we define the distance between $x$ and $M$ as $d(x, M)=\inf \{\rho(x, m): m \in M\}$. In general this infimum may not be attained, even when $M$ is a closed set. ${ }^{7}$

However, when $(X,\|\cdot\|)$ is a Hilbert space and $M$ is a closed and convex subset of it, there always exists an $m_{0} \in M$ such that $d(x, M)=\rho\left(x, m_{0}\right)=\left\|x-m_{0}\right\|$. Furthermore, $m_{0}$ is unique and has the property that $x-m_{0}$ is orthogonal to $M$. This result also applies when $M$ is a closed subspace of $X$, as every subspace is a convex set. We will state the result for finite dimensional subspaces $F$, although it holds for infinite dimensional subspaces as well, with some obvious modifications [Arg04, Proposition 4.21]:

Proposition A.3.9: Let $(X,\langle\cdot, \cdot\rangle)$ be an inner product space and $F$ be a finite dimensional subspace of it, having $\left\{e_{1}, \ldots, e_{n}\right\}$ as an orthonormal basis. If $x \in X$, then the closest point of $x$ to $F$ is the element $y_{0}=\sum_{i=1}^{n}\left\langle x, e_{i}\right\rangle e_{i}$, that is, $y_{0}$ satisfies the property that $\left\|x-y_{0}\right\|=d(x, F)$. Additionally, $x-y_{0}$ is orthogonal to $F$.

The element $y_{0}$ of the previous proposition is called the projection of $x$ on the subspace $F$, and is usually denoted by $y_{0}=P_{F}(x)$. The projection of $x$ on $F$ is the only element $z$ of $F$ with the property that $x-z$ is orthogonal to $F$ :

Proposition A.3.10: Let $(X,\langle\cdot, \cdot\rangle)$ be an inner product space, $F$ be a closed subspace of it and $P_{F}(x)$ be the projection of $x$ on $F$. Suppose that $z \in F$ satisfies the property that $x-z$ is orthogonal to $F$. Then $z=P_{F}(x)$.

Proof. We have that

$$
\begin{aligned}
\left\|z-P_{F}(x)\right\|^{2} & =\left\langle z-x+x-P_{F}(x), z-P_{F}(x)\right\rangle \\
& =\left\langle z-x, z-P_{F}(x)\right\rangle+\left\langle x-P_{F}(x), z-P_{F}(x)\right\rangle \\
& =0
\end{aligned}
$$

both $z-x, x-P_{F}(x)$ being orthogonal to $F$, and $z-P_{F}(x) \in F$.

## A. 4 Topological vector spaces

In every normed space $(X,\|\cdot\|)$ the addition and scalar multiplication operations are continuous. Topological vector spaces are the natural generalization of

[^45]normed spaces, where the norm is replaced by a topology $\tau$ that "respects" the linear structure of $X$, meaning that the vector space operations are continuous with respect to $\tau$. To avoid trivialities, we usually work with Hausdorff ${ }^{8}$ topologies.

Definition A.4.1: A vector space $X$ equipped with a Hausdorff topology $\tau$ such that the addition operation $+: X \times X \rightarrow X$ and the scalar multiplication operation $\cdot: \mathbb{R} \times X \rightarrow X$ are continuous, is called a topological vector space.

Definition A.4.2: A topological vector space $(X, \tau)$ is called locally convex if every neighborhood of zero contains a convex neighborhood of zero. A completely metrizable ${ }^{9}$ locally convex space, is called a Fréchet space.

Since Fréchet spaces are complete, Baire's theorem is applicable. Thus, if we write a Fréchet $(X, \tau)$ as the countable union of closed sets, $X=\bigcup_{n=1}^{\infty} F_{n}$, at least one of them must have a nonempty interior. If, in addition, each $F_{n}$ is a subspace of $X$, then there exists a subspace $F_{n_{0}}$ of $X$ with a nonempty interior, which yields that $X=F_{n_{0}}$. This fact was used in the proof of Lemma 2.3.9, p. 34.

Definition A.4.3: Let $(X, \tau)$ be a topological vector space. A set $A \subseteq X$ is called absorbing if for every $x \in X$, there exists some $\lambda_{0}>0$ such that $\lambda x \in A$ for every $0 \leq \lambda \leq \lambda_{0}$.

Theorem A.4.4: If a subspace $Y$ of a topological vector space $X$ has a nonempty interior, then $Y=X$.

Proof. Any topological vector space contains a neighborhood base consisting of absorbing sets [AB06, Structure Theorem 5.6]. Suppose that $Y$ is a subspace of $X$ with a nonempty interior. This means that, there exists some $y_{0} \in Y$ and an open set $U$ such that $y_{0} \in U$. Then $0 \in U-y_{0}$ which is also an open set contained in $Y$, since $Y$ is a subspace. Let $W$ be an absorbing open set contained in $U-y_{0}$. Then $W \subseteq Y$ and for every $x \in X, \lambda x \in W \subseteq Y$ for some $\lambda>0$, thus $X \subseteq \cup_{\lambda>0} \lambda Y=$ $Y$.

[^46]
## Probability Theory

## B. 1 Subgaussian random variables

Subgaussian random variables have the defining property that their tail probabilities are bounded by the respective probabilities of a gaussian random variable. Because of this property, they are only candidate random variables for which the Hoeffding inequality can hold. Most of the results mentioned in this section can be found in Omar Rivasplata's expository article [Riv12].

Definition B.1.1: A random variable $X$ is said to be $\sigma$-subgaussian, if for every $t \in \mathbb{R}$,

$$
\begin{equation*}
M_{X}(t):=\mathbb{E}\left[e^{t X}\right] \leq e^{\sigma^{2} t^{2} / 2} \tag{B.1.1}
\end{equation*}
$$

The right hand side of (B.1.1) is just the moment generating function of a normal random variable with mean zero and variance equal to $\sigma^{2}$. So, a random variable is $\sigma$-subgaussian when its moment generating function is dominated by the one of $N\left(0, \sigma^{2}\right)$.
Subgaussian random variables have always zero mean and a finite variance, bounded by, but not necessarily equal to, the $\sigma^{2}$ that appears in (B.1.1).

Proposition B.1.2: If a random variable $X$ is b-subgaussian, then $\mathbb{E}[X]=0$ and $V(X) \leq b^{2}$.

Proof. Using the Taylor's expansion and Lebesgue's Dominated Convergence Theorem,

$$
\mathbb{E}\left[e^{t X}\right]=\mathbb{E}\left[\sum_{n=0}^{\infty} \frac{t^{n} X^{n}}{n!}\right]=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} \mathbb{E}\left[X^{n}\right]=1+t \mathbb{E}[X]+\frac{t^{2}}{2} \mathbb{E}\left[X^{2}\right]+o\left(t^{2}\right) \leq e^{\frac{b^{2} t^{2}}{2}}
$$

as $t \rightarrow 0$. Dividing with $t$ and taking limits as $t \rightarrow 0$, we obtain that $\mathbb{E}[X] \leq 0$. Repeating the same argument for $-X$ gives us the opposite inequality.
Dividing with $t^{2}$ yields that $\mathbb{E}\left[X^{2}\right]=V(X) \leq b^{2}$. In fact, using the formula $\mathbb{E}\left|X^{p}\right|=\int_{0}^{\infty} P\left[|X|^{p} \geq t\right] d t$ and the tail bound property that we will mention shortly, one can show that every moment of a subgaussian r.v. $X$ is finite.

By abusing the definition and the previous proposition, we may use the term subgaussian even for random variables $X$ for which $\mathbb{E}[X] \neq 0$, implying that $Y=$ $X-\mathbb{E}[X]$ is subgaussian.

The sum of two subgaussian random variables is also subgaussian. Additionally, scalar products of subgaussian random variables remain subgaussian:

Theorem B.1.3: Let $(\Omega, \mathcal{A}, P)$ be a measurable space and let $G$ denote the set of all subgaussian random variables on it. Then $G$ is a vector space under the usual addition and scalar product.

Proof. Suppose that $X, Y$ are $b_{1}$ and $b_{2}$-subgaussian random variables respectively and let $c \in \mathbb{R}$.

For $t \in \mathbb{R}$,

$$
M_{c X}(t)=\mathbb{E}\left[e^{t c X}\right]=M_{X}(c t) \leq e^{\frac{t^{2} c^{2} b^{2}}{2}}
$$

so $c X \in G$, and in particular, it is $|c| b$-subgaussian.
Regarding their sum, by Hölder's Inequality we have that for every $p, q>1$ with $\frac{1}{p}+\frac{1}{q}$,

$$
\begin{aligned}
\mathbb{E}\left[e^{t(X+Y)}\right] & \leq \mathbb{E}\left[e^{t p X}\right]^{1 / p} \mathbb{E}\left[e^{t q Y}\right]^{1 / q} \leq\left(\exp \frac{t^{2} p^{2} b_{1}^{2}}{2}\right)^{1 / p}\left(\exp \frac{t^{2} q^{2} b_{2}^{2}}{2}\right)^{1 / q} \\
& =e^{\frac{t^{2}}{2}\left(p b_{1}^{2}+q b_{2}^{2}\right)}
\end{aligned}
$$

The function $f(p)=p b_{1}^{2}+q b_{2}^{2}=p b_{1}^{2}+\frac{p}{1-p} b_{2}^{2}$ attains its minimum for $p_{0}=\frac{b_{1}+b_{2}}{b_{1}}$, with $f\left(p_{0}\right)=\left(b_{1}+b_{2}\right)^{2}$, therefore $X+Y$ is $\left(b_{1}+b_{2}\right)$-subgaussian.

A simple application of the Markov inequality is that for a $b$-subgaussian random variable $X$, its tails satisfy the properties

$$
\begin{equation*}
P(X \geq \lambda) \leq e^{-\frac{\lambda^{2}}{2 b^{2}}} \text { and } P(X \leq-\lambda) \leq e^{-\frac{\lambda^{2}}{2 b^{2}}} \tag{B.1.2}
\end{equation*}
$$

for every $\lambda>0$. Indeed, for every $t>0$,

$$
P(X \geq \lambda)=P(t X \geq t \lambda) \leq \frac{\mathbb{E}\left[e^{t X}\right]}{e^{\lambda t}} \leq e^{-\lambda t+\frac{b^{2} t^{2}}{2}}
$$

and for $t^{*}=\frac{\lambda}{b^{2}}$ we obtain the desired upper bound. Applying the result to $-X$, yields the respective lower tail bound.

In fact, inequalities (B.1.2) completely characterize subgaussian random variables. We collect all the equivalent definitions below.

Theorem B.1.4: [Ver18, Proposition 2.5.2] Let $X$ be a centered random variable. The following are equivalent:
(i) There exists some $b>0$ such that $\mathbb{E}\left[e^{t X}\right] \leq e^{\frac{b^{2} t^{2}}{2}}$ for every $t \in \mathbb{R}$.
(ii) There exists some $c>0$ such that

$$
P(X \geq \lambda) \leq e^{-c \lambda^{2}} \text { and } P(X \leq-\lambda) \leq e^{-c \lambda^{2}}
$$

for all $\lambda>0$.
(iii) There exists some $C>0$ such that $\|X\|_{p} \leq C \sqrt{p}$ for every $p \geq 1$.
(iv) There exists some $a>0$ such that $\mathbb{E}\left[e^{a X^{2}}\right] \leq 2$.

The typical example of a subgaussian random variable are normal random variables $N\left(0, \sigma^{2}\right)$ with mean zero. Another extremely useful class of examples are random variables taking values on some finite interval. Their subgaussianity is asserted by Hoeffding's Lemma.

Lemma B.1.5 (Popovicius Inequality): [ABCD05] Let $X$ be a random variable that takes values in the interval $[a, b]$ with probability one. Then $V(X) \leq \frac{(b-a)^{2}}{4}$.

Proof. The variance of $X$ has the property that $V(X)=\min _{c} \mathbb{E}(X-c)^{2}$. For $c_{0}=$ $\frac{a+b}{2}$, we notice that $\left|X-\frac{a+b}{2}\right| \leq \frac{b-a}{2}$, so $V(X) \leq \mathbb{E}\left|X-\frac{a+b}{2}\right|^{2} \leq \frac{(b-a)^{2}}{4}$.
Lemma B.1.6 (Hoeffding): [BLM13, Lemma 2.2] A centered random variable $X$ : $(\Omega, \mathcal{A}, P) \rightarrow \mathbb{R}$, taking values on $[a, b]$ a.s., is $\frac{b-a}{2}$-subgaussian.

Proof. For every $\lambda>0$, we define the random variable $Y_{\lambda}: \Omega \rightarrow \mathbb{R}$ as $Y_{\lambda}=\frac{e^{\lambda Y}}{M_{Y}(\lambda)}$, where $M_{Y}(\lambda)=\mathbb{E}_{P}\left[e^{\lambda Y}\right]$ is the m.g.f. of $Y$. Let also $P_{\lambda}=Y_{\lambda} \cdot P$ denote the probability measure induced by the random variable $Y_{\lambda}$, namely

$$
P_{\lambda}(A)=\int_{A} Y_{\lambda} d P=\int_{A} \frac{e^{\lambda Y}}{M_{Y}(\lambda)} d P \text { for all } A \in \mathcal{A}
$$

By Theorem 4.3.2, for every random variable $Z$, we also have that

$$
\mathbb{E}_{P_{\lambda}}[Z]=\mathbb{E}_{P}\left[\frac{Z e^{\lambda Y}}{M_{Y}(\lambda)}\right]
$$

In particular, setting $Z=X$ and $Z=X^{2}$, yields that

$$
\begin{equation*}
\mathbb{E}_{P_{\lambda}}[Y]=\mathbb{E}_{P}\left[\frac{Y e^{\lambda Y}}{M_{Y}(\lambda)}\right] \text { and } \mathbb{E}_{P_{\lambda}}\left[Y^{2}\right]=\mathbb{E}_{P}\left[\frac{Y^{2} e^{\lambda Y}}{M_{Y}(\lambda)}\right] . \tag{B.1.3}
\end{equation*}
$$

Let $\psi_{Y}(\lambda)=\ln \mathbb{E}_{P}\left[e^{\lambda Y}\right]$. Then,

$$
\psi_{Y}^{\prime}(\lambda)=\frac{\mathbb{E}\left[Y e^{\lambda Y}\right]}{M_{Y}(\lambda)} \text { and } \psi_{Y}^{\prime \prime}(\lambda) \frac{\mathbb{E}\left[Y^{2} e^{\lambda Y}\right]}{M_{Y}(\lambda)}-\left(\frac{\mathbb{E}\left[Y e^{\lambda Y}\right]}{M_{Y}(\lambda)}\right)^{2},
$$

and by comparing it with (B.1.3), we obtain that

$$
\psi_{Y}^{\prime \prime}(\lambda)=\mathbb{E}_{P_{\lambda}}\left[Y^{2}\right]-\left(\mathbb{E}_{P_{\lambda}}[Y]\right)^{2}=V_{P_{\lambda}}\left[Y_{\lambda}\right] \leq \frac{(b-a)^{2}}{4}
$$

by Popovicius Inequality, since $P_{\lambda}[Y \in[a, b]]=1$. Fix some $\lambda>0$. By Taylor's theorem, there exists some $\theta \in[0, \lambda]$ such that

$$
\psi_{Y}(\lambda)=\psi_{Y}(0)+\lambda \psi_{Y}^{\prime}(0)+\frac{\lambda^{2}}{2} \psi_{Y}^{\prime \prime}(\theta)=\frac{\lambda^{2}}{2} \psi_{Y}^{\prime \prime}(\theta) \leq \frac{\lambda^{2}(b-a)^{2}}{8}
$$

The proof is concluded by taking exponents in the last inequality.

Since sums of subgaussian r.v. are also subgaussian, if we begin with a sequence $\left(X_{n}\right)_{n}$ of such r.v., then each of their partial sums $S_{n}=X_{1}+\ldots+X_{n}$ is also subgaussian, so one can bound the tails of these sums, either using the subgaussian property (B.1.2) directly, or with an argument similar to the one that appears in the proof of it.

Theorem B.1.7 (Hoeffding's inequality): [BLM13, Theorem 2.8] Let $X_{1}, \ldots, X_{n}$ be independent random variables such that each $X_{i}$ takes its values in $\left[a_{i}, b_{i}\right]$ almost surely. Let $S_{n}$ be their centered partial sum, $S_{n}=\sum_{i=1}^{n}\left(X_{i}-\mathbb{E}\left[X_{i}\right]\right)$. Then for every $t>0$,

$$
\begin{equation*}
P\left(S_{n} \geq t\right) \leq e^{-\frac{2 t^{2}}{\left.\sum_{i=1}^{n} b_{i}-a_{i}\right)^{2}}} \text { and } P\left(S_{n} \leq-t\right) \leq e^{-\frac{2 t^{2}}{\left.\sum_{i=1}^{n} b_{i}-a_{i}\right)^{2}}} . \tag{B.1.4}
\end{equation*}
$$

Proof. Each of the random variables $Y_{i}=X_{i}-\mathbb{E}\left[X_{i}\right]$ is centered and takes values on $\left[a_{i}-\mathbb{E}\left[X_{i}\right], b_{i}-\mathbb{E}\left[X_{i}\right]\right]$ a.s., so it is $\frac{b_{i}-a_{1}}{2}$-subgaussian. Set $S_{n}=Y_{1}+\ldots+Y_{n}$. By the independence of $\left(X_{i}\right)_{i}$,

$$
\mathbb{E}\left[e^{\lambda S_{n}}\right]=\prod_{i=1}^{n} \mathbb{E}\left[e^{\lambda Y_{i}}\right] \leq e^{\frac{\lambda^{2} \sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}{8}}
$$

and by the Chernoff method,

$$
P\left[S_{n} \geq t\right]=P\left[e^{\lambda S_{n}} \leq e^{\lambda t}\right] \leq \frac{\mathbb{E}\left[e^{\lambda S_{n}}\right]}{e^{\lambda t}} \leq e^{\frac{\lambda^{2} \sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}{8}-\lambda t}
$$

for all $\lambda>0$. The last quantity is minimized for $\lambda^{*}=\frac{t}{4 \sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}$, resulting in (B.1.4).

The vector space of the subgaussian random variables $G$ has a richer structure. Clearly, if a random variable is $\sigma$-subgaussian, then it is also $\tau$-subgaussian for every $\tau \geq \sigma$. This observation leads us to define the subgaussian moment of a random variable $X$, as the smallest constant $\sigma$ for which $X$ is $\sigma$-subgaussian:

Definition B.1.8: Let $X$ be a subgaussian random variable. We define its subgaussian moment $\sigma(X)$ as

$$
\begin{equation*}
\sigma(X)=\inf \left\{\sigma \geq 0: \mathbb{E}\left[e^{t X}\right] \leq e^{\sigma^{2} t^{2} / 2} \text { for all } t \in \mathbb{R}\right\} \tag{B.1.5}
\end{equation*}
$$

This infimum is in fact a minimum: Let $\left(\sigma_{n}\right)_{n}$ be a non-increasing sequence of non-negative numbers such that $\sigma_{n} \rightarrow \sigma(X)$. For every $t \in \mathbb{R}$, we have that $M_{X}(t) \leq e^{\sigma_{n}^{2} t^{2} / 2} \rightarrow e^{\sigma(X)^{2} t^{2} / 2}$, so the number $\sigma(X)$ also belongs to the set appearing in the right hand side of (B.1.5), which proves that every subgaussian random variable $X$ is $\sigma(X)$-subgaussian.

The function $\sigma$ defines a complete norm on the space of subgaussian random variables.

Theorem B.1.9: The space $(G, \sigma)$ is a normed space.

Proof. If $X=0$ a.s., then $\mathbb{E}\left[e^{\lambda X}\right]=1 \leq e^{b^{2} t^{2} / 2}$ for every $b \geq 0$ and $t \in \mathbb{R}$, so $\sigma(X)=0$. Conversely, suppose that $X$ is such that $\sigma(X)=0$. Then, for any fixed $\lambda \in \mathbb{R}$, we have that $\mathbb{E}\left[e^{\lambda X}\right] \leq 1$. The function $f(x)=e^{\lambda x}$ is convex, so by the Jensen inequality, $\mathbb{E}[f(X)] \geq f(\mathbb{E}[X])$, namely $\mathbb{E}\left[e^{\lambda X}\right] \geq e^{0}=1$, which implies that $M_{X}(\lambda)=1$ for every $\lambda \in \mathbb{R}$. But this is just the m.g.f. of the random variable $Y$ which is zero almost surely. By the uniqueness of the m.g.f. [Gut13, Theorem 8.1] we conclude that $X$ and $Y$ have the same distribution, so $X=0$ almost surely.

We now prove that $\sigma$ is positively homogenous. Let $X \in G$ and $a \in \mathbb{R}$. We observe that

$$
\mathbb{E}\left[e^{\lambda X}\right] \leq e^{\frac{\lambda^{2} \sigma^{2}}{2}} \forall \lambda \in \mathbb{R} \Longleftrightarrow \mathbb{E}\left[e^{a \lambda X}\right] \leq e^{\frac{a^{2} \lambda^{2} \sigma^{2}}{2}} \forall \lambda \in \mathbb{R}
$$

so

$$
\begin{aligned}
\sigma(X) & =\inf \left\{\sigma>0: \mathbb{E}\left[e^{\lambda X}\right] \leq e^{\frac{\lambda^{2} \sigma^{2}}{2}}\right\}=\inf \left\{\sigma>0: \mathbb{E}\left[e^{\lambda a X}\right] \leq e^{\frac{\lambda^{2}(a \sigma)^{2}}{2}}\right\} \\
& =\frac{1}{|a|} \inf \left\{|a| \sigma>0: \mathbb{E}\left[e^{\lambda a X}\right] \leq e^{\frac{\lambda^{2}(a \sigma)^{2}}{2}}\right\} \\
& =\frac{1}{|a|} \inf \left\{\tau>0: \mathbb{E}\left[e^{\lambda a X}\right] \leq e^{\frac{\lambda^{2} \tau^{2}}{2}}\right\} \\
& =\frac{1}{|a|} \sigma(a X)
\end{aligned}
$$

thus $\sigma(a X)=|a| \sigma(X)$.
Lastly, let $X, Y \in G$. Since the infima in $\sigma(X)$ and $\sigma(Y)$ are attained, $X$ and $Y$ are $\sigma(X)$ and $\sigma(Y)$-subgaussians respectively. As we saw in the proof of Theorem B.1.3, $X+Y$ is $\sigma(X)+\sigma(Y)$-subgaussian, so $\sigma(X+Y) \leq \sigma(X)+\sigma(Y)$, and $\sigma$ is subadditive.

Theorem B.1.10: [BK80, Theorem 1]. The space $(G, \sigma)$ is a Banach space.
Proof. Let $\left(X_{n}\right)_{n}$ be a Cauchy sequence in $G$ under the $\sigma$ norm. We observe that for every $n, m \in \mathbb{N}$,

$$
V\left(X_{n}-X_{m}\right)=\mathbb{E}\left[\left(X_{n}-X_{m}\right)^{2}\right] \leq \sigma\left(X_{n}-X_{m}\right),
$$

so $\left(X_{n}\right)_{n}$ is also Cauchy in $L_{2}$, thus convergent to some $X \in L_{2}$. By the inequality $\|Z\|_{1} \leq\|Z\|_{2}$ which holds for every $Z \in L_{2}$ [AB06, Corollary 13.3], we also have that $X \in L_{1}$ and $X_{n} \rightarrow X$ in $L_{1}$ as well. By [AB06, Theorem 13.6], we can pass to a subsequence of it, say $\left(X_{n}\right)_{n \in N_{1}}$, which converges to $X$ almost surely.

We will show that $X \in G$ and also that $\sigma\left(X_{n}-X\right) \rightarrow 0$. For the first claim, notice that for every $\lambda \in \mathbb{R}$ and $\varepsilon>0$,

$$
\sup _{n \in N_{1}} \mathbb{E}\left[\left(e^{\lambda X_{n}}\right)^{1+\varepsilon}\right]=\sup _{n \in N_{1}} \mathbb{E}\left[e^{\lambda(1+\varepsilon) X_{n}}\right] \leq \sup _{n \in N_{1}} e^{\frac{\lambda^{2}(1+\varepsilon)^{2} \sigma\left(X_{n}\right)^{2}}{2}}<\infty,
$$

the last supremum being finite because the sequence $\left(\sigma\left(X_{n}\right)\right)_{n}$ is bounded. ${ }^{1}$ By [Gut13, Theorem 4.2], the sequence $\left(e^{\lambda X_{n}}\right)_{n \in N_{1}}$ is uniformly integrable and it also converges to $e^{\lambda X}$ almost surely. By Theorem B.2.4,

$$
\mathbb{E}\left[e^{\lambda X}\right]=\lim _{n \in N_{1}} \mathbb{E}\left[e^{\lambda X_{n}}\right] \leq \lim _{n \in N_{1}} e^{\frac{\lambda^{2} \sigma^{2}\left(X_{n}\right)}{2}} \leq e^{\frac{\lambda^{2} \sup _{n} \sigma^{2}\left(X_{n}\right)}{2}},
$$

which implies that $X$ is subgaussian with $\sigma(X) \leq \sup _{n} \sigma\left(X_{n}\right)$.
For every $n$, the random variable $X-X_{n}$ is subgaussian and the sequence of random variables $\left(\exp \left(\lambda\left(X_{m}-X_{n}\right)\right)\right)_{n}$ us uniformly integrable. Indeed, for every $\lambda \in \mathbb{R}$ and $\varepsilon>0$,

$$
\begin{aligned}
\sup _{m \in N_{1}, m \geq n} \mathbb{E}\left[e^{\lambda(1+\varepsilon)\left(X_{m}-X_{n}\right)}\right] & \leq \sup _{m \in N_{1}, m \geq n} e^{\frac{\lambda^{2}(1+\varepsilon)^{2} \sigma^{2}\left(X_{m}-X_{n}\right)}{2}} \\
& \leq e^{\frac{\lambda^{2}(1+\varepsilon)^{2}}{2} \sup _{m \in N_{1}, m \geq n} \sigma^{2}\left(X_{m}-X_{n}\right)}<\infty .
\end{aligned}
$$

Additionally, $\lim _{m \in N_{1}, m \geq n} e^{\lambda\left(X_{m}-X_{n}\right)}=e^{\lambda\left(X-X_{n}\right)}$ a.s., so

$$
\mathbb{E}\left[e^{\lambda\left(X-X_{n}\right)}\right]=\lim _{m \in N_{1}, m \geq n} \mathbb{E}\left[e^{\lambda\left(X_{m}-X_{n}\right)}\right] \leq e^{\frac{\lambda^{2}}{2} \sup _{m} \sigma^{2}\left(X_{m}-X_{n}\right)}
$$

thus $\sigma\left(X-X_{n}\right) \leq \sup _{m \in N_{1}, m \geq n} \sigma^{2}\left(X_{m}-X_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, establishing that $\left(X_{n}\right)_{n \in N_{1}}$ converges to $X$ in $\sigma$. Since $\left(X_{n}\right)_{n}$ is a Cauchy sequence in $\sigma$ with a convergent subsequence, the original sequence $\left(X_{n}\right)_{n}$ is also convergent $[\operatorname{Arg} 11$, Proposition 8.2].

## B. 2 Convergence of random variables

We will assume throughout that the reader is familiar with the various notions of convergence of random variables. We only mention a few results which are not always taught in probability courses. First of all, we need to recall the absolute continuity property of the Lebesgue integral [Sar18, Proposition 4.29]:

Proposition B.2.1: Let $X$ be an integrable random variable on $E \subseteq \mathbb{R}$. Then for every $\varepsilon>0$, there exists some $\delta>0$ such that $\int_{A}|f| d m<\varepsilon$ for every measurable $A$ with $m(A)<\delta$.

Definition B.2.2: A sequence of random variables $\left(X_{n}\right)_{n}$ defined on a probability space $(\Omega, \mathcal{A}, P)$ is called uniformly integrable if

$$
\lim _{a \rightarrow \infty} \sup _{n} \mathbb{E}\left[\left|X_{n}\right| I_{\left|X_{n}\right| \leq a \mid}\right]=0
$$

The following equivalent definition of uniform integrability is often useful [Gut13, Theorem 4.1].

Theorem B.2.3: A sequence of random variables $\left(X_{n}\right)_{n}$ is uniformly integrable if and only if the following two conditions are met:

[^47](i) There exists some $M>0$ such that $\left\|X_{n}\right\|_{1} \leq M$ for every $n \in \mathbb{N}$.
(ii) For every $\varepsilon>0$ there exists some $\delta>0$, such that for every $A$ with $P(A)<\delta$, $\int_{A}\left|X_{n}\right|<\varepsilon$ holds for every $n \in \mathbb{N}$.

The notion of uniform integrability is extremely useful, as it provides us with a necessary and sufficient condition to be able to conclude the convergence of the expectations, given that a sequence converges in probability [Gut13, Theorem 5.4]:

Theorem B.2.4: Let $\left(X_{n}\right)_{n}$ be a sequence of random variables such that $X_{n}$ converges to a random variable $X$ in probability. The following are equivalent
(i) The sequence $\left(X_{n}\right)_{n}$ is uniformly integrable.
(ii) $\mathbb{E}\left[X_{n}\right] \rightarrow \mathbb{E}[X]$.

## B. 3 Conditional expectation

In connection with the Hilbert Space Theory, the conditional expectation of a square integrable random variable $X$ can be seen as the projection of $X$ to an appropriate closed subspace of $L_{2}$. This property was used during the proof of Proposition 3.2.11.

Lemma B.3.1: Let $(\Omega, \mathcal{F}, P)$ be a probability space and $\mathcal{G} \subseteq \mathcal{F}$ be a sigma-algebra. Then $L_{2}(\Omega, \mathcal{G}, P)$ is a closed subspace of $L_{2}(\Omega, \mathcal{F}, P)$.

Proof. If $f \in L_{2}(\Omega, \mathcal{G}, P)$, then $f$ is $\mathcal{G}$-measurable, thus $\mathcal{F}$-measurable due to the inclusion $\mathcal{G} \subseteq \mathcal{F}$. Additionally, $\int_{\Omega}|f|^{2} d P<\infty$, so $f \in L_{2}(\Omega, \mathcal{F}, P)$, which proves that $L_{2}(\Omega, \mathcal{G}, P)$ is a subset of $L_{2}(\Omega, \mathcal{F}, P)$. Since $L_{2}(\Omega, \mathcal{G}, P)$ is always a vector space, it follows that it is also a subspace of it.

To show that it is closed, let $\left(f_{n}\right)_{n}$ be a sequence in $L_{2}(\Omega, \mathcal{G}, P)$ that converges to $f \in L_{2}(\Omega, \mathcal{F}, P)$. By [AB06, Theorem 13.6], $\left(f_{n}\right)_{n}$ has a subsequence that converges to $f$ almost surely, say $f_{k_{n}} \rightarrow f$. Since each $f_{k_{n}}$ is $\mathcal{G}$-measurable, so is their limit $f$, concluding the proof.

Proposition B.3.2: Let $(\Omega, \mathcal{F}, P)$ be a probability space and $\mathcal{G} \subseteq \mathcal{F}$ be a sigmaalgebra. Suppose that $X \in L_{2}(\Omega, \mathcal{F}, P)$. Then the conditional expecttion $\mathbb{E}[X \mid \mathcal{G}]$ is the orthogonal projection of $X$ on the closed subspace $L_{2}(\Omega, \mathcal{G}, P)$.

Proof. We will show that $X-\mathbb{E}[X \mid \mathcal{G}] \perp L_{2}(\Omega, \mathcal{G}, P)$. Let $Z \in L_{2}(\Omega, \mathcal{G}, P)$. Then

$$
\mathbb{E}[(Z(X-\mathbb{E}[X \mid \mathcal{G}])]=\mathbb{E}[\mathbb{E}[(Z(X-\mathbb{E}[X \mid \mathcal{G}])] \mid \mathcal{G}]=0
$$

since $\mathbb{E}[X Z \mid \mathcal{G}]=Z \mathbb{E}[X \mid \mathcal{G}]$ and $\mathbb{E}[Z \mathbb{E}[X \mid \mathcal{G}] \mid \mathcal{G}]=Z \mathbb{E}[X \mid \mathcal{G}]$. By Proposition A.3.10, we have that $\mathbb{E}[X \mid \mathcal{G}]=P_{L_{2}(\Omega, \mathcal{G}, P)}(X)$.

A well known property of the conditional expectation is that

$$
\mathbb{E}[X Y \mid \mathcal{G}]=X \mathbb{E}[Y \mid \mathcal{G}]
$$

whenever $X$ is $\mathcal{G}$-measurable. The following proposition extends this result when the usual product of $X$ and $Y$ is replaced by their inner product.

Proposition B.3.3: Let $(\Omega, \mathcal{F}, P)$ be a probability space and $\mathcal{G} \subseteq \mathcal{F}$, be a sigmaalgebra. Suppose that $Y \in L_{2}(\Omega, \mathcal{F}, P)$ and that $X \in L_{2}(\Omega, \mathcal{G}, P)$.Then

$$
\begin{equation*}
\mathbb{E}[\langle X, Y\rangle \mid \mathcal{G}]=\langle X, \mathbb{E}[Y \mid \mathcal{G}]\rangle . \tag{B.3.1}
\end{equation*}
$$

Proof. Suppose first that $X=I_{A}$ is a characteristic function with $A \in \mathcal{G}$. For every $B \in \mathcal{F}$,

$$
\begin{aligned}
\int_{B}\langle X, \mathbb{E}[Y \mid \mathcal{G}]\rangle d P & =\int_{B}\left\langle I_{A}, \mathbb{E}[Y \mid \mathcal{G}]\right\rangle d P=\int_{B}\left(\int_{\Omega} I_{A} \mathbb{E}[Y \mid \mathcal{G}] d P\right) d P \\
& =\int_{B}\left(\int_{A} Y d P\right) d P \\
& =\int_{B}\left\langle I_{A}, Y\right\rangle d P \\
& =\int_{B}\langle X, Y\rangle d P \\
& =\int_{B} \mathbb{E}[\langle X, Y\rangle \mid \mathcal{G}] d P .
\end{aligned}
$$

If $X=\sum_{i=1}^{n} a_{i} I_{A_{i}}$ is a simple function with $A_{i} \in \mathcal{G}$ for all $i$, then for every $B \in \mathcal{F}$,

$$
\begin{aligned}
\int_{B}\langle X, \mathbb{E}[Y \mid \mathcal{G}]\rangle d P & =\int_{B}\left\langle\sum_{i=1}^{n} a_{i} I_{A_{i}}, \mathbb{E}[Y \mid \mathcal{G}]\right\rangle d P \\
& =\int_{B} \sum_{i=1}^{n} a_{i}\left\langle I_{A_{i}}, \mathbb{E}[Y \mid \mathcal{G}]\right\rangle d P \\
& =\sum_{i=1}^{n} a_{i} \int_{B}\left\langle I_{A_{i}}, \mathbb{E}[Y \mid \mathcal{F}]\right\rangle d P \\
& =\sum_{i=1}^{n} a_{i} \int_{B} \mathbb{E}\left[\left\langle I_{A_{i}}, Y\right\rangle \mid \mathcal{G}\right] d P \\
& =\int_{B} \mathbb{E}\left[\left\langle\sum_{i=1}^{n} a_{i} I_{A_{i}}, Y\right\rangle\right] d P \\
& =\int_{B}\langle X, Y\rangle d P
\end{aligned}
$$

by the previous step and the linearity of the conditional expectation.
Suppose now that $X \geq 0$ is non-negative, square-integrable and $\mathcal{G}$ - measurable function. Let $\left(s_{n}\right)_{n}$ be an increasing sequence of simple functions that converges to it pointwise. Then $\left(\left\langle s_{n}, Y\right\rangle\right)_{n}$ is also increasing, bounded by $Z=\langle X, Y\rangle \in L_{1}$ and converges to $\langle X, Y\rangle$ pointwise. By Lebesgue's Dominated Convergence Theorem, we have that $\mathbb{E}\left[\left\langle s_{n}, Y\right\rangle \mid \mathcal{G}\right] \rightarrow \mathbb{E}[\langle X, Y\rangle]$. In a similar manner

$$
\mathbb{E}\left[\left\langle s_{n}, \mathbb{E}[Y \mid \mathcal{G}]\right\rangle\right] \rightarrow \mathbb{E}[\langle X, \mathbb{E}[Y|\mathcal{G}\rangle]=\mathbb{E}[\langle X, Y\rangle] .
$$

For the general case, $X$ we can write it as a difference of two non-negative functions $X=X^{+}-X^{-}$, and the result follows immediately from the linearity of the conditional expectation.

The proofs of the following theorems can be found in [Nev75].
Theorem B.3.4 (Supermartingale Convergence Theorem): Let $\left(X_{n}\right)_{n},\left(Y_{n}\right)_{n}$ and $\left(Z_{n}\right)_{n}$ be three sequences of random variables and $\left(\mathcal{F}_{n}\right)_{n}$ be a sequence of nested sigma-algebras. Suppose that
(a) Each $X_{n}, Y_{n}, Z_{n}$ is non-negative and $\mathcal{F}_{n}$-measurable.
(b) For every $n \in \mathbb{N}$, we have that $\mathbb{E}\left[Y_{n+1} \mid \mathcal{F}_{n}\right] \leq Y_{n}-X_{n}+Z_{n}$.
(c) The series $\sum_{n=0}^{\infty} Z_{n}$ converges.

Then the series $\sum_{n=0}^{\infty} X_{n}$ also converges and there exists some non-negative random variable $Y$, such that $Y_{n} \rightarrow Y$ almost surely.

Theorem B.3.5 (Martingale Convergence Theorem): Let $\left(X_{n}\right)_{n}$ be a sequence of random variables and $\left(\mathcal{F}_{n}\right)_{n}$ be a sequence of nested sigma-algebras. Suppose that
(a) Each $X_{n}$ is $\mathcal{F}_{n}$-measurable.
(b) For every $n \in \mathbb{N}$, we have that $\mathbb{E}\left[X_{n+1} \mid \mathcal{F}_{n}\right]=X_{n}$.
(c) There exists a constant $M>0$ such that $\mathbb{E}\left[\left|X_{n}\right|\right] \leq M$ for every $n \in \mathbb{N}$.

Then $\left(X_{n}\right)_{n}$ converges almost surely to a random variable $X$.

## Additional Topics

## C. 1 Natural density

When trying to compare two infinite subsets of $\mathbb{N}$ we often face the paradox that although one may intuitively seem to be "larger" than the other, they both have the same cardinality. For example, one can consider the sets $A=\mathbb{N}$ and $B=2 \mathbb{N}$. Both $A$ and $B$ are countably infinite, but as one goes through $\mathbb{N}$, encounters elements of $A$ twice as often as elements of $B$. The notion of cardinality is not strong enough to distinguish between these two sets, and for this reason we introduce the concept of the natural density:

Definition C.1.1: Let $J \subseteq \mathbb{N}$. We define its natural density $d(J)$ as

$$
\begin{equation*}
d(J)=\lim _{n \rightarrow \infty} \frac{\# J \cap\{1, \ldots, n\}}{n}, \tag{C.1.1}
\end{equation*}
$$

provided that this limit exists.
The natural density $d$ is not defined for every subset of $\mathbb{N}$ and even if we consider the family of sets $\mathcal{A}$ on which $d$ is well defined, $\mathcal{A}$ is not an algebra [Did13]. However, $d$ exhibits some probability measure-like properties that proved useful during the sequential design of experiments treatment:

Lemma C.1.2: Let denote the natural density on $\mathbb{N}$.
(i) The density of the empty set is equal to zero, and the density of $\mathbb{N}$ is equal to one.
(ii) If $A, B$ are two disjoint subsets of $\mathbb{N}$ for which $d(A)$ and $d(B)$ is well defined, then $d(A \cup B)$ is also well defined and $d(A \cup B)=d(A)+d(B)$.

Proof. The proof of (i) is obvious. For the second part,

$$
\begin{aligned}
d(A \cup B) & =\lim _{n \rightarrow \infty} \frac{\#(A \cup B) \cap\{1, \ldots, n\}}{n} \\
& =\lim _{n \rightarrow \infty} \frac{\# A \cap\{1, \ldots, n\}}{n}+\lim _{n \rightarrow \infty} \frac{\# B \cap\{1, \ldots, n\}}{n} \\
& =d(A)+d(B),
\end{aligned}
$$

which proves the finite additivity of $d$.
Although $d$ is finitely additive, it is not $\sigma$-additive. For example, the disjoint sets $A_{n}=\{n\}$ all have density $d\left(A_{n}\right)=0$, but their union is equal to $\mathbb{N}$, which has density one.
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[^0]:    

[^1]:    

[^2]:    ${ }^{1}$ A function $A: X \rightarrow Y$ between two vector spaces is called affine, when it is the translation of a linear operator. This means that there exist $T: X \rightarrow Y$ linear and $y_{0} \in Y$, such that $A(x)=T(x)+y_{0}$ for every $x \in X$. Equivalently, $A$ is affine if $A\left(\sum_{i=1}^{n} \lambda_{i} x_{i}\right)=\sum_{i=1}^{n} \lambda_{i} A\left(x_{i}\right)$ for every $n \in \mathbb{N}, x_{i} \in X$ and $\lambda_{i} \in \mathbb{R}$ such that $\sum_{i=1}^{n} \lambda_{i}=1$. Linear operators are special cases of affine transformations; this can readily be seen by picking $y_{0}=0$ in the first definition given above, or by observing that for linear operators $T$, the identity $T\left(\sum_{i=1}^{n} \lambda_{i} x_{i}\right)=\sum_{i=1}^{n} \lambda_{i} T\left(x_{i}\right)$ holds for any $n \in \mathbb{N}$ and any choice of $\lambda_{i}$.
    ${ }^{2}$ One could observe here that from the final sum, the constant part of the affine transformation $A_{2}$ appears to be missing. However, by picking $w_{j}=0$ and $\theta_{j}$ such that $\sigma\left(\theta_{j}\right) \neq 0$, we can make sure that the constant function will appear in this last combination, so we can use a linear combination, instead of an affine one, for simplicity.

[^3]:    ${ }^{3}$ Intuitively, one expects that a multilayered network will be at least as good of an aproximator as a single layered one, as long as the additional $A_{i}$ 's and $S_{i}$ 's are chosen properly. For example, if the output of the network is $s(x)=A_{m+1} \ldots A_{3} S_{2} A_{2} S_{1} A_{1} x$, then by using $\sigma(x)=x$ and $A=I$ to define all the additional operators, we have that $A_{m+1} S_{m} A_{m} \ldots A_{3} S_{2}$ is the identity operator, thus our network is able to reproduce the single layered network defined by $A_{2} S_{2} A_{1}$.

[^4]:    ${ }^{4}$ A subset $D \subseteq X$ of a metric space $(X, \rho)$ is dense if $\bar{D}=X$. There are several equivalent reformulations of this definition, the most useful of which is that for every $\varepsilon>0$ and every $x \in X$ there exists some $d \in D$ with $\rho(d, x)<\varepsilon$. In our setting, $\Sigma_{n}(\sigma)$ being dense in $C\left(I_{n}\right)$ means that for every $\varepsilon>0$ and $f \in C\left(I_{n}\right)$, there exists some $g \in \Sigma_{n}$ with $\|f-g\|_{\infty}<\varepsilon$. Simply put, $g$ approximates $f$ well enough.
    ${ }^{5}$ One could be tempted to use the Stone-Weierstrass Theorem to conclude that $\Sigma_{n}(\sigma)$ is dense. Unfortunately, the Stone-Weierstrass Theorem is not applicable here without some modifications. We postpone this discussion until p. 28.

[^5]:    ${ }^{6}$ If $\mu$ was a positive measure, this would be enough to conclude that $\mu \equiv 0$, since $I_{n}$ can be written as the union of two such half-spaces, $I_{n}=H_{w_{0}, \theta_{0}} \cup H_{-w_{0},-\theta_{0}}$ for some arbitrary $w_{0}$ and $\theta_{0}$. However, the measure $\mu$ is signed, so we need a more involved argument to deduce that $\mu$ is zero.
    ${ }^{7}$ Suppose that $T:(X, \mathcal{A}, \mu) \rightarrow(Y, \mathcal{B})$ is a measurable function and $v=\mu T^{-1}$ is the pushforward measure on $Y$ Then for any integrable function $f: Y \rightarrow \mathbb{R}$, the function $f \circ T$ is also integrable and $\int_{Y} f d v=\int_{X} f \circ T d \mu$.

[^6]:    ${ }^{8} \mathrm{~A}$ topological space $(X, \tau)$ is called connected, if it cannot be written as the union of two nonempty open sets. For $A \subseteq X$, we define the boundary of $A$ as, bd $A=\bar{A} \backslash \AA$. In any connected space, every set $\varnothing \neq A \subsetneq X$ has a nonempty boundary. Indeed, if bd $A=\varnothing$, then $A=\bar{A}=\AA$ would be a clopen set, and so would $X \backslash A$. Then, $X=A \cup(X \backslash A)$ with both sets being nonempty and open, a contradiction.
    ${ }^{9}$ Let $P_{1}, \ldots, P_{k}, k \geq 2$, be a partition of the connected space $I_{n}$, and $f$ be a classification function. Pick an $x \in \operatorname{bd} P_{1}$ and two sequences $\left(x_{n}\right)_{n},\left(y_{n}\right)_{n}$ that converge to $x$, the former belonging in $P_{1}$ and the latter in $P_{1}^{c}$. Using the Pigeonhole Principle, we may assume that every element of $\left(y_{n}\right)_{n}$ belongs to the same partition set, say $P_{j}$ for some $j \neq 1$. Then $f\left(x_{n}\right) \rightarrow 1$, whereas $f\left(y_{n}\right) \rightarrow j \neq 1$, so $f$ cannot be continuous.

[^7]:    ${ }^{10}$ Two real numbers $p, q$ with $1 \leq p, q \leq \infty$ are said to be conjugate exponents, if they satisfy the relation $\frac{1}{p}+\frac{1}{q}=1$, where for $p=1$ we have made the convention that $\frac{1}{1}+\frac{1}{\infty}=1$.
    ${ }^{11}$ If $1 \leq p, q \leq \infty$ are conjugate exponents, then $L_{p}(\mu)^{*}$ is isometrically isomorphic to $L_{q}(\mu)$ under the operator $T: L_{p} \rightarrow L_{q}$, defined as $T(g)(f)=\int f g d \mu$ for every $f \in L_{q}$.

[^8]:    ${ }^{12}$ Let $X$ be a topological space. The space of continuous functions on $X$, can be equipped with a multiplication operation "." which is defined pointwise: For every $f, g \in C(X)$ we define $(f \cdot g)(x)=$ $f(x) g(x)$ for every $x \in X$. A subspace $A$ of $C(X)$ is called a subalgebra, if it is closed under the multiplication operation. Namely, for every $f, g \in A$, their product $f \cdot g$ also belongs to $A$.
    ${ }^{13}$ We say that a set $A \subseteq C(X)$ separates the points of $X$, if for every $x \in X$ there exist $f, g \in A$ such that $f(x) \neq g(x)$.
    ${ }^{14}$ The constant function $\mathbf{1}$ is defined as $\mathbf{1}(x)=1$ for every $x \in X$.
    ${ }^{15}$ If $P, Q$ are polynomials that agree on the open interval $I$, then $R=P-Q$ is a polynomial for which $R(x)=0$ for every $x$ in $I$. Since the only polynomial with infinitely many roots is the zero polynomial, we have that $P=Q$.

[^9]:    ${ }^{16}$ Using the exact same argument as Cybenko, one suffices to show that every bounded and nonconstant function is discriminatory (as opposed to the claim that every sigmoidal function is discriminatory which was proved by Cybenko). In order to prove this, Hornik uses tools from Fourier analysis in the same spirit as Cybenko, but quite more involved.
    ${ }^{17}$ Due to the fact that some elements of $C\left(\mathbb{R}^{n}\right)$ are unbounded, the supremum norm does not turn $C\left(\mathbb{R}^{n}\right)$ into a normed space. We therefore equip it with a different topology, the topology of compact convergence. According to it, a sequence of functions $\left(f_{k}\right)_{k}$ in $C\left(\mathbb{R}^{n}\right)$ converges to some $f \in C\left(\mathbb{R}^{n}\right)$ if $\left(f_{k}\right)_{k}$ converges uniformly to $f$ on every compact subset of $\mathbb{R}^{n}$.

[^10]:    ${ }^{18}$ Each $\lambda_{i}$ is a linear functional on $\mathbb{R}^{n}$, and linear functionals on finite dimensional spaces are always continuous.

[^11]:    ${ }^{19}$ Each $s_{n}(x)$ is just the $n$-th Darboux upper sum of the function $\sigma(x-y) \phi(y)$ and, as is well known, $\left(s_{n}(x)\right)_{n}$ converges to its Darboux integral, which coincides with the Riemann integral $\int \sigma(x-y) \phi(y) d y$. Since the convergence holds for every $x \in \mathbb{R}$, we have that $\left(s_{n}\right)_{n}$ converges pointwise to $\sigma * \phi$.
    ${ }^{20}$ With a simple sequential argument, it can easily be shown that each $g_{i}(x)=\max _{y \in \overline{I_{i}}}\{\sigma(x-$ $y) \phi(y)\} \lambda\left(I_{i}\right)$ is continuous, and so is $s_{n}$, being the sum of continuous functions.

[^12]:    ${ }^{21}$ A Fréchet space is a completely metrizable locally convex topological vector space (see Appendix A.4).

[^13]:    ${ }^{22}$ Let $(X, \rho)$ be a complete metric space and $\left(F_{n}\right)_{n}$ be a sequence of closed sets in $X$ with the property that $X=\cup_{n=1}^{\infty} F_{n}$. Then there exists some $n_{0} \in \mathbb{N}$ such that $F_{n_{0}}$ has a nonempty interior.
    ${ }^{23}$ This is a standard fact for normed spaces [Arg04, Proposition 2.3] which remains true for topological vector spaces. The proof is similar, and is based on the fact that every topological vector space contains a neighborhood base at zero, consisting of absorbing sets (see Appendix A. 4 for more details).

[^14]:    ${ }^{24}$ In order to follow the proof, the reader should be familiar with some basic results from Hilbert space theory (see Appendix A.3).

[^15]:    ${ }^{25}$ The projection of the element $f$ to the subspace $F_{n}=\left\langle e_{1}, \ldots, e_{n}\right\rangle$ is equal to $f_{n}=$ $\sum_{i=1}^{n}\left\langle f, e_{i}\right\rangle e_{i}$. Since each $e_{i}$ belongs to $F_{n}$ and $F_{n}$ is also spanned by $\left\{g_{1}, \ldots, g_{n}\right\}$, we can write every $e_{i}$ as a linear combination of $g_{1}, \ldots, g_{n}$, and thus obtain an expression of $f$ involving only the elements $g_{i}$, say $f_{n}=\sum_{i=1}^{n} \beta_{i}^{n} g_{i}$.

[^16]:    ${ }^{26}$ By the linearity of the inner product, $\left\langle e_{n-1}, g\right\rangle=0$ for every $g \in \operatorname{span} \Gamma$, and by its continuity, $\left\langle e_{n-1}, g\right\rangle=0$ for every $g \in \overline{\operatorname{span} \Gamma}=L_{2}$. As a result, $\left\langle e_{n-1}, e_{n-1}\right\rangle=0$, which implies that $e_{n-1}=0$.

[^17]:    ${ }^{1}$ In the relation (3.1.1), $x_{n+1}$ can be rewritten as a convex combination of the elements $x_{n}$ and $a-y_{n}+x_{n}$ when $a_{n} \in[0,1]$ : Specifically, $x_{n+1}=\left(1-a_{n}\right) x_{n}+a_{n}\left(a-y_{n}+x_{n}\right)$. These two elements, $x_{n}$ and $a-y_{n}+x_{n}$, represent the two extreme proposed values for $x_{n+1}$. The former suggests that $x_{n+1}$ should completely ignore the correction term $a-y_{n}$, whereas the latter suggests that $x_{n+1}$ should fully embrace it. The value of $a_{n}$ determines what weight will be given to each of these two suggestions.

[^18]:    ${ }^{2}$ A sequence of random variables ( $X_{n}$ ) is said to converge in probability to $X$, denoted as $X_{n} \xrightarrow{P}$ $X$, if for every $\varepsilon>0, \lim _{n \rightarrow \infty} P\left[\left|X_{n}-X\right| \geq \varepsilon\right]=0$.
    ${ }^{3}$ By the Law of total expectation, if $X$ and $Y$ are random variables, then $\mathbb{E}[X]=\mathbb{E}[\mathbb{E}[X \mid Y]]$ as long as $\mathbb{E}[X]$ exists.

[^19]:    ${ }^{4}$ The sequence $\left(b_{n}\right)_{n}$ has a subsequence that converges to zero. Otherwise, there would exist some constant $M>0$ such that $b_{n} \geq M$ for every $n$, which would force the sum $\sum_{n=1}^{\infty} a_{n} k_{n} b_{n} \geq$ $M \sum_{n=1}^{\infty} a_{n} k_{n}=+\infty$ to diverge. As $\left(b_{n}\right)_{n}$ converges to $b$ and has a null convergent subsequence, it has to be that $b=0$.
    ${ }^{5}$ For every $\varepsilon>0$, we have that $P\left[\left|x_{n}-\theta\right| \geq \varepsilon\right] \leq \frac{\left\|x_{n}-\theta\right\|_{2}^{2}}{\varepsilon^{2}}=\frac{b_{n}}{\varepsilon^{2}} \rightarrow 0$ as $n \rightarrow \infty$.

[^20]:    ${ }^{6}$ One can easily confirm that $x_{n}-\theta=x_{1}-\theta+\sum_{i=1}^{n-1} a_{i}\left(a-y_{i}\right)$. As we have already shown in the proof of the previous Lemma, $|a-Y| \leq C+|a|$ a.e., so $\left|x_{n}-\theta\right| \leq\left|x_{1}-\theta\right|+(C+|a|) \sum_{i=1}^{\infty} a_{i}=A_{n}$ with probability one.
    ${ }^{7}$ Such a $n_{1}$ always exists, as the series $\sum_{n=1}^{\infty} a_{n}$ diverges.

[^21]:    ${ }^{8}$ We have that $A_{n} \rightarrow \infty$, so there exists some $n_{0} \in \mathbb{N}$ with $A_{n} \geq \delta$ for every $n \geq n_{0}$. We set $\delta_{1}=$ $\min \left\{\delta, A_{1}, \ldots, A_{n_{0}-1}\right\}$. Then for every $x \in\left(\theta-\delta_{1}, \theta+\delta_{1}\right)$, relation (3.1.8) holds and, additionally, $\max \left\{\delta, A_{n}\right\}=A_{n}$ for every $n \in \mathbb{N}$.

[^22]:    ${ }^{9}$ For $\gamma=0$ the sequence $\left(x_{n}\right)_{n}$ is convergent, but it is also constant and equal to $x_{0}$, so it is not worth considering.

[^23]:    ${ }^{10}$ More generally, let $\xi:[0,1] \rightarrow \mathbb{R}$ be a continuous function with $\xi(x)>0$ for every $x \in[0,1]$. Then $\|\cdot\|_{\xi}$ defined as $\|f\|_{\xi}=\sup _{x \in[0,1]} \frac{|f(x)|}{\xi(x)}$ induces a norm on $C[0,1]$ which is equivalent to its usual supremum norm.

[^24]:    ${ }^{11}$ On the other hand, none of the $\ell_{p}$ norms for $1<p<\infty$ are isometrically isomorphic to any weighted supremum norm. This can easily be seen by examining the shape of the unit sphere under the various norms. In addition, and only for $N=2$, the space $\left(\mathbb{R}^{2},\|\cdot\|_{1}\right)$ is isometrically isomorphic to the usual supremum norm, thus to any weighted supremum norm as well.
    ${ }^{12}$ This is a consequence of Banach's fixed point theorem (see the discussion in the beginning of this section and Theorem 3.2.2).

[^25]:    ${ }^{13}$ The last statement means that for every $r \in \mathbb{R}^{N}$ for which there exists some subsequence of $\left(r_{n}\right)_{n}$ that converges to it (that is, $r$ is a limit point of the sequence $\left.\left(r_{n}\right)_{n}\right)$, we have that $\nabla f(r)=0$. Notice, however, that the Proposition does not guarantee the existence of any limit points of $\left(r_{n}\right)_{n}$ to begin with.

[^26]:    ${ }^{14}$ Otherwise there would exist some $\varepsilon>0$ and $n_{2} \in \mathbb{N}$ such that $\left\|\nabla f\left(r_{n}\right)\right\| \geq \varepsilon$ for every $n \geq n_{2}$, which would in turn force the series $\sum_{n=1}^{\infty} \gamma_{n}\left\|\nabla f\left(r_{n}\right)\right\|^{2} \geq \varepsilon \sum_{n=n_{2}}^{\infty} \gamma_{n}=+\infty$ to diverge.

[^27]:    ${ }^{15}$ As was proven in Remark 3.2.8.

[^28]:    ${ }^{16}$ For almost every $\omega$, there exists an $M_{\omega}>0$ with the property that $\left\|r_{n}(\omega)\right\|_{\infty} \leq M_{\omega}$ for all $n$. Then the inequality holds for $\lambda(\omega)=M_{\omega}+\left\|r^{*}\right\|_{\infty}$.

[^29]:    ${ }^{17}$ By taking products in the elementary inequality $1-x \leq e^{-x}$, we have that $\prod_{t=n_{k}}^{\infty}\left(1-\gamma_{t}(i)\right) \leq$ $e^{-\sum_{t=n_{k}}^{\infty} \gamma_{t}(i)}=0$, for every $i=1, \ldots, N$. So for every $i$ there exists some $\tilde{n}_{i}$ with the property that $\prod_{t=n_{k}}^{n}\left(1-\gamma_{t}(i)\right) \leq \frac{1}{4}$ for every $n \geq \tilde{n}_{i}$. Set $\tilde{n}=\max _{i}\left\{\tilde{n}_{i}\right\}$.
    ${ }^{18}$ Pick an $\bar{n} \in \mathbb{N}$ such that $W_{n, n_{k}} \leq \delta_{k}$ for every $n \geq \bar{n}$. This is possible due to the a.s. convergence of $\left(W_{n, n_{k}}\right)_{n}$. To find a common index, just set $n_{k}^{\prime}=\max \left\{n_{k}, \tilde{n}, \bar{n}\right\}$.

[^30]:    ${ }^{19}$ Often called greedy or myopic strategy.

[^31]:    ${ }^{20}$ See also the discussion that follows Definition 3.2.3 for more details on these norms.

[^32]:    ${ }^{21}$ Note also that since all the stationary policies are proper, the process will reach the terminal state $i=0$ at some point with probability one, no matter what policy the player chooses. So $J_{\mu}$ will always be finite.

[^33]:    ${ }^{22}$ Also for all stationary policies $\mu$ and states $i$, we have that $\sum_{j=1}^{n} p_{i j}(\mu(i)) \xi_{j} \leq \xi_{i}-1 \leq \beta \xi_{i}$, so the "in particular" part of the proposition has been established.

[^34]:    ${ }^{1}$ Let $\left(a_{n}^{1}\right)_{n}, \ldots,\left(a_{n}^{N}\right)_{n}$ be $N$ sequences and $J_{1}, \ldots, J_{N}$ a partition of $\mathbb{N}$ such that each $J_{i}$ is an infinite set. We define the merge of them over the partition $\left\{J_{1}, \ldots, J_{N}\right\}$ as the sequence $\left(c_{n}\right)_{n}$ with the property that $\left(c_{n}\right)_{n \in J_{i}}=\left(a_{n}^{i}\right)_{n}$ for every $i=1, \ldots, N$.
    ${ }^{2}$ See Lemma C.1.2 for the reason why $d$ satisfies this measure-like property.
    ${ }^{3}$ The set $I_{A}(\omega)$ contains $J_{A}$ and possibly some values of $n$ for $n \leq n_{\omega}$. Consequently, it is contained in the union of two sets, $I_{A}(\omega) \subseteq J_{A} \cup\left\{1, \ldots, n_{\omega}\right\}$, both of which have zero density, the former by our assumption and the latter being finite. By Lemma C.1.2, it follows that $I_{A}(\omega)$ has zero density as well.

[^35]:    ${ }^{4}$ It is known from Probability Theory, that when a sequence of random variables $\left(X_{n}\right)_{n}$ converges in $L_{1}$ to some random variable $X$, then it converges to it in probability. However, in general, the converse does not hold, so in order to show that the converse holds for $\left(S_{n} / n\right)_{n}$, we will have to rely on some specific strong properties of it, namely its uniform integrability (see Appendix B.2).

[^36]:    ${ }^{5}$ A glance at (4.3.2) reveals that $I$ need not be symmetric, but even if we consider its "symmetrization" $I^{\prime}(Q, P)=\frac{1}{2}(I(Q, P)+I(P, Q))$, which makes sense when both $P$ and $Q$ are absolutely continuous with respect to each other, then $I^{\prime}$ may still fail the triangle inequality.

[^37]:    ${ }^{6}$ We use the symbol $a_{n} \downarrow a$ to denote a sequence of real numbers $\left(a_{n}\right)_{n}$ which is nonincreasing and convergent to $a$.

[^38]:    ${ }^{7}$ However, not every dense in itself set satisfies (4.3.6); for example $A=[0,1]$.

[^39]:    ${ }^{8}$ One can easily verify that there always exists such $c, \delta$ and $k$.

[^40]:    ${ }^{9}$ The actual the upper bound formula that was given by Auer et al. was $\bar{x}_{j, n_{j}}+\sqrt{\frac{2 \ln n}{n_{j}}}$, but we will use this slight modification [Mun14] as it leads to a better logarithmic bound (6/ $\Delta_{j}^{2}$ compared to $8 / \Delta_{j}^{2}$ of the original one). However, both of them are larger than the Lai-Robbins constant.

[^41]:    ${ }^{10}$ When (iii) is true, it has to be that $T_{k}(t-1) \leq \frac{6 \ln t}{\Delta_{k}^{2}}$.

[^42]:    ${ }^{1}$ The term bounded comes from the property that a linear functional $f$ is continuous if and only if $|f(x)| \leq M\|x\|$ for some $M>0$ for every $x \in X$. Clearly, nontrivial linear functionals can never be bounded in the usual sense, since their image is the whole real line $f(X)=\mathbb{R}$, however the term bounded has prevailed due to the aforementioned property.
    ${ }^{2}$ In cardinality terms, $X^{*}$ contains at least as many elements as $X$ [KS16]. This is equivalent to the fact that $\operatorname{dim} X^{*} \geq \operatorname{dim} X$.

[^43]:    ${ }^{3}$ Things get more complicated if one asks whether the inner product is a uniformly continuous function. In this case, the answer depends on which product metric has been used and, not surprisingly, for every inner product space $(X,\langle\cdot, \cdot\rangle)$, there always exist two distinct, but equivalent, product metrics on $X \times X$, such that $\langle\cdot, \cdot\rangle$ is uniformly continuous with respect to one but not with respect to the other.
    ${ }^{4}$ As a matter of fact, inner product spaces not only have property (A.3.2), but are completely characterized by it, in the sense that a norm is induced by an inner product, if and only if it satisfies the Parallelogram Law. In order to prove the converse direction, one considers a norm $\|\cdot\|$ which satisfies the Parallelogram Law, and defines a function $\phi: X \times X \rightarrow \mathbb{R}$ as $\phi(x, y)=\frac{1}{4}\left(\|x+y\|^{2}-\| x-\right.$ $y \|^{2}$ ). With some moderate effort, one can show that $\phi$ is an inner product which induces $\|\cdot\|$.

[^44]:    ${ }^{5}$ In a certain sense, $\ell_{2}$ is the only Hilbert space as every Hilbert space $H$ is isometrically isomorphic to $\ell_{2}(\kappa)$ for some set $\kappa$ of cardinality equal to the Hilbert dimension of $H$. By the term Hilbert dimension we mean the cardinality of the smallest orthonormal basis of $H$.
    ${ }^{6}$ For any $p \neq 2$, one can easily find $x, y \in \ell_{p}$ for which the Parallelogram Law fails to hold.

[^45]:    ${ }^{7}$ As an example, one can take $X=(0,1) \cup\{2\}$ equipped with the metric induced by the usual metric in $\mathbb{R}$. Then $F=(0,1)$ is a closed set in $X$, the distance between 2 and $F$ is equal to one, yet it is not attained.

[^46]:    ${ }^{8} \mathrm{~A}$ topological space ( $X, \tau$ ) is said to be a Hausdorff space, or to satisfy the $T_{2}$ axiom, if for every $x, y \in X$ with $x \neq y$, there exist two disjoint open sets $U_{x}$ and $U_{y}$, such that $x \in U_{x}$ and $y \in U_{y}$.
    ${ }^{9}$ A topological space $(X, \tau)$ is called completely metrizable, if there exists some metric $\rho$ on $X$, such that ( $X, \rho$ ) is a complete metric space and $\rho$ induces the topology $\tau$ on $X$.

[^47]:    ${ }^{1}$ The inequality $\left|\sigma\left(X_{n}\right)-\sigma\left(X_{m}\right)\right| \leq \sigma\left(X_{n}-X_{m}\right)$ implies that $\left(\sigma\left(X_{n}\right)\right)_{n}$ is Cauchy, thus bounded.

