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ABSTRACT

E-voting systems are a powerful technology for improving democracy by reducing election
cost, increasing voter participation, and even allowing voters to directly verify the entire
election procedure. Unfortunately, prior internet voting systems have single points of fail-
ure, which may result in the compromise of availability, voter secrecy, or integrity of the
election results.

In this thesis, we consider increasing the fault-tolerance of voting systems by introducing
distributed components. This is non-trivial as, besides integrity and availability, voting
requires safeguarding confidentiality as well, against a malicious adversary. We focus
on the vote collection phase of the voting system, which is a crucial part of the election
process.

We use the DEMOS state-of-the-art but centralized voting system as the basis for our
study. This system uses vote codes to represent voters’ choices, an Election Authority to
setup the election and handle vote collection and result production, and a Bulletin Board for
storing the election transcript for the long-term. We extract the vote collection mechanism
from the centralized Election Authority component of the original DEMOS system, and
replace it with a distributed system that handles vote collection in a Byzantine fault-tolerant
manner. In this thesis, we present the design, security analysis, prototype implementation
and experimental evaluation of this vote collection component.

We present two versions of this component: one completely asynchronous and one with
minimal timing assumptions but better performance. Both versions provide immediate
assurance to the voter her vote was recorded as cast, without requiring cryptographic
operations on behalf of the voter. This way, a voter may cast her vote using an untrusted
computer or network, and still be assured her vote was recorded as cast. For example,
she may vote via a public web terminal, or by sending an SMS from a mobile phone. Even
in these cases, voter’s privacy is still preserved.

We provide a model and security analysis of the systems we present. We implement
prototypes of the complete systems, we measure their performance experimentally, and
we demonstrate their ability to handle large-scale elections. Finally, we demonstrate the
performance trade-offs between the two versions of the system.

We consider the vote collection components we introduce are applicable to any voting
system that uses the code-voting technique.

SUBJECT AREA: Distributed Systems

KEYWORDS: Byzantine Fault-tolerance, voting system, vote collection






NEPIAHWH

Ta ouoTuata dlaxeipiong EKAOYWV gival hia SUVANIKK TEXVOAOYIQ TTOU ETTITPETTEI TNV BEATI-
won TG dNPOKPATIKAG dIadIKaoiag JEoW TNG PEIWONG Tou KOOTOUG UAOTTOINONG EKAOYWYV,
TNG AUENONG TNG CUMMETOXNS TWV WNPOPOPWYV KAl TNG AUECOTNTAG TTAPAYWYAS ATTOTEAE-
opaTtwy. Emiong, divouv Tnv duvaTtdtnTa 0TOUS YnPoPOpOoug va eTTIRERAIWCOUV AUECT TNV
opOn Asitoupyia oAOKANPNG TNG €KAOYIKNG dladikaciag. AuoTuXwg, Ta UTTAPXOVTa TETOIO
OUOTAMOTA €ival OXEDIOOUEVA PE KEVTPIKA OUCTATIKA, T OTTOIA KAl ATTOTEAOUV HOVAdIKA
onueia atrotuyiag. Auto uTTopei va odnynoel oTnv atTwAEIa dI0BecIUOTNTAG, EUTTIOTEUTI-
KOTNTAG, KABWG Kal TNG aKEPAIOTNTAG TOU EKAOYIKOU ATTOTEAECUATOG.

2¢€ auTA Tn d1aTpIRR e€eTddouue TNV eI0aywyr) avoxng AaBwyv ota eKAoyIK& cuoTAuaTa, Jé-
Ow TNG €1I0QYWYNS KATAVEPNUEVWY OUCTATIKWY. AUTO €ival TTEPITTAOKO YIOTI, EKTOG ATTO
TNV akepaidTNTa Kal O1a0e01udTNTA, 0€ £va eKAOYIKO oUOTNPA €ival onuavTikd va dlagu-
AaxOBei Kal n eUTTIOTEUTIKOTNTA, ATTEVAVTI OE £vav KAakOBouAo avtitraho. EoTidloupe otnv
@Aaon ocUANOYAG WRewyV Tou EKAOYIKOU OUCTAUATOG, N OTToia €ival éva KPioIuo TUANA TNG
€KAOYIKAG d1adIKaOiag.

XPNOIYOTTOIOUUE TO OUYXPOVO AAAG KEVTPIKOTTOINUEVO GUCTNUA DIAXEIPIONG EKAOYWV
DEMOS ocav Bdaon yia Tnv JEAETN HaG. AuTO TO oUCTNUA XPNOIUOTTIOIEI KWOIKOUG TTOU AVTI-
OTOIXOUV OTIG OUVATEG ETTIAOYEG TWV YNPOPOpwY, pia Apxr) EKAoywv n otroia apXIKOTTOIE
TIG €KAOYEG, OUAAEYEI TIG WHQPOUG Kal TTapAyEl TO atroTéAeopa, Kal évav lMivaka Avakol-
VWOEWV YIa TNV dIaTAPNON TwV OTOIXEIWV TWV EKAOYWV PakpoTTpodBeopa. EEdyoupue Tov
pMNxavioud cuAAoyAG WAQwY atrd Tnv Kevipikotroinuévn Apxr EkKAoywv Tou apxikou ou-
otiuatog DEMOS, kal Tov avTIKaBIoTOUPE PE Eva KATAVEUNPEVO oUOTNUA TTOU XEIpideTal
TNV cUAAOYHA WROWV Pe avoxr o€ Addn BuldavTivou TUTToU. Z€ auTh T d1aTpIpr], TTapoucid-
(oupe Tov oXEBIAONO, avaAuon ao@AAEIag, TNV avaTTTuén Kal agloAdynon TnG TTPWTOTUTING
UAOTTOINONG AUTOU TOU KATAVEUNKEVOU CUCTATIKOU GUANOYNG WHOWV.

Mapouaoidloupe dUO €KOOOEIG QUTOU TOU CUCTATIKOU: Mia TTANPWG acuyXpovn Kal hia he
ENAXIOTEG UTTOBETEIG OUYXPOVIOUOU aAAG KaAUTepn atrédoor. Kai o1 U0 ekdOOEIG TTapE-
XOuV aueon emReRaiwon otV Yneoeopo OT1 N WHPOS TG KATaXwPnNonke OTTwe UTTORAN-
OnKe, XWpPIig va atraITouvTal KPUTITOYPAPIKES AEITOUPYiEG ATTO TNV TTAEUPA TG YNPOPOPOU.
Me auTdv ToV TPOTTO, N YNPOPOPOG UTTOPEI va OTEIAEI TNV WAHPO TNG XPNOIUOTTOIWVTAG Evav
MN ac@aAf uttoAoyIoTA 1} BiKTUO, KAl va cuvexioel va gival eEac@aliopévn 6T N YRPog TnG
KaTaxwpnonke owoTd. MNa mapddeiyua, YTTOPEI va wn@ioel XpnoIUOTTOIWVTAG évav Onuo-
010 UTTOAOYIOTH], } OTEAVOVTOG €va OUVTOUO HAVUMA HECW KIVATOU TNAEQWVOU. AKOUN Kal
O€ QUTEG TIG TTEPITITWOEIG, N EMTTIOTEUTIKOTATA TNG WAPOU dIATNPEITAI OTO AKEPAIO.

Aivoupe éva povTéAo Kal dia avaAuon ac@AAEIag yia To CUCTAPATA TTOU TTAPOUCIAOULE.
YAOTTOI0UHE TIPWTOTUTTA ATTO TA TTAPN CUCTAPOTA, HETPAUE TNV ATTOd00T] TOUG TTEIPANOTI-
KA, KAl ETTIOEIKVUOUUE TNV IKAVOTNTA TOUG va XEIpifovTal EKAOYEG peydAou peyéBoug. TEAOG,
TTAPOUCIAOUE TIG DIAPOPES ATTOd00NG AVANETA OTIG dUO €KDOOEIG TOU CUOTHHATOG.



OewpOoUpE OTI T CUCTATIKA CUANOYAS WAPWY TTOU TTAPOUCIAloupE o€ auTh Tn dIaTpIPn
MTTOPOUV va BPOuV EQapUOoyr 0€ OTTOIOBNTTOTE CUCTNMA dIAXEIPIONG EKAOYWY TTOU OTNPI-
CeTaI OTNV TEXVIKA TNG EKTTPOCWTTNONG TWV ETTIAOYWYV OTA WNPOBIEATIA PE KWOIKOUG.

OEMATIKH NEPIOXH: Kataveunuéva ZuoTriuarta

AEZEIZ KAEIAIA: Avoxry BuZavTiviov AaBwyv, cuoTApaTta diaxeipiong EKAoywv, GUAAOYN
Ynowv



2YNONTIKH NMNAPOYZIAZH THZ AIAAKTOPIKHZ AIATPIBHZ

1.1. Eicaywyn otn diatpifn

Ta cuoTAuaTta dlaxeipiong EKAOYWV gival hia SUVANIKK TEXVOAOYIQ TTOU ETTITPETTEI TNV BEATI-
waon NG ONPOKPATIKNG O1adIKACIag HEOW TNG MEIWONG TOU KOOTOUG UAOTTOINONG EKAOYWV,
TNG AUENONG TNG CUMMETOXNS TWV WNPOPOPWYV KAl TNG APETOTNTAG TTAPAYWYAS ATTOTEAE-
oudatwy. Etriong, divouv TV duvaTtoTNTa 0TOUS WNPOPOPOUGS VA ETTIRERAILVOOUV APECA TV
opBn Asitoupyia oAOKANPENG TNG €kKAOYIKAG dladIkaoiag. AuoTuxwg, Ta UTTAPXOVTA TETOIO
OUOTAMOTA €ival OXEDIOOUEVA PE KEVTPIKA OUCTATIKA, T OTTOIA KAl ATTOTEAOUV HOVAdIKA
onueia atrotuxiag. Auto utropei va odnynoel oTnv attwAEIa dI0BeCIUOTNTAG, EUTTIOTEUTI-
KOTNTAG, KABWG Kal TNG aKEPAIOTNTAG TOU EKAOYIKOU ATTOTEAECUATOG.

2 auTA TN d1aTpIRR e€eTdlouue TNV eI0caywyr) avoxng AaBwv ota eKAOyIK& cuoTAuATA, UE-
OWw TNG EI0QYWYNAG KATAVEUNUEVWY oUOTaTIKWY. AUTO gival TTEPITTAOKO yIaTi, EKTOG ATTO
TNV akepaidTnTa Kal O1a0e01udTNTA, 0€ £va eKAOYIKO oUOTNPA gival onuavTikd va dlagu-
AaxOei Kal n eUTTIOTEUTIKOTNTA, ATTEVAVTI O€ £vav KakOBouAo avtitralo. EoTidloupe otnv
@paon oUuAoyNG WNQwv Tou EKAOYIKOU CUCTAMUATOG, N OTToia €ival éva KPIioIYo TUAKA TNG
€KAOYIKAG d1adIKaOIaG.

XPNOIYOTTOIOUUE TO OUYXPOVO AAAG KEVTPIKOTTOINUEVO GUCTNUA DIAXEIPIONG EKAOYWV
DEMOS ocav Bdaon yia Tnv JEAETN JaG. AuTO TO oUCTNUA XPNOIUOTTIOIEI KWOIKOUG TTOU AVTI-
OTOIXOUV OTIG OUVATEG ETTIAOYEG TWV YNPOPOpwY, pia Apxr) EKAoywv n otroia apXIKOTTOIE
TIG €KAOYEG, OUAAEYEI TIG WHQPOUG Kal TTapAyel TO atroTéAeopa, kal évav lMivaka Avakol-
VWOEWV YIa TNV dIaTAPNON TwV OTOIXEIWV TWV EKAOYWV PakpoTTpodBeopa. EEdyoupue Tov
MNXavioud cuAAoyAG WAQwY atrd Tnv KevTpikotroinuévn Apxr EKAoywv Tou apxikou ou-
otiuatog DEMOS, kal Tov avTikaBioToUle Pe Eva KaTaveunuEVo oUoTnPA TTOU XEIpiZeTal
TNV oUA\oYN YNQwV Pe avoxr oe AaBn BulavTivou TUTTou.

2€ autn TN dIaTPIPr, TTOPOUCIAZOUNE TOV OXEDIAOUO, avaAucn ac@AAEIag, TNV avaTTuén
Kal agloAdynon NG TTPWTOTUTING UAOTTOINONG aUTOU TOU KATAVEUNUEVOU CUOTATIKOU GUA-
Aoyng Ynewv.

Mapouaoidloupe dUO €KBOOEIC AQUTOU TOU CUCTATIKOU: Mia TTANPWG aouyxpovn Kal Wia Je
ENAXIOTEG UTTOBECEIC OUYXPOVIOUOU OAAG KaAUTEPN atrodoon. Kal ol U0 €KOOOEIG TTaPE-
XOUV GuEon eTTIRERAiWaN oTOV YNPOPOPO OTI N WHPOG TOU KATAXWPNONKE OTTWG UTTORAN-
OnKe, XWPIig va atTaITouvTal KQUTTTOYPAPIKEG AEITOUPYIEG aTTO TNV TTAEUPA TOU YNPOPOPOU.
Me auTtov ToV TPOTTO, O WNPOPOPOG ITTOPEI VA OTEIAEI TNV WHPO TOU XPNOIUOTIOIVTAG EVAV
MN ac@aAf uttoAoyioTA 1} SikTuo, Kal va cuvexioel va gival eEac@aliouévog OTI n WAPOS
TOU KaTaxwpnonke cwoTtd. MNa Tapdadelyua, JTTOPEi va Wneioel XpnoIJOTIoIWVTAG évav On-
MOOI10 UTTOAOYIOTH, | OTEAVOVTAG £va OUVTONO PAVUPA HECW KIVTOU TNAEQWVOU. AKOuN
KOl O€ QUTEG TIG TTEPITITWOEIG, N EUTTIOTEUTIKOTNTA TNG WHPOU dIATNEEITAI OTO AKEPAIO.

2UVOAIKA, o€ auTtr} Tn d1aTpIBA yivovTal o1 €£G OUVEICQPOPEG:



* Elodyetal €va KATtavePnUéVo TTPWTOKOAANO GUANOYAC WAQWY, TTOU ATTAITEI £va Kal
MOVO OnUEIo CUYXPOVIOUOU YIa VO KOTAANEEI O€ CUPQWVIA.

* BeATiwwvoupe autd 1O TTPWTOKOAAO KAVOVTAG TO TTANPWS acuyxpovo. Kal oTig duo
TTEPITITWOEIG TTAVTWG, Ol YNPOPOPOI UTTOpoUV va ival BERaiol OTI N Yrneog Tous Ba
KATAPETPNOEI CWOTA XWPIG va aTTAITEITAI VA XPNOIKMOTIOINOOUV EUTTIOTEG CUOKEUEG 1
dikTUQ.

* MNapouocidloupe pia avaAuon ac@AAEIOG TwWV dUO TTPWTOKOAAWYV, ATTODEIKVUOVTAG TIG
1I010TNTEG akePaIOTNTAG (Safety) kal TTpoddou (liveness) Toug.

* YAOTTOIOUUE TTPWTOTUTTEG EKOOOEIG TWV CUCTNUATWY TTOU TTOPOUCIAJOUNE, NETPAME
EPYAOTNPIAKA TNV ATTOS0CT TOUG, Kal ETTIBERAIWVOUUE TNV duVATOTNTA TOUG VA dIaXEl-
PIOTOUV €KAOYEG PEYAANG KAIMOKAG. TEAOG, TTapouciAlouue TIG dIAPOPES ATTOdOONG
AvANETA OTIG BUO €KOOOEIG TOU OUCTANATOG.

Oewpoupe OTI Ta CUCTATIKA GUANOYNG WHQWV TTOU TTapouaidloupe o€ autr Tn diaTpifn
MTTOPOUV VA BPOUV EQApOoyr O€ OTTOIOONTTOTE CUCTNUA dIaXEIPIONG EKAOYWV TTOU OTNPI-
CETAI OTNV TEXVIKN TNG EKTTPOCWTTNONG TWV ETTIAOYWYV OTA WNPOJEATIA PIE KWOIKOUG.

1.2. Z0vTOouN TTEPIYPOAPN TOU UTTAPXOVTOG ocuoThpatog DEMOS

To ouotnua DEMOS civail éva ouyxpovo ouoTnua dlaxeipiong EKAOYwWYV, TO OTTOIO TTAPEXEI
empBeRaiwoiudTNTa atrod Akpn o€ akpn (end-to-end verifiability), emTpéTovrag o€ oTTrolov-
ONTTOTE Va ETTIRERBAILLOEI TNV OWOTA TOU AEITOUPYIa TTPOG TNV TTAPAYWYN TOU ATTOTEAECUA-
TOG. 270 OUCTNUA aUTO O YNPOPOPOGS UTTOPEI va ETTIAEEEI 1 aTTO m €TTIAOYEG, KAl va WNQioEl
uTTOBAAANOVTAG TOV KWOIKO TTOU avTIoTOIXEI OTAV €TTIAOYR Tou. Kd&Be wn@odéATIo £xel dUO
AEITOUPYIKG 100dUVOUA TUAKATA, KAl O YnQOPOPOGS ETTIAEYEI KAl XPNOIMOTIOIET TUXaia Eva
atrd Ta duo. KdbBe éva turiua mepIAauBavel oAOKANPN TNV AioTa pe TIG idIEG m €TTIAOYEG
Kal SIaQOPETIKOUG aVTIOTOIXOUG KwdIKoUG. To cuotnua DEMOS trepidapBaver pia Apxn
ExAoywv (AE), n otroia mTpoeToIludlel Ta WYNPOBEATIA, CUAAEYEI TIG WAPOUG, Kal TTAPAYEI
10 atmmotéAeopa. Emiong mepidaupavel éva lMNivaka Avakoivwoewy OTOV OTT0I0 avapTwVTal
OAd Ta OTOIXEIA TWV EKAOYWYV, QUOIKA PE TPOTTO TTOU Oev TTapafIAlel TNV IDIWTIKOTNTA TNG

yneou.
To cuoTnua DEMOS éxel Ta €€1G PEIOVEKTAUATA:

* H AE kai o lNivakag Avaokoivwoewyv gival govadikd onueia atrotuxiog (TrpofAnua
d100£01uOTNTAG).

» Kartd tnv ouAdoyrh wnoewyv, n AE TTePIEXEI KPUPO TTEPIEXOUEVO TO OTTOIO, AV ATTOKA-
AUQOEi, uTTOPEi Va ETTITPEWEI OTOV ETTITIOEPEVO EITE VO WN@IOEI QVTi YO TOUG WNPoYo-
pOUG, &iTe va PABEI TTWG AuUToi Yr@ioav.

* Kard tnv didpkeia 1nG auAhoyng wRewy, ol yneo@opol dev ecac@alifovtal OTi n
WAPOG TOUG KATaXwPRONKE CWoTA.



2.€ auTr TNV d1IaTPIRN €0TIALOUKE OTNV AvoXH) OTToIoudNTTOTE AGBOUG OTNV GUAAOYA WHROWV,
d1aTNPWVTAG TTAPAAANAA TIG UTTOAOITTEG IBIOTNTEG TOU CUCTANATOG EKAOYWV.

2. ETioTnpoviké utréfabpo

270 KEQPAAQIO AUTO TTaPOoUCIAdovTal YIa OEIPA OPICHWY KOl YVWong ammapaitnTng yia TNV
KOTavonon Twv UTTOAOITTWV KEQAAQiWV. ZUYKEKPIPEVA, TTapouoiddovTal ol TOUUNTEG I-
B16TNTEG ETIRERBAIWOINOTNTAG, IDIWTIKOTNTAG KAl AVOXNS AABWYV TwV CUCTNPATWY EKAOYWV
. Etriong, opidovtal auotnpd Ta oUyXpPOVa Kal acUyXpova CUCTAHATA, Kal Ta TTPpoBAAuaTa
NG BulavTivou TUTTOU cupwviag (Byzantine Agrement), Bu{avTivou TUTTOU ouvaiveong
(Byzantine Consensus), kai Tng d1adpacTikAg ouvétrelag (Interactive Consistency), ato
TNV BIBAIoypagia Twv KaTtavepnuévwy ZUoTNPATWY. ZTn OUVEXEIA TTapouaidalovTtal, atrd
TNV BIBAIoypagia Tng KpuTrToypa@iag, ol TTpooBETIKA ououop@IkEG deaueUoelg (additively
homomorphic commitments), kai o1 amodeigeig undevikAg yvwaong (Zero-knowledge Proofs).
TéNog, TTapouaialeTal oTnv TTANPOTNTA TOU TO TTAPWG KATAVEUNPEVO OUCTNUA EKAOYWYV D-
DEMOS, £101 woTe 0 avayvwaoTng va Ol To ETTIBUPNTO ATTOTEAECUA OTO CUVOAOG Tou. Na
ONMEIWOOUNE €BW OTI T UTTOOUCTAPATA CUAAOYNG WHPWV TTOU TTAPOUCIAoVTal O€ aUTh
TN d1atpIBr amroteAouv TuApaTa Tou D-DEMOS.

3. Mepiypa@n ZucTAHATOG

270 KEQAAQIO auTO, apXIKA opideTal TO HOVTEAO TOU CUCTAMATOG. YTTOBETOUUE éva TTANPWG
ouvoedeuEVo BiKTUO, OTTOU PNvUuATa PTTOpoUV va xabouv, va eTavaAngebouy, 1 va Tra-
padobouv ekTOG oeIpds. Ouwg uttoBEéToupEe OTI TO BikTUO TEAIKA TTapadidel KABE privuua,
€EQPOOOV O ATTOOTOAEAG OUVEXWG EavaTTPOOTIABE! va TO atTooTEIAEl. Agv UTTOBETOUE TITTOTA
OXETIKA PE TNV TaXUTNTA TWV ETTECEPYACTWY TWV KOUPWV. YTTOBETOUPE OUWG OTI TO POAS-
YIO TWV KOUBWV Eival CUYXPOVIOPEVA OPKETA KOVTA OTAV TTPAYUATIKN WPA, £T01 WOTE vad
MTTOPOUNE Va TNPHOOUUE Ta OpIa apxNS Kal TEAOUG WNPOYopiag TTou BETOUV 01 EKAOYIKEG
apXEG. ZTOXEUOUME OoTnV avoxr AaBwv BulavTivou TUTTOU yIaTi avauévoupue To oUOTRPA
VO EYKATAOTOOEI 0€ KOUPBOUG HE DIOPOPETIKOUG DIAXEIPIOTEG, KAl BEAOUNE TO cUCTNUA VA
avexOei avBpwTTiva AGBn, OTTWG N KAOTIH oToIXEiWV TTPOoRacns. TEAoG, uttToBETOoUNE OTI O
QVTITTOAOG OEV UTTOPEI VO TTAPARIACEI TNV AOPAAEIN TWV KPUTTTOYPAQPIKWY EPYAAEIWV TTOU
XPNOIMOTTOIOUE.

2T OUVEXEIQ €I0AYOUNE TO uTtToouoTnua ZuAloyng WnRowv (ZW), o otroio amaAAdooel
TNV AE a1t TNV opwvupn diadikaaia kal Tnv avaAauBavel autd. BeATiwvoupe Aoimmov tnv
AE €101 woTe va TTapdyel, EKTOG a1t ToV KWOIKO TTou avTioToixei o€ KaBe emmihoyn (KE),
Kal €va Tuxaio apiBud mmou Ba atroteAéoel TNV "atrddEeIgn” KaTaypa®ng TNG wrngou. ‘ETol, n
AE, apxikoTtrolei Toug kouBoug W e kputrtoypagnuévoug Toug KE (o€ OEOUEUTIKA Hop-
@n - committed form), kai Ye TUAPATA TNG ATTOBEIENG, XPNOILOTTOIWVTAG IO TTPOCEYYION
empBepaiwaiyou poipdouartog puoTikwy (Verifiable Secret Sharing). Me autév Tov 1pdTTO,
Kavévag kOuPog ZW dev ptropei va atmokaAuyel Toug KE, oUTe Kal JEJOVWHEVA VA TTAPEXEI

TNV ATTOBEIEN KATAYPAPNS WrPou.



To ovoTtnua ZW cival katavepnuévo, atroTeAEiTal atro NV, KOUBOUG, Kal avEXETal JEXPI KAl
fo 0@aApaTa, émou f, < N,/3. O1 KOuPoI £€xouv £va JUOTIKO KaVAAI yia TNV PETagu Toug
ETTIKOIVWVIA, Kal €va dnudaolo yia TNV ETTIKOIVWVIA PE TOUG Wyneoeopous. H xprion Ttou
UTTOOUCTAPATOS auToU éxel ws €ENG. O wneo®dpog eTTIAEyel Evav KOPPBo W Tuxaia Kal
uttoBd&AAel o€ auTtdv TNV WAoo Tou péow Tou KE. O kouBog ZW emPBeaiwvel TNV €yKU-
poTnTa Tou KE yia To OUyKeKPIYEVO WNPODEATIO, Kal EEKIVAEI Pia aAANAETTIOpaon YE TOUg
aAoug képPBoug ZW 61Tou aTTOKAAUTITEI TO OIKO TOU THAMA TNG ATTOBEIENG KOl TTEPIMEVEI
avTioToIXa Pnvupata armmd Toug AAAoug kouBoug W, €101 WOTE va ATTOKTACEI TNV aTTo-
deIgn oTnV avoIKTA TNG Hop®r. MOAIG TV ATTOKTAOEI, TNV ATTOOTEAAEI OTOV WNPOPoOpo, O
OTTOIOG KaI TNV OUYKPIVEI JE QUTAV OTO WNPOOEATIO TOU yia emIREPAiwON. ZE TTEPITITWON
AGBoug, o Yneo®dpog etmAyel évav AANo KOO Kal avatrpooTradei. Ovouddoupue auThv
TNV aAAnAeTTidpaon petagu Twv KOPPwV W MpwTtdkoANo ZuAhoyrig WHowv.

Otav mapéABel n wpa TEAOUG Wneogopiag, ol kouRol ZW otapatolv va dEXovTal WHPoug
Kal &eKIvouv 1o MpwTdKoAAO Zup@wviag Zuvolou Wrewv. Me autd 1o TTpwWTOKOAAO, 6AoI
ol évTipol KouBol Z¥W Ba cup@wvAoOUV O€ €va Kal JOVO OUVOAO ATTO KATAYEYPAUMEVES
WHoug, @povTifovTag va oUuTTEPIAGBOUV OAEG AUTEG YIa TIG OTTOIEG ATTOOTAAONKE ATTO TO
ouoTnua atmmodeIgn oTov Yneopopo.

O1 dUo TTapaAAayEG TOU CUCTHPATOG dIa@EPOUV OTA OUO QUTA TTPWTOKOAAA. H TTpwTn,
D-DEMOS/IC, gival ouyxpovn Kal XpnOILOTIOIET £va TTPWTOKOAAO AladPACTIKAG ZUVETTEIAG
yla TNV Cup@wvia Tou ouvolou wAewv. H deutepn, D-DEMOS/Async, cival acuyxpovn.
XpnolyoTrolgi TTPWTOKOAAO ouvaiveong yia KABe Wwn@odEATIO, Kal TTPOCOETElI Eva akOun
BApa katd 1o TTpwTOKoAAa ZuAdoync WrRoewv, étTou @povTilel Je Tnv dnuioupyia evog Mi-
oToTroINTIKOU MovadikoTNTag yia TNV JOVABIKOTATA TNG WrPou, XEIPICOPEVO PE AUTOV TOV
TPOTTO KAKOBOUAOUG Yneo®dpoug.

Apéowg PETA TNV TTapoucsiaon KABe €kdoong Tou cuoTthuatog ZW, ammodelikvuoupe dUO
1I016TNTEG TNG AOPAAEIdg Tou. H tmpwTn €ival n akepaidotnTa (safety), 6mmou deixvoupue Ot
dev ptTopEl TO cuoTnUa va TTapdagel AdBog dedopéva. H deuTepn gival autr TG TTPoddou
(liveness), TTou atmodeikvUel OTI EQOTOV 0 YNPoPOPOoG UTTORAAAEI TNV WO Tou “éykaipa”,
auTh Ba kataypa@ei. Aivoupe paNIoTa £vav TUTTO UTTOAOYIOOU TOU XPOVoU TTou XPEIAdeTal
TO OUCTNUA VIO VA TTAPAEEI TNV ATTOBEIEN KATAYPAPAS WHPOU, PPOVTI(OVTAG HNE QUTOV TOV
TPOTTO VA OPICOUNE AUOTNPATEPO TOV OPO “EyKkaipa”.

4. 2ulATnon

2€ auTo To KEPAAQIO avaTrTuooovTal dIAPoPa BEUATA OXETIKA UE TO OCUYKEKPIUEVO AVTIKEI-
MEVO. APXIKA, QITIOAOYOUWE TNV ETTIAOYH HJAG VA PUNV XPNOIPOTIOINOOUME Pia aTTO TIG UTTAP-
xouoeg Auaeig Mnxavrig KataoTtdoewyv pe Avtiypaga ue avoxr AaBwv BulavTivou TUTTOU
(Byzantine Fault Tolerant Replicated State Machines). [NpwTov, pia TETolIa TTPOCEYYIOoN dEV
Ba TPooTATEUE TNV IBIWTIKOTNTA TWV OTOIXEIWV EQOCOV O AVTITTAAOG KATAPEPVE VA TTAPEI
TOV €AeyX0 VO KOPPBou ZW. AcuTepov, €vag TETOI0G OAYOPIOPOG Ba aTTaitouoe 0 YneoPo-
POG VO XPNOIKOTIOINCEI YIa €UTTIOTN CUOKEUR YIa va UTTORAAAEI TNV WAHQO Tou, apou OAol
0l OXETIKOI aAyOpIBuoI aTTaITouV, TOUAAXIOTOV, TNV ETTOANBEUCN WNQPIAKWY UTTOYPOPUV.



2TN OUVEXEIQ QVOTITUCOOUE MIa o€lpd atTd oevapla €1TiBeong Tou avTITTAAOU, BEIXVOVTAG
o€ atTAr] YAwooa TTw¢ To UCTNPA PAG TIG AVTIMETWTTICEI PE ETTITUXIA.

2 TePITTTWOoN KAKOBouAng ApxAg EkAoywy, To cuoTnua TTpooTateleTal atmd Ta JITTAG
WwneodéATia. Eival aduvartov yia Tnv AE va TpoBAEéwel TToia TTAeupd Ba XPNOIKOTTOINCEl O
WNQoPOpog, oTrdTe av SIARAAAEI TNV AVTIOTOIXia KWAIKWY Kal ETTIAOYWYV, KABE Yyneopopog
€xel 1/2 mBavotnTa va 10 dIaTToTWOEl.

Tnv TTEPITITWON KAKOBOUAOU WNPoPoOpou, O OTTOIOG TTPOCTTAOEI va UTTOBAAAEI DIOPOPETIKES
WAPOUG O€ dIOPOPETIKOUG KOUPBoUG ZW, o1 dUO ekOOXEG TOU CUCTHATOG TNV AVTIUETWTTI-
Couv diagopeTik@. To pev D-DEMOS/IC 10 diaxeipietal pe 10 MpwTOKOANO Zuppwviag
2uvoAlou Wroewv, apou o KABe EvTINOG KOUPOG £xel TTpOoBacn ot yvwon 6Awv Twv AA-
AwvV évTipwy KOPBwv. To e D-DEMOS/Async, 1o diaxeipietal aTo MNpwTOKOAAO ZUAAOYRG
WYroewv pe 10 MNiototroinTikd MovadIikoTnTag, KABWGE TO TEAEUTAIO ATTAYOPEUEI TNV ATTODOXI)
OeUTEPNG ETTIAOYNG YIA TO iDI0 YNPODOEATIO.

TéNOG, TTAPOUCIACOUUE TIG BUVATOTNTEG TOU ETTITIOEPEVOU OTAV £XEI OTOV EAEYXO TOU €vav
KOuBo W, o€ ouvepyaoia HAAIOTa PE KAKOBOUAOUS wneo@opous. E¢nyouue 6t atmd Tnv
OTIYMA TTOU €vag EVTINOG WN@o@Opog UTTORAAAEI Tov KE, autdg o Kwdikdg gival TTAEov On-
MOoIa TTAnpo@opia KaBwg ek@palel TNV BOUANCH TOU YNPOPOPOU XWPIG VA ATTOKAAUTTTEI
TNV €mAoyr Tou. 'ETol, mOavry uttokAotry Tou KE dev atroteAei mapafiaon tng 101wTI-
KOTNTAG TOU YnQo@opou. Tnv TepitrTwon amotrelpag uttoBoAng TToAAaTTAwy KE yia 1o
i010 YNPOoOEATIO, TO cUCTANA TN BIaxEIpICeTal OTTWGS Kal OTav TTPOEPXETAI ATTO TOUG YnPOo-
@opoug. TéAog, av Evag KakOBouAog kOuPog W uttodexBei TNV Wwr@o, dev Ba PTTopECEl
Va ETTAVUTTOAOYIOEI TNV avTioTolxn atrédeiEn TTapd YOVOo av TTIKOIVWVACEI JE Evav IKAVO-
TTOINTIKO APIOPO EvTIHWY KOPPwWYV 2W, TéTol0 WoTe va diac@alieTal 6TI N wneog auth Ba
OuuTTEPIANYOEI 0TO CUPPWVNUEVO ZUvoAo WAPwWV.

5. YAotroinon

YAoTroIoape TO cUOTANA KATA TO HEYOAUTEPO PEPOG XPNOIUOTTOIVTAG TNV YAWOOO TTPO-
ypauuartiopyou Java. Anuioupynoape €va utroaBpo acUyxpovou TTPOYPAUMATIONOU O€
auTh TN YAwooa, OTTou 01 EQAPHOYES avwTEPOU ETTITTEOOU aTTAG {nTOUV TNV ATTOOTOAR UN-
VUMATWYV o€ KOPPBoUG, Kal To uttoBaBpo avaAlauBdavel va Ta TTapadwoel JECW OUVOECEWVY
TLS. ETriong, dnuioupyrioaue évav uttodoxéa HTTP o€ kaBe k6o, 0 OTT0I0G KAl HETATPE-
TTEITIG El0EPXOUEVEG aITAoEIC HT TP o€ unvuuaTta, Ta TTpowbei oTNV EQapuoyn yia EKTEAEDN,
KO JETOTPETTEI TA £EEPXOMEVA UNVUOTA O€ atravTioelig HTTP.

Me 1o TTapammdvw uttéRaBpo, opicaue Ta PNVUPATA KAl TOUG XEIPIOTEG TOUG TOCO YId TO
TTPWTOKOANO ZUAAoyn S Wrowyv, 600 Kal yia autd TG Zuph@wviag 2uvolou Whnoewv, ulo-
TToILVTag Tov KOPBOo ZW. MNa 1o D-DEMOS/IC, xpnOoIOTTIOINCAKE VA UTTAPXOV TTPWTOKOA-
Ao d1adpaaTIKNG OUVETTEING, evw Yia To D-DEMOS/Async uAotroiffjoape 10 TTPWTOKOANO
BudavTivou TUTTOU Ouvaiveong Tou Bracha mmdvw oT1o UTTORABPO aCUYXPOVOU TTPOYPA-
MaTIOPOU TToU TTEPIYyPAYauE TTapattadvw. MNpoxwprnoaue € o€ Yo UAOTTOINCN TOU TTPWTO-
KOA\OU ouvaiveong n otroia eITPETTEI TNV EKTEAEON TTOAAATTAWY CuvaIVECEWV (TTAvw O€
dlapopeTika BépaTa) TrTapdAAnAa (batching), e¢aog@alifovtag €101 alIoONTA PEIWPEVO XPOVO



yla TNV OAOKApwaon NG Zupgwviag Zuvolou WHowv.

6. ASloAéynon

270 KEQAAQIO AUTO TTEPIYPAPOUE TNV DIABIKACIO KAl TA ATTOTEAECOUATA TG EPYOCTNPIAKNAS
agloAOynNong TNG TTPWTATUTTNG UAOTTOINONG TWV dUO €KOOXWYV TOU CUCTANATOG GUAANOYNG
WYAQwv. To epyaoTrplo aTToTeALITal aTTO 12 UTTOAOYIOTEG OUVOEDEUEVOUG ANECT PETAEU
TOUG.

YAotroimoape £vav odnyo O OTT0I0G AvaATTAPIOTA HIa OEIpA WNeoPOopwy. AedouEVOU VOGS
OUVOAOU YN@OJEATIWY, O 0dNYOC AUTOG TA TTAIPVEI PE TUXAIQ O€Ipd, ETTIAEYEI TUXAia Evav
KOuBo ZW, cuvdieTal kal OEXETAI TNV QOPHUA UTTORBOAAS WAPOU, TNV ATTOOTEAAEI CUUTTAN-
PWHEVN, TTEPIMEVEI TNV ATTAVTNON KAl OUVEYXiCEl YE TO ETTOPEVO WNPOOEATIO. EKKIVOUE
TTOAATTAEG TTapouCies (instances) Tou 0dnyou, £T01 WOTE VA TTPOCONOIWOOUNE EAEYXOME-
va TTOAAQTTAOUG WN@o@opoug TTou uTToBAAAOUV TNV WAPO TOuG.

ExkTeAoUpe Treipduarta ota otroia n Bdon dedouévwy BpiokeTal oTo dioKO, Kal OEIXVOUNE
OTI N al&naon TWV PNPoPopwy A Twv £TTIAOYWYV oTa WNPOOEATIA dev AAAGLEI GNUAVTIKA TNV
a1TOd00N TOU CUCTANATOG, ETTIRERAIWVOVTAG £T01 TIG OUVATOTNTEG KAIMAKWONAG TOU.

27N OUVEXEID, EKTEAOUUE TTEIPANATA OTA OTToia Ta OEDOUEVA £XOUV QPOPTWOEI OTN PvAuN
TWV UTTOAOYIOTWYV, £TO1 WWOTE VA JETPACOUUE POVO TNV ATTOBOCN TwV OIKTUOKWY JAG TTPW-
TOKOAwV. ETriong mpooopuolwvoupe éva dikTuo gupeiag mrepioxis (WAN), €101 woTe va
O¢ci¢oupe TNV €midpach Tou 0To CUCTAMA. ApPXIKA deixvouue OTI TNV €TTIRAPUVON TTOU TTPO-
KUTTTEI OTAV au&dvoupe Tov apiBud Twv kOuPwyv W, 1600 oTnv ammokpion (response time)
000 Kal oTnV JIEKTTEPAIWTIKY IKavoTnTa (throughput). TéAog deixvoupue 6T n avgnon Twv
TAUTOXPOVA OUVOEDEUEVWV WNPOPOPWY OeV eTTNPEACEI TNV DIEKTTEPAIWTIKN IKAVOTNTA TOU
OUOTAMOTOG JaG.

7. ZxeTikn BiBAloypagia

270 KEQAAQIO auTd KAVOUUE Pia avaokOTTNon TNG OXETIKNAG BIBAIOypa®iag. =eKIVAPE TTa-
paBETOVTaG Ta CUCTANATA BlaXEIPIONG EKAOYWYV Ta OTTOia OTOXEUOUV OTnV avoxn AaBuwv
KQI T OUYKPIVOUNE JE TO BIKO JAG. 2Tn ouvéxela TTapaBEToupe TNV OXETIKA BIBAIoypagia
oTa B€parta TNG ouvaiveong, TNG CUUPWVIAG, Kal TG dIadPACTIKNG CUPPWVIag. TEAOG TTa-
paBEToupe Ta oXeTIKG cuoThpata Mnxavrg Karaotdoewv pe Avtiypaga (Replicated State
Machines).

8. Zuptrgpdopara

2€ auTh Tn di1aTpIPr TTapoucidoape dUO eKOOXEG EVOG CUOTANATOG CUAAOYNAS WHPWYV, TO
OTTOiO €ival Kataveunuévo Kal avéxetal AaBn BulavTivou TutTou. Kai o1 dUo, ETITPETTOUV
OTOV WN@POPOPO VA WnPioel HE AOPAAEID XwPIG va XpelaleTal va eUTTIoTEUBEI oUTE TNV
ouokeun ouTe Kal To OikTuo TTou XpnolpoTtrolei. OAa autd diatnpwvTtag TNV 1816TNTA VIA



emPBeBaiwoIudTNTa ATTO AKPN O€ AKPN TOU XPNOIUOTIOINBEVTOC CUOTHHATOS dIaxEipIong
ekhoywv DEMOS.

MoTevoupe OTI AUTH N TTPOCEYYION WTTOPEI VO Qavei XproIun Kal o€ GAAa cuoTHUATA EKAO-
YWV TTOU gival JOVOAIBIKA, €101 WWOTE va Yivouv Kataveunuéva. ‘ETol, Ba TTpokUuyouv TTIo
agIoTMoTa cuoTHPATA dlaXEipIonNg EKAOYWY, Ta OTToia Kal Ba uTTopEcouv va avaAdBouv Tnv
NAEKTPOVIKR OIEKTTEPAIWON EKAOYWV PEYAANG KAINOKOG.
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Byzantine fault-tolerant vote collection for D-DEMOS, a distributed e-voting system

1. INTRODUCTION

1.1 Introduction to this thesis

E-voting systems are a powerful technology to improve the election process. Kiosk-
based e-voting systems, e.g., [28, 31, 58, 29, 13, 45], allow the tally to be produced
faster, but require the voter’s physical presence at the booth. Internet e-voting systems,
e.g., [43, 4, 36, 76, 61, 115, 28, 29, 115, 72], however, allow voters to cast their votes
remotely. Internet voting systems have the potential to enhance the democratic pro-
cess by reducing election costs and by increasing voter participation for social groups
that face considerable physical barriers and overseas voters. In addition, several in-
ternet voting systems [4, 76, 115, 72] allow voters and auditors to directly verify the in-
tegrity of the entire election process, providing end-to-end verifiability. This is a highly
desired property that has emerged in the last decade, where voters can be assured that
no entities, even the election authorities, have manipulated the election result. Despite
their potential, existing internet voting systems suffer from single points of failure, which
may result in the compromise of voter secrecy, service availability, or integrity of the re-
sult [28, 31, 58, 29, 13, 43, 4, 36, 76, 61, 115, 72].

In this thesis, we consider increasing the fault-tolerance of voting systems by introducing
distributed components. This is non-trivial as, besides integrity and availability (or safety
and liveness, as they are often called in distributed systems terminology), voting requires
safeguarding confidentiality as well, against a malicious adversary.

We use the DEMOS [72] state-of-the-art but centralized voting system as the basis for
our study. This system is the first to provide end-to-end verifiability in the standard model
(i.e., without the random oracle assumption). It also introduces the novel idea of using the
voters choices as a source of randomness, to challenge the zero-knowledge proof (ZKP)
protocols [55] which the system uses to prove its setup is correct without disclosing private
voters’ information. This, in turn, is the means to provide end-to-end verifiability.

In its current form, the DEMOS voting system is centralized, having an Election Authority
component that handles everything from setup, to vote collection, to result production.
This presents a risk to availability, as a failure of this component would prohibit voting.
However, it also presents a risk to voters’ privacy, as an attacker that takes control of
this component can obtain each voter’s ballot contents, which directly violates the voter’s
privacy. Finally, the original centralized DEMOS system had no need to provide feedback
to the voter, besides a simple acknowledgment. In a distributed world though, the voter
needs to obtain feedback to be assured the vote was actually recorded as cast in enough
nodes of the system, something we tackle in this thesis.

One specific attribute of DEMOS is its use of code-voting. In this scheme, there is a
setup component which generates vote codes representing the possible voter’s choices,
and includes them in the voters’ ballots. A voter votes by submitting the vote code cor-
responding to her choice. Because of this technique, the voter does not need to perform
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cryptographic operations on the device she uses to vote. Expanding on this, we set out
to introduce a distributed voting system that uses no client-side cryptography at all. This
allows votes to be cast with a greater variety of client devices over public networks, such
as feature phones using SMS, or (untrusted) public web terminals, while still preserving
voter’s privacy.

In this thesis, we present the design, security analysis, prototype implementation and
experimental evaluation of the vote collection components of the D-DEMOS suite of dis-
tributed, end-to-end verifiable internet voting systems, with no single point of failure during
the election process (that is, besides setup).

We design a distributed Voote Collection (VC) subsystem that is Byzantine fault-tolerant
and able to collect votes from voters and assure them their vote was recorded as cast,
without requiring any cryptographic operation from the client device. This allows voters to
vote via SMS, a simple console client over a telnet session, or a public web terminal, while
preserving their privacy. At election end time, VC nodes agree on a single set of votes.
We introduce two versions of the voting components of D-DEMOS that differ in how they
achieve agreement on the set of cast votes. The D-DEMOS/Async version is completely
asynchronous, while D-DEMOS/IC makes minimal synchrony assumptions but is more
efficient. Once agreement has been achieved, VC nodes upload the set of cast votes
to a second distributed component, the Bulletin Board (BB). This, in turn, is a replicated
service that publishes its data immediately and makes it available to the public forever.

The resulting voting systems are end-to-end verifiable, by the voters themselves and third-
party auditors, while preserving voter privacy. To delegate auditing, a voter provides an
auditor specific information from her ballot. The auditor, in turn, reads from the distributed
BB and verifies the complete election process, including the correctness of the election
setup by election authorities. Additionally, as the number of auditors increases, the prob-
ability of election fraud going undetected diminishes exponentially.

We prove the security attributes of both versions of the vote collection components. We
show the components are both live and safe, under minimal assumptions.

Finally, we implement prototypes of the vote collection components for both D-DEMOS
voting system versions. We measure their performance experimentally, under a variety
of election settings, demonstrating their ability to handle thousands of concurrent connec-
tions, and thus manage large-scale elections. We also compare the two systems and
emphasize the trade-offs between them, regarding security and performance.

To summarize, we make the following contributions:

» We introduce a distributed voting protocol, with a single synchronous round for achiev-
ing consensus.

* We enhance this voting protocol and introduce an asynchronous consensus phase.
Note that, both systems allow voters to verify their vote was tallied-as-intended with-
out the assistance of special software or trusted devices.

* We provide a security analysis proving the safety and liveness properties of both
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protocols.

* We implement prototypes of the systems, measure their performance and demon-
strate their ability to handle large-scale elections. Finally, we demonstrate the per-
formance trade-offs between the two versions of the system.

1.2 Description of DEMOS

1.2.1 Overview

In this section, we provide a high level description of DEMOS [72]. This description will
become clearer when the distributed version (D-DEMOS) is introduced later in Section 2.4.
DEMOS is a state-of-the-art e-voting system that achieves end-to-end verifiability in the
standard model (i.e., without the random oracle assumption) for the first time. In DEMOS,
each voter may select 1 out of m options and cast her vote using vote-codes listed in
her ballot. Each ballot has two functionally equivalent parts (with a complete list of the m
options in each part), instructing the voter to pick one of the two parts at random.

DEMOS in its original centralized form, involves the following entities:

» The voters that use devices assumed to possess limited computational resources;
i.e., the devices are not required to be capable of cryptographic operations.

* An Election Authority (EA), that administers the entire election procedure. Namely,
the EA is responsible for (i) setting up the election, (ii) generating the ballots and
delivering them to the voters, (iii) collecting the cast votes, and (iv) computing the
tally and publishing the election result.

* A publicly accessible and consistent Bulletin Board (BB).

In the Setup phase, the EA generates n double ballots that consist of two functionally
equivalent parts. Each ballot part contains a complete list of the m options that are ran-
domly associated with m randomly generated vote-codes. The EA commits to correct
ballot formation by tabulating the ballots in committed (encrypted) form, using commit-
ments [105] and zero-knowledge proofs [103]. Finally, the EA distributes the ballots to the
voters.

In the Voting phase, the voter randomly chooses one of the two parts of the ballot to vote
by providing the EA with the vote-code corresponding to her intended option. The voter
keeps the unused part and the submitted vote-code for auditing after the election ends.

In the Tally phase, the EA homomorphically computes the election tally (in committed
form). Then, it posts the election result along with the necessary audit information, i.e.
the zero-knowledge proofs, the opening of the homomorphic tally commitment, and the
openings of all committed values in the unused parts of the voter’s ballots.

35 N. Chondros



Byzantine fault-tolerant vote collection for D-DEMOS, a distributed e-voting system

After the election ends, any party can compute the result and verify the validity of the zero-
knowledge proofs. In addition, every voter can verify the correct posting of her ballot in the
BB, by comparing the information in the unused ballot part with the respective commitment
openings.

1.2.2 Properties of centralized DEMOS

Under the security framework introduced in [72], centralized DEMOS achieves the follow-
ing properties:

1. End-to-end verifiability in the standard model [72, Theorem 4] against adver-
saries that (a) control the entire election procedure (i.e. the EA is malicious) and (b)
adaptively corrupt up to a fixed number of voters, assuming only a consistent BB.

2. Voter privacy under the Decisional Diffie-Hellman (DDH) assumption [72, The-
orem 5] against adversaries that (a) statically corrupt up to a fixed number of voters,
(b) schedule and observe the network trace of all Cast protocols, and (c) obtain the
personal audit data (the submitted vote-code and the unused ballot part) of every
voter. The EA and the BB are assumed to be honest.

1.2.3 Drawbacks in centralized DEMOS design

Despite being a state-of-the-art e-voting system, DEMOS has the following weaknesses
in its design:

1. The EA and the BB are single points of failure throughout the election procedure.

2. After Setup, the EA maintains secret state and must remain live until the election
ends. This makes EA a high-profile target whose compromise would severely offset
DEMOS’s privacy.

3. In the Voting phase, the voters do not obtain assurance (i.e., in the form of a receipt
message) to verify the correct recording of their cast votes.
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2. BACKGROUND

In this section, we provide basic background knowledge required to comprehend the sys-
tem description in the next section. This includes some voting systems terminology, a
quick overview of Interactive Consistency, and a series of cryptographic tools used in the
design of D-DEMOS. Finally, we give an overview of the complete D-DEMOS suite of
systems, so that the reader can put our vote collection algorithms in context.

2.1 Voting Systems requirements

An ideal electronic voting system would address a specific list of requirements (see [94,
70, 32] for an extensive description). Our system addresses the following requirements:

* End-to-end verifiability: the voters can verify that their votes were counted as they
intended and any party can verify that the election procedure was executed correctly.

* Privacy: a party that does not monitor voters during the voting phase of the election,
cannot extract information about the voters’ ballots. In addition, a voter cannot prove
how she voted to any party that did not monitor her during the voting phase of the
election’.

» Fault tolerance: the voting system should be resilient to the faulty behavior of up to
a threshold number of components or parts, and be both live and safe.

2.2 Consensus, Agreement, Interactive Consistency

Our study has unveiled a large incoherence in the literature, regarding the terms “Byzan-
tine Agreement” and “Byzantine Consensus”. These are often used to refer to the same
problem (e.g., [57] and [109]), while others, e.g., [99], use the terms interchangeably, even
though these are two distinct problems. There is also inconsistent use of the term “Inter-
active Consistency”, e.g., [90, 102]. To alleviate any confusion and for clarity, we start with
some basic definitions.

Synchronous System. There are a priori known bounds regarding message delivery,
processing speed, and node clock drifts. Algorithms designed for these systems progress
in a series of lock-step rounds. The number of rounds, as well as the time required for each
round to complete, are built-into the system. A synchronous algorithm can detect crash
faults by simply observing missing messages. Typically, the number of rounds required
by synchronous algorithms is directly dependent on the number of faults the system can
tolerate.

'In [72], this property is referred as receipt-freeness.
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Asynchronous System. There are no bounds regarding message delays and node
speeds. Algorithms for these systems also operate in phases, however, they tend to
be implemented as a collection of message handlers that can be concurrently active for
different phases. Thus, it is possible to receive and process an incoming message that
refers to a phase that is different from the one that the receiving node is currently in. In
contrast to synchronous algorithms, these algorithms do not have a given completion time,
meaning that they might require more, or even less, than their synchronous counterpart to
terminate. Also contrary to a synchronous algorithm, an asynchronous one cannot detect
crash faults by observing missing messages, because there is no built-in bound to the
time required for a message to be delivered after its transmission.

Byzantine Agreement. Assume a system of n nodes, where a single source n; has a
private value v;, and the following must be achieved:

» Agreement: All non-faulty nodes must agree on the same value.
 Validity: If n; is non-faulty, then the agreed upon value by all non-faulty nodes is v;.

» Termination: All non-faulty nodes must decide on a value.

This problem, also known as the “Byzantine Generals Problem”, was introduced by Lam-
port et al. [79]. Earlier work has proved there is no solution for the asynchronous case [15],
when the source is faulty. Agreement algorithms that tolerate Byzantine failures of (non-
source) nodes in asynchronous systems are presented in [17] and [23].

Byzantine Consensus. Assume a system of n nodes, where each node n; has a private
value v; € {0, 1}, and the following must be achieved:

» Agreement: All non-faulty nodes must agree on the same value v.

* Validity: If all non-faulty nodes have the same initial value v, then the agreed upon
value by all non-faulty nodes is v.

» Termination: All non-faulty nodes must decide on a value.

One last distinction, regarding consensus protocols, revolves around the agreed upon
value. All of the aforementioned protocols are binary consensus protocols, i.e., the agreed
upon value is v € {0,1}. In the multi-valued consensus protocol of Correia et al. [41], the
set of values V is of arbitrary size (while in [40], the output value is further restricted with
allowed and disallowed sets).

Multi-Valued Consensus is formally defined by the following properties:

« MVC1 Validity 1: If all correct processes propose the same value v, then any correct
process that decides, decides v.
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MVC2 Validity 2: If a correct process decides v, then v was proposed by some
process or v =_1..

MVC3 Validity 3: If a value v is proposed only by corrupt processes, then no correct
process that decides,decides v.

MVC4 Agreement: No two correct processes decide differently.

MVC5 Termination: Every correct process eventually decides.

Broadcast Primitives. All asynchronous consensus algorithms employ some form of
reliable broadcast protocol, where a source broadcasts a message m, and every correct
node eventually delivers m (e.g., via an up-call to the application). Such a broadcast
satisfies the following properties ([66]):

« Validity: If a non-faulty node broadcasts a message m, then it eventually delivers m.

» Agreement: If a non-faulty node delivers a message m, then all non-faulty nodes
eventually deliver m.

* Integrity: For any message m, every non-faulty node delivers m at most once iff m
was previously broadcast by sender(m).

Interactive Consistency. Assume a system of n nodes, where each node n; has a private
value v;, and the following must be achieved:

« Agreement: All non-faulty nodes must agree on the same vector of values V/

* Validity: If the private value of the non-faulty node n; is v;, then all non-faulty nodes
agree on V[i] = v;.

» Termination: All non-faulty nodes must decide on a vector V.

In our D-DEMOS/IC system, we use the IC,BC-RBB algorithm from [46], which achieves
IC using a single synchronous round. This algorithm uses two phases to complete. The
synchronous Value Dissemination Phase comes first, aiming to disperse the values across
nodes. Consequently, an asynchronous Result Consensus Phase starts, which results in
each honest node holding a vector with every honest node’s slot filled with the correspond-
ing value. We include the full definition of this algorithm and the rationale behind its design
in Appendix A.
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2.3 Cryptographic tools

2.3.1 Additively homomorphic commitments

To achieve integrity against a malicious election authority, our D-DEMOS utilizes lifted
ElGamal [54] over elliptic curves as a non-interactive commitment scheme that achieves
the following properties:

1. Perfectly binding: no adversary can open a commitment Com(m) of m to a value
other than m.

2. Hiding: there exists a constant ¢ < 1 so that the probability that a commitment
Com(m) to m leaks information about m to an adversary running in O(2) steps
is no more than negl(\) (i.e., it is negligible).

3. Additively homomorphic: ¥Ym,,ms, we have that Com(m,) - Com(ms) = Com(m, +
mQ) .

2.3.2 Zero-knowledge Proofs

D-DEMOS’s security requires the election authority to show the correctness of the election
setup to the public without compromising privacy. We enable this kind of verification with
the use of zero-knowledge proofs. In a zero-knowledge proof, the prover is trying to con-
vince the verifier that a statement is true, without revealing any information about the state-
ment apart from the fact that it is true [103]. More specifically, we say an interactive proof
system has the honest-verifier zero-knowledge (HVZK) property if there exists a proba-
bilistic polynomial time simulator S that, for any given challenge, can output an accepting
proof transcript that is distributed indistinguishable from the real transcript between an
honest prover and an honest verifier. Here, we adopt Chaum-Pedersen zero-knowledge
proofs [30], which belong in the special class of ¥ protocols (i.e., 3-move public-coin spe-
cial HVZK proofs), allowing the Election Authority to show that the content inside each
commitment is a valid option encoding.

2.4 D-DEMOS Overview

The work described in this thesis has been performed in the context of a project aiming to
produce a completely distributed, state-of-the-art, end-to-end verifiable e-voting system,
namely the D-DEMOS system. Specifically, this thesis focuses on distributed vote col-
lection for the D-DEMOS system. To help the reader understand better how exactly vote
collection fits in the complete system, we provide here an overview of the full D-DEMOS’s
design goals and operation.
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2.41 Problem Definition and Goals

D-DEMOS supports an election with a single question and m options, for a voter population
of size n, where voting takes place between a certain begin and end time (the voting
hours), and each voter may select a single option.

The major goals in designing D-DEMOS are the following three:

1) It has to be end-to-end verifiable, so that anyone can verify the complete election pro-
cess. Additionally, voters should be able to outsource auditing to third parties, without
revealing their voting choice.

2) It has to be fault-tolerant, so that an attack on system availability and correctness is
hard to mount.

3) Voters should not have to trust the terminals they use to vote, as such devices may be
malicious. Instead, voters should be assured their vote was recorded, without disclos-
ing any information on how they voted to the malicious entity controlling their device.

2.4.2 System overview

D-DEMOS employs an election setup component, which is called the Election Authority
(EA), to alleviate the voter from employing any cryptographic operations. The EA ini-
tializes all other system components, and then gets immediately destroyed to preserve
privacy. The Vote Collection (VC) subsystem collects the votes from the voters during
election hours, and assures them their vote was recorded-as-cast. The Bulletin Board
(BB) subsystem, which is a public repository of all election-related information, is used to
hold all ballots, votes, and the result, either in encrypted or plain form, allowing any party
to read from the BB and verify the complete election process. The VC subsystem uploads
all votes to the BB at election end time. Finally, D-DEMOS’s design includes trustees,
who are persons entrusted with managing all actions needed until result tabulation and
publication, including all actions supporting end-to-end verifiability. Trustees hold the keys
to uncover any information hidden in the BB, and D-DEMOS uses threshold cryptography
to make sure a malicious minority cannot uncover any secrets or corrupt the process.

We outline the interactions between these subsystems and the actors in Figure 2.1. In the
following paragraphs, we explain these interactions in more detail.

D-DEMOS starts with the EA generating initialization data for every component of the
system. The EA encodes each election option, and commits to it using a commitment
scheme, as described below. It encodes the i-th option as ¢;, a unit vector where the i-th
element is 1 and the remaining elements are 0. The commitment of an option encoding is
a vector of (lifted) EIGamal ciphertexts [53] over elliptic curve, that element-wise encrypts
a unit vector. Note that this commitment scheme is also additively homomorphic, i.e., the
commitment of ¢, + e, can be computed by component-wise multiplying the corresponding
commitments of ¢, and ¢,. The EA then creates a votecode and a receipt for each option.
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Figure 2.1: High-level diagram of interactions between subsystems and actors. Subsys-
tems are distributed systems of their own, but are depicted as a unified entity in this dia-
gram. Time is depicted flowing downwards.

Subsequently, the EA prepares one ballot for each voter, with two functionally equivalent
parts. Each part contains a list of options, along with their corresponding vote codes and
receipts. We consider ballot distribution to be outside the scope of this paper, but we
do assume ballots, after being produced by the EA, are distributed in a secure manner to
each voter; thus only each voter knows the vote codes listed in her ballot. In the D-DEMOS
system, vote codes are not stored in clear form anywhere besides the voter’s ballot.

D-DEMOS’s VC subsystem collects the votes from the voters during election hours, by
accepting up to one vote code from each voter. The EA initializes each VC node with
the vote codes and the receipts of the voters’ ballots. However, it hides the vote codes,
using a simple commitment scheme based on symmetric encryption of the plaintext along
with a random salt value. This way, each VC node can verify if a vote code is indeed
part of a specific ballot, but cannot recover any vote code until the voter actually chooses
to disclose it. Additionally, we secret-share each receipt across all VC nodes using an
(N — f, N)-VSS (verifiable secret-sharing) scheme with trusted dealer [105], making sure
that a receipt can be recovered and posted back to the voter only when a strong majority
of VC nodes participates successfully in the voting protocol. With this design, the system
adheres to the following contract with the voters: Any honest voter who receives a valid
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receipt from a Vote Collector node, is assured her vote will be published on the BB, and
thus it will be included in the election tally.

The voter selects one part of her ballot at random, and posts her selected vote code to
one of the VC nodes. When she receives a receipt, she compares it with the one on her
ballot corresponding to the selected vote code. If it matches, she is assured her vote was
correctly recorded and will be included in the election tally. The other part of her ballot,
the one not used for voting, will be used for auditing purposes. This design is essential for
verifiability, in the sense that the EA cannot predict which part a voter may use, and the
unused part will betray a malicious EA with % probability per audited ballot.

The second distributed subsystem is the BB, which is a replicated service of isolated
nodes. Each BB node is initialized from the EA with vote codes and associated option
encodings in committed form (again, for vote code secrecy), and each BB node provides
public access to its stored information. At election end time, VC nodes run the Vote Set
Consensus protocol (sections 3.6.1 and 3.7.1, which guarantees all VC nodes agree on a
single set of voted vote codes. After agreement, each VC node uploads this set to every
BB node, which in turn publishes this set once it receives the same copy from enough VC
nodes.

The third distributed subsystem is a set of frustees, who are persons entrusted with man-
aging all actions needed after vote collection, until result tabulation and publication; this
includes all actions supporting end-to-end verifiability. Secrets that may uncover infor-
mation in the BB are shared across frustees, making sure malicious frustees under a
certain threshold cannot uncover and disclose sensitive information. We use Pedersen’s
Verifiable linear Secret Sharing (VSS) [101] to split the election data among the frustees.
In a (k,n)-VSS, at least k shares are required to reconstruct the original data, and any
collection of less than k& shares leaks no information about the original data. Moreover,
Pedersen’s VSS is additively homomorphic, i.e., one can compute the share of a + b by
adding the share of a and the share of b respectively. This approach allows trustees to per-
form homomorphic “addition” on the option-encodings of cast vote codes, and contribute
back a share of the opening of the homomorphic “total”. Once enough frustees upload
their shares of the “total”, the election tally is uncovered and published at each BB node.

To ensure voter privacy, the system cannot reveal the content inside an option-encoding
commitment at any point. However, a malicious EA might put an arbitrary value (say
9000 votes for option 1) inside such a commitment, causing an incorrect tally result. To
prevent this, D-DEMOS utilizes the Chaum-Pedersen zero-knowledge proof [30], allowing
the EA to show that the content inside each commitment is a valid option encoding, without
revealing its actual content. Namely, the prover uses a Sigma OR proof to show that each
ElGamal ciphertext encrypts either 0 or 1, and the sum of all elements in a vector is 1.
The zero knowledge proof is organized as follows. First, the EA posts the initial part of
the proofs on the BB. Second, during the election, each voter’s A/B part choice is viewed
as a source of randomness, 0/1, and all the voters’ choices are collected and used as the
challenge of the zero knowledge proof. Finally, the trustees will jointly produce the final
part of the proofs and post it on the BB before the opening of the tally. Hence, everyone
can verify those proofs on the BB. We omit the zero-knowledge proof components in this

43 N. Chondros



Byzantine fault-tolerant vote collection for D-DEMOS, a distributed e-voting system

thesis and refer the interested reader to [30] for details.

This design allows any voter to read information from the BB, combine it with her private
ballot, and verify her ballot was included in the tally. Additionally, any third-party auditor
can read the BB and verify the complete election process. As the number of auditors
increases, the probability of election fraud going undetected diminishes exponentially. For
example, even if only 10 people audit, with each one having % probability of detecting ballot

fraud, the probability of ballot fraud going undetected is only %10 = 0.00097. Thus, even if
the EA is malicious and, e.g., tries to point all vote codes to a specific option, this faulty
setup will be detected because of the end-to-end verifiability of the complete system.

The D-DEMOS suite comprises two different versions of the voting system, with different
performance and security trade-offs. In the first version, called D-DEMOS/IC, Vote Set
Consensus is realized by an algorithm achieving Interactive Consistency, and thus requir-
ing synchronization. The second version, D-DEMOS/Async, uses an asynchronous binary
consensus algorithm for Vote Set Consensus, and thus is completely asynchronous. The
remainder of this thesis focuses specifically on vote collection. The performance trade-offs
between the two vote collection approaches are analyzed in Section 6.

N. Chondros 44



Byzantine fault-tolerant vote collection for D-DEMOS, a distributed e-voting system

3. SYSTEM DESCRIPTION

3.1 System model

We assume a fully connected network, where each node can reach any other node with
which it needs to communicate. The network can drop, delay, duplicate, or deliver mes-
sages out of order. However, we assume messages are eventually delivered, provided
the sender keeps retransmitting them. For all nodes, we make no assumptions regard-
ing processor speeds. We also assume communication between VC nodes happens via
private and authenticated channels.

For both versions of our system, we assume the clocks of VC nodes are synchronized with
real world time; this is needed to prohibit voters from casting votes outside election hours.
For the safety of D-DEMOS/Async version, we make no further timing assumptions. To
ensure liveness, we assume the adversary cannot delay communication between honest
nodes above a certain threshold.

We consider arbitrary (Byzantine) failures, because we expect our system to be deployed
across separate administrative domains and we wish to tolerate human-factor faults (e.g.,
passwords obtained via social engineering). Finally, we assume the adversary cannot
violate the security of the underlying cryptographic primitives.

3.2 Extracting vote collection from the EA

We observe that vote collection is not an intrinsic function of the Election Authority (EA)
component of DEMOS. In fact, the EA should be limited to setup functionality only; that is,
to generate the initialization data for all other system components and participants. After
that, and before the election starts, the EA should be destroyed, decreasing the system’s
attack surface regarding privacy.

Thus, we introduce the Vote Collection (VC) subsystem and define its functionality and
interaction with the remaining system components as follows:

1. VC is initialized from the EA.

2. VC receives votes from voters.

3. VC accepts at most one vote from each voter.

4. VC provides a receipt back to the voter when the vote is valid.

5. On election end time, VC uploads the set of cast vote codes to the BB.
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3.3 Election Authority (EA)

With the VC subsystem extracted, the EA is reduced to only produce the initialization data
for each election entity in the setup phase. To enhance the system robustness, we let the
EA generate all the public/private key pairs for all the system components (except voters)
without relying on external PKI support. We use zero knowledge proofs to ensure the
correctness of all the initialization data produced by the EA.

3.3.1 Voter Ballots

The EA generates one ballot ballot, for each voter ¢, and assigns a unique 64-bit serial-no,
to it. As shown below, each ballot consists of two parts: Part A and Part B. Each part
contains a list of m (vote-code, option, receipt) tuples, one tuple for each election option.
The EA generates the vote-code as a 128-bit random number, unique within the ballot,
and the receipt as 64-bit random number.

serial-noy

Part A
vote-codey option&1 receipt&1

vote-code,,, option,,, receipt,,,
Part B
vote-code,; option,; receipt,

vote-code,,, option,,, receipt,,,

3.3.2 BB initialization data

The initialization data for all BB nodes is identical, and each BB node publishes its initial-
ization data immediately. The BB’s data is used to show the correspondence between
the vote codes and their associated cryptographic payload. This payload comprises the
committed option encodings, and their respective zero knowledge proofs of valid encoding
(first move of the prover), as described in section 2.4.2. However, the vote codes must be
kept secret during the election, to prevent the adversary from “stealing” the voters’ ballots
and using the stolen vote codes to vote. To achieve this, the EA first randomly picks a
128-bit key, msk, and encrypts each vote-code using AES-128-CBC with random initial-
ization vector (AES-128-CBCS$) encryption, denoted as |[vote-code|nsk. Each BB node is
given Hpyek < SHA256(msk, saltms) and saltnsk, where saltg is a fresh 64-bit random
salt. Hence, each BB node can be assured the key it reconstructs from VC key-shares
(see below) is indeed the key that was used to encrypt these vote-codes.

The rest of the BB initialization data is as follows: for each serial-no,, and for each ballot
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part, there is a shuffled list of <[vote-codeml;((j)]msk, payloadzﬁﬂf (j)> tuples, where wj( €S,
is a random permutation (X is A or B).

’ (Hmsk7 Saltmsk) ‘

serial-no,
Part A
[VOte'COdegm;l(l)]msk payloade,wg‘(l)
[vote-codeWx (m)]msk payloadéﬂrg‘(m)
Part B
[VOte'COdegmf(l)}msk payloade,wf(l)
[vote-code 5, Imsk payload, .5,

We shuffle the list of tuples of each part to ensure voter’s privacy. This way, nobody can
guess the voter’s choice from the position of the cast vote-code in this list.

3.3.3 VC initialization data

The EA uses an (N, — f,, N,)-VSS (Verifiable Secret-Sharing) scheme to split msk and
every receipt, ; into N, shares, denoted as (||msk|[,..., [msk||y,) and (||receipt, 1, ..,
|receipt, ;||v,) respectively. For each vote-code,; in each ballot, the EA also computes
H,; + SHA256(vote-code, ;, salt; ;), where salt, ; is a 64-bit random number. H,; allows
each VC node to validate a vote-code, ; individually (without network communication),
while still keeping the vote-code, ; secret. To preserve voter privacy, these tuples are also
shuffled using 7;*.

The initialization data for V', is structured as below:

| [msk([; |
serial-noy
Part A
(Hz,w;‘u)a Sa”@,ﬂ;‘u)) | receiptgmgx(l) (F

(Hz,w;‘ (m)> Saltf,ﬂf(m)) | receipte,ﬂ;(m) [P
Part B
(H&ﬂ-f(l)a Sa“e,wfu)) | receiptmf(l) IF

(Hé,ﬂ'f(m% Salt@ﬂrf(m)) Hreceipt&wf(m) Hl
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3.3.4 Trustee initialization data

The EA uses (h;, N;)-VSS to split the opening of encoded option commitments Com(e¢;)
into V; shares, denoted as (|||, ..., ||€]|n,)-

The initialization data for Trustee; is structured as below:

serial-noy
Part A
Com(@r;‘(i)) H@ﬂ@”é

Part B

Com<€w€B(i)) €5 le

Ty

Similarly, the state of zero knowledge proofs for ballot correctness is shared among the
trustees using (h;, N;)-VSS. For further details, we refer the interested reader to [30].

3.4 Vote Collection Subsystem

We design the VC subsystem as a distributed system of N, cooperating nodes, tolerating
up to f, Byzantine faults, where f, < N, /3. Note that, we also tolerate the collusion of an
arbitrary number of malicious voters with the malicious VC nodes. VC nodes have private
communication channels to each other, and a public (unsecured) channel for the voters.

We modify the data generation process of DEMOS’s EA, by adding the following two steps
while generating voter’s ballots:

1. The (random) vote-code corresponding to each election option is provided in com-
mitted form to each VC node.

2. A receipt is generated for each vote code, which is itself a random number. The
receipt is secret shared across VC nodes with a Verifiable Secret Sharing (VSS)
scheme. Each VC node receives one of these shares.

At step 1, the commitment scheme used hashes the plain text message along with a salt.
The salt is provided along with the committed form to each VC node, while the opening of
the commitment is the vote-code itself.

Before going into detail in the design of the Vote Collection subsystem, we give an overview
of its use. VC nodes are initialized from the EA (as above). The voter receives her ballot
also from the EA, along with the addresses of the VC nodes. During the election hours,
VC nodes run the voting protocol, as depicted in Figure 3.1.

For this protocol to start, the voter selects one part of her ballot at random, and posts her
selected vote code to one of the VC nodes. The VC node that receives her vote validates it,
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D-DEMOS components interaction during voting
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Figure 3.1: High-level diagram of component interactions during the voting phase. Mes-
sage exchanges between VC nodes are simplified for this diagram. In this diagram, there
are four VC nodes, tolerating up to one fault.
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D-DEMOS components interaction during Vote Set Consensus
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Figure 3.2: High-level diagram of component interactions during the vote set consensus
phase. Four VC nodes and three BB nodes are shown, where each subsystem tolerates
one fault. After agreeing on a single Vote Set S, each VC node uploads S to every BB
node. Messages are simplified for this diagram.

interacts with the other VC nodes to reconstruct the receipt from the shares spread across
the VC nodes, and posts it back to the voter. When she receives a receipt, she compares
it with the one on her ballot corresponding to the selected vote code. If it matches, she
is assured her vote was correctly recorded and will be included in the election tally. The
other part of her ballot, the one not used for voting, will be used for auditing purposes.
This design is essential for verifiability, in the sense that the EA cannot predict which part
a voter may use, and the unused part will betray a malicious EA with % probability per
audited ballot.

At election end time, VC nodes run our Vote Set Consensus protocol, illustrated in Fig-
ure 3.2, which guarantees all VC nodes agree on a single set of voted vote codes. After
agreement, each VC node uploads this set to every BB node, which in turn publishes this
set once it receives the same copy from enough (f, + 1) VC nodes.
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3.5 Voter algorithm

We expect the voter, who has received a ballot from the EA, to know the URLs of all
VC nodes. To vote, she picks one part of the ballot at random, selects the vote code
representing her chosen option, and enters the vote casting loop. In this loop, she selects
a VC node at random and posts the vote code. She then waits up to a configuration-
specific timeout. If there is a response within the timeout, and it is a valid receipt, she
exits the loop. Otherwise, she selects the next VC node and repeats the vote-casting
process.

Algorithm 1 Voter algorithm

procedure Vote(ballot, selection, VC-List):

vote-code := ballot.lines[selection].vote-code

VC-List := random-shuffle(VC-List)

repeat
VC-Node := VC-List.popFirst()
send VC-Node VOTE (ballot.serial-no, vote-code)
wait up to timeout for receipt
VC-List.pushBack(VC-Node)

until receipt == ballot.lines|selection].receipt

VNI W=

We depict this process in Algorithm 1, where the voter shuffles the list of VC nodes, pops
the first, tries to vote, and adds the popped VC node to the back of the list again. This way,
the list of VC nodes may be traversed multiple times. Our VC subsystem voting protocol
allows for this as, when the receipt is already generated, the responder VC node simply
sends it back to the voter immediately.

3.6 Synchronous VC subsystem

In this section, we describe the synchronous version of our vote collection subsystem. We
first present the voting protocol, which is used by the voter to cast her vote. This protocol
takes the equivalent of a single round-trip between two VC nodes to produce the receipt,
and uses no explicit signatures. Then, we present the vote set consensus protocol, which
runs on election-end time and guarantees that all honest nodes agree on a single set
of votes. This protocol uses an Interactive Consistency algorithm to achieve agreement
between VC nodes. Finally, we provide proofs of liveness and safety for both protocols.

3.6.1 System description

The algorithms implementing our D-DEMOQOS/IC voting protocol are presented in Algo-
rithm 2. For simplicity, we present our algorithms operating for a single election.

The voting protocol starts when a voter submits a VOTE(serial-no, vote-code) message to
a VC node. We call this node the responder, as it is responsible for delivering the receipt
to the voter. The VC node confirms the current system time is within the defined election
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Algorithm 2 Vote Collector voting protocol algorithms for D-DEMOS/IC

1: procedure on VOTE(serial-no, vote-code) from source:
2 if SysTime() between start and end
3 if b :=locateBallot(serial-no)
4: if b.status = NotVoted
5: if [ := b.VerifyVoteCode(vote-code)
6: b.voter := source > Mark the current node as the responder for source
7 b.status := Pending
8: b.used-vc := vote-code
9: sendAll(VOTE_P(serial-no, vote-code, I.share}))
10: else if b.status = Voted A b.used-vc = vote-code
11: send (source, b.receipt)
12: procedure on VOTE_P(serial-no, vote-code, share) from source:
13: if SysTime() between start and end)
14: b :=locateBallot(serial-no)
15: if b.status = NotVoted
16: if [ := b.VerifyVoteCode(vote-code)
17: if validShare(share, serial-no, vote-code)
18: b.status := Pending
19: b.used-vc := vote-code
20: b.Irs.Append(share) > Update list of receipt shares
21: sendAll(VOTE_P(serial-no, vote-code, I.share) )
22: else if b.status = Pending A b.used-vc = vote-code
23: if validShare(share, serial-no, vote-code)
24 b.Irs.Append(share) > Update list of receipt shares
25: if size(b.Irs) = N, — f,
26: b.receipt := Rec(b.Irs)
27: b.status := Voted
28: if b.voter > If this is the responder node
29: send(b.voter, b.receipt)
30: function Ballot::VerifyVoteCode(vote-code)
31: for [ := 1 to ballot_lines do
32: if lines[l].hash = h(vote-code||lines[l].salt)
33: return lines|(]

34: return L
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hours, and locates the ballot with the specified serial-no. It also verifies this ballot has
not been used for this election, either with the same or a different vote code. Then, it
compares the vote-code against every hashed vote code in each ballot line, until it locates
the correct entry. Subsequently, it obtains from its local database the receipt-share cor-
responding to the specific vote-code. Next, it marks the ballot as pending for the specific
vote-code. Finally, it multicasts a VOTE_P(serial-no, vote-code, receipt-share) message to
all VC nodes, disclosing its share of the receipt. In case the located ballot is marked as
voted for the specific vote-code, the VC node sends the stored receipt to the voter without
any further interaction with other VC nodes.

Each VC node that receives a VOTE_P message, first validates the received receipt-share
according to the verifiable secret sharing scheme used. Then, it performs the same valida-
tions as the responder, and multicasts another VOTE_P message (only once), disclosing its
share of the receipt. When a node collects h, = N, — f, valid shares, it uses the verifiable
secret sharing reconstruction algorithm to reconstruct the receipt (the secret) and marks
the ballot as voted for the specific vote-code. Additionally, the responder node sends this
receipt back to the voter.

A message flow diagram of our voting protocol is depicted in Figure 3.3. As is evident
from the diagram, the time from the multicast of the first VOTE_P message until collecting
all receipt shares, is only slightly longer than a single round-trip between two VC nodes.

Voter VC1 VC: VCs VCa

~

VOTE_Ps

—
/\

RECEIPT //><\
/

Figure 3.3: Diagram of message exchanges for a single vote during the D-DEMOS/IC
vote collection phase.

At election end time, each VC node stops processing VOTE and VOTE_P messages, and
initiates the vote-set consensus protocol. It creates a set VV'S; of (serial-no, vote-code)
tuples, including all voted and pending ballots. Then, it participates in the Interactive Con-
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sistency (IC) protocol of [46], with this set. At the end of IC, each node contains a vector
(VSy,...,VS,) with the Vote Set of each node, and follows the algorithm of Figure 3.4.
Step 1 makes sure any ballot with multiple submitted vote codes is discarded. Since vote

Cross-tabulate (V'Sy,...,V.S,) per ballot, creating a list of vote codes for each ballot. Perform
the following actions for each ballot:

1. If the list contains two or more distinct vote codes, mark the ballot as NotVoted and exit.

2. If a vote code vc¢, appears at least N, — 2f, times in the list, mark the ballot as Voted
for ve, and exit.

3. Otherwise, mark the ballot as NotVoted and exit.

Figure 3.4: High level description of algorithm after IC.

codes are private, and cannot be guessed by malicious vote collectors, the only way for
multiple vote codes to appear is if malicious voters are involved, against whom our system
is not obliged to respect our contract.

With a single vote code remaining, step 2 considers the threshold above which to consider
a ballot as voted for a specific vote code. We select the N, —2f, threshold for which we are
certain that even the following extreme scenario is handled. If the responder is malicious,
submits a receipt to an honest voter, but denies it during vote-set consensus, the remain-
ing N, — 2f, honest VC nodes that revealed their receipt shares for the generation of the
receipt, are enough for the system to accept the vote code (receipt generation requires
N, — f, nodes, of which f,, may be malicious, thus N, — 2f, are necessarily honest).

Finally, step 3 makes sure vote codes that occur less than N, — 2f, times are discarded.
Under this threshold, there is no way a receipt was ever generated.

At the end of this algorithm, each node submits the resulting set of voted (serial-no, vote-code)
tuples to each BB node, which concludes its operation for the specific election.

3.6.2 Proofs

We now prove the liveness and safety of both phases of our synchronous vote collection
subsystem. Liveness is the property which assures us that an algorithm eventually termi-
nates, producing its output. Safety, on the other hand, assures us that an algorithm does
not exhibit erroneous behavior, i.e., it does not produce wrong output.

We consider a D-DEMOS/IC system, where voters run Algorithm 1 and VCnodes run
Algorithm 2 for voting, and the algorithm of section 3.6.1 for Vote Set Consensus, under
the system model of Section 3.1, where fault tolerance thresholds of Section 3.4 hold, and
the adversary cannot guess any vote code inside honest voters’ ballots. We assume the
adversary can control and coordinate all faulty components, i.e., all corrupt voters and all
corrupt VC nodes.
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In all remaining text of this section, we refer to an honest voter, against whom we prove
liveness and safety. We define the honest voter as one that follows Algorithm 1 of Sec-
tion 3.5 to the letter, and above all selects and discloses only one vote code from her
ballot, keeping all other vote codes confidential until the election ends.

We also refer to a correct VC node, which we define as one that is not under the control
of the adversary and which does not exhibit faulty behavior.

To further clarify our wording, we explain the way a VC node maintains a status for each
ballot. This status may be NotVoted, which is set when the VC node has not started any
instance of the voting protocol for this ballot, for any vote code. The status may be Pending
for vote code vcode, which means the voting protocol has started for vcode, but the receipt
cannot be reconstructed yet. Finally, the status can be Voted for vote code vcode, which
means the receipt for vcode has been reconstructed. Note that statuses Pending and
Voted are always accompanied by a specific vote code, which we denote by writing “the
status is Voted for vote code vcode”.

3.6.2.1 Liveness

3.6.2.1.1 Liveness of the voting algorithm.
We first prove a few useful lemmas, that will lead to the proof of the main theorem.

Lemma 1. I/f an honest voter’s ballot with tag serno, at a correct VC node V C;, has its
status changed to Pending for vote code vcode, and all voting protocol messages for this
instance are delivered before election end-time, then this ballot’s status will eventually
change to Voted for vcode at V C;.

Proof. The ballot’s status is changed to Pending while processing either the VOTE or VOTE_P
messages, at node V C;. In both cases, this change is accompanied with the multicast of
a VOTE_P message to all other VC nodes, disclosing V' C;’s receipt share. Because we
assume a lossless network, this VOTE_P message will be delivered to, and be processed
by all correct nodes, as per Algorithm 2.

If a receiving correct node V'C;, has the ballot marked as NotVoted, processing of VC;’s
VOTE_P message results in marking the ballot as Pending for vcode and disclosing V' C;'s re-
ceipt share via anew VOTE_P message. This happens because the submitted (serno, vcode)
tuple was already found valid by V'C;, and thus will also be found valid by V' C;.

If VC; has ballot with tag serno marked as anything other than NotVoted, it has to be so for
vote code vcode, since the voter is honest and the adversary cannot guess and submit any
other vote code for this ballot. As such, V'C; must have already sent its VOTE_P message,
and V C; will receive it eventually.

In both of the above cases, V' C;’s VOTE_P message will be delivered at node V' C;, since
the network is lossless. As the above happens for every correct node V' C;, V C; eventually
receives all receipt shares of all correct nodes, via the corresponding VOTE_P messages.
Because the VSS scheme’s secret recovery threshold (v, — f,) is equal to the minimum
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correct node count, it is guaranteed that the receipt shares are enough to reconstruct the
receipt and mark the ballot as Voted at node V C; (passing the threshold check at line 25
of Algorithm 2).

Thus, the ballot will be marked as Voted at node V ;. Il

Lemma 1 shows that a status of Pending is temporary for honest voters’ ballots, as the
protocol ensures that such a ballot’s status will eventually switch to Voted.

Lemma 2. /f an honest voter posts (serno, vcode) to a correct VC node V C; after election
start-time, and the status of ballot with tag serno is NotVoted at V C;, and all voting protocol
messages for this instance are delivered before election end-time, then the status of this
ballot will become Voted for vcode across all correct VC nodes.

Proof. At VC;, the status changes immediately to Pending and the VOTE_P multicast is
performed. Because of Lemma 1, it will eventually change to Voted for vcode. VOTE_P
messages are delivered at all their destinations, because we have assumed a lossless
network. At each correct VC node that VVC;’s VOTE_P is delivered, the status of the ballot
may be:

* NotVoted, in which case it will change to Pending for vcode.

* Pending, but for the same vote code vcode, as the voter is honest and the adversary
cannot guess the remaining vote codes in the voter’s ballot. In this case, because
of Lemma 1, the status will eventually change to Voted for vcode.

* Voted, but for the same vote code vcode, as the voter is honest and the adversary
cannot guess the remaining vote codes in the voter’s ballot.

In all above cases, the status of the ballot either immediately is, or eventually becomes
Voted for vote code vcode. ]

Lemma 3. /fan honest voter posts (serno, vcode) to a correct VC node V C; before election
end-time, and the status of ballot with tag serno is Voted at V' C;, she will get a receipt.

Proof. The vote code that caused this ballot to become Voted can only be the same as
the one submitted (vcode), because the voter is honest and the adversary cannot guess
vote codes. As such, Algorithm 2 at line 10 replies immediately to the voter with the stored
receipt. O

Theorem 1 (Liveness of D-Demos/IC’s voting algorithm).

If an honest voter starts the voter’s algorithm 1 for (serno, vcode), after the election start-
time and before the election end-time, and the network delivers all protocol messages for
this instance of the voting algorithm 2 before election end-time, then she will get back a
receipt.
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Proof. The voter’s algorithm loops over VC nodes and the voter will eventually stumble
upon a correct VC node V (;, because of the fault tolerance thresholds. If the ballot’s
status at V' C; is Voted, it has to be for vcode as the voter is honest and the adversary
cannot guess the other vote codes in her ballot. In this case, because of Lemma 3, the
voter will immediately get back a receipt.

If the ballot’s status at VVC; is Pending, it has to be for vcode as the voter is honest and the
adversary cannot guess the other vote codes in her ballot. In this case, the voter will not
get a reply back immediately. However, because of Lemma 1, this status is temporary,
and it will be switched to Voted for vcode eventually.

The only remaining case is when V C;’s status for the specific ballot is NotVoted. Because
of Lemma 2, the status for this ballot will eventually change to Voted for vcode across all
correct VC nodes.

Thus, as a worst case, the voter will timeout and keep looping contacting the next VC
node, until she reaches a correct one where the status has become Voted, and she will
get the receipt as a reply because of Lemma 3. ]

Note that the above liveness proof requires the voter to contact at least two correct VC
nodes before getting the reply: one to start the instance of the protocol, and another to
reach a node with status Voted and obtain the receipt. However, our protocol actually
delivers the receipt back to the voter in one step (Algorithm 2, lines 28-29), as long as the
voter does not timeout when casting the vote to the first correct VC node, and the voter
stumbles upon a correct VC node initially.

In the above proof, we assume all messages for the specific instance of the voting protocol
are delivered before election end-time. To give an estimate of the time needed for the
voting protocol to complete, we provide a formula for a safety threshold in section 3.6.2.3.

3.6.2.1.2 Liveness of the vote set consensus algorithm.

We are interested in the liveness of the vote set consensus algorithm, that is, when this al-
gorithm is started across all correct VC nodes at election end-time, it terminates outputting
a set of voted (serno, vcode) tuples at each node.

The liveness of the vote set consensus algorithm derives directly from the (IC,BC-RBB)
algorithm’s liveness property. This is because the algorithm of Figure 3.4, which runs
immediately after the IC one, has no external communication and also has no condition
under which it does not terminate.

3.6.2.2 Safety

In this section, we prove the safety of the vote collection subsystem of D-DEMOS/IC, in
two steps. First, we show that the voting algorithm produces a valid receipt, or none at all.
Then, we show that if a valid receipt is indeed generated, the corresponding vote code
will be included in the set of voted vote codes that is uploaded to the BB from each node.
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3.6.2.2.1 Safety of the voting algorithm.

Theorem 2 (Safety of D-Demos/IC voting algorithm).
If an honest voter submits a (serno, vcode) tuple, then she will receive a valid receipt or
none at all.

Proof. In the proof of Theorem 1 above, we showed that a receipt will be generated for
a valid tuple submission to the VC system, if the network delivers all messages for this
particular voting protocol instance before election end-time. If the network does not deliver
enough messages for the protocol to complete before election-end time, the system does
not output a receipt, but safety is not violated.

If a receipt is indeed generated, this receipt will be valid because at least N,— f, correct VC
nodes (including the responder) will submit their receipt’s shares, and these are enough
to reconstruct the correct receipt (this is an attribute of the VSS scheme). Additionally,
because the secret-sharing scheme we use is verifiable, each VC node that reconstructs
the receipt can do so by discarding corrupt shares from malicious VC nodes, and thus,
there is no possibility of incorrect reconstruction. ]

3.6.2.2.2 Safety of the vote set consensus algorithm.

Beyond our standard assumptions, we additionally assume messages from correct VC
nodes submitted for the Value Dissemination Phase of the used (IC,BC-RBB) algorithm,
are delivered within the defined barrier.

Theorem 3 (Safety of D-Demos/IC vote set consensus).
If an honest voter who submits a (serno,vcode) tuple obtains a valid receipt, then this
tuple will be included in the set of voted tuples of each correct VC node.

Proof. By the safety property of the IC algorithm, we have that each correct VC node will
possess every other correct VC node’s V' S; set in the result vector of IC.

Given the above, a (serno, vcode) tuple for which a valid receipt has been received by the
voter, is not included in the set of voted tuples only in the following cases:

1. There is another tuple, with a different vote code, for the same ballot (see Step 1 of
Figure 3.4).
This however contradicts either our honest voter assumption, or the assumption that
the adversary is unable to guess vote codes.

2. The specific tuple appears in the V' S; sets of less than N, —2f,, VC nodes (see Step 2
of Figure 3.4).
This is not possible because of the secret-sharing threshold of the VSS scheme
used to share the receipt shares across VC nodes. Specifically, for a receipt to be
generated, N, — f, shares are required, of which at least N, —2f, are correct. Thus,
at least N, — 2f,, nodes will include this tuple in their corresponding V' S; sets.
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The above are the only cases where a (serno, vcode) tuple for which a valid receipt has
been received by the voter is not included in the set of voted ballots, and we have shown
that all above cases are invalid under our assumptions. ]

3.6.2.3 Safety threshold

We remind the reader that election hours, that is, the hours where voters are allowed
to vote, are defined by the election administrator. Our system has to obey these time
constraints, by servicing vote requests only within these election hours. e express our
liveness property without such timing constraints, but we assume the network delivers all
protocol messages within the election hours.

To help the system administrator provide an estimate to the voters as to how long before
the election end-time it is safe to cast a vote, we define a safety threshold. To define
this safety threshold, we need to analyze the time it takes for the responder node from
receiving the vote to producing and responding with the corresponding receipt. We use
worst-case assumptions throughout this definition, preferring to err on the safe side. Such
assumptions, evident in our formulas below, are the following:

» There are f, malicious and fast VC nodes active. A correct node receives erroneous
messages from all malicious nodes first, filters them out, and waits until it receives
incoming messages from all the correct nodes to obtain the needed N, — f, valid
messages and make progress.

* Propagation of messages from different nodes to a single target happen serially,
because they share the majority of the communication links. Thus, when sending N,
messages to different hosts, for simplicity we sum the individual propagation delays,
assuming no parallelism at all on the communication links. We apply the same logic
for incoming messages from multiple hosts to a single receiver.

3.6.2.3.1 Receipt generation time formula.
In general, the delay for delivering a message between two nodes is given by the following
formula:

dend—to—end = dtransmission + dpropagation + dqueuing + dprocessmg (31)

In the above formula, we have the following terms:

* diransmission 1S the transmission delay, i.e., the time required for the sender to trans-
mit the complete message over the communication link; the transmission delay is
dependent on the message size.

* dpropagation 1S the time it takes for the first bit of the message to travel the communi-
cation link between the two nodes, and is dependent on the length of the communi-
cation link (or, the distance between the two nodes).
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* dgueuing 1S the time the input message waits in the input queue of the receiving node,
and is dependent on the concurrency (load) of the receiving node.

* dpyrocessing 1S the time it takes to process the message and, either forward it to the next
node, or produce a reply and enqueue it in the output queue.

In our case, we know the vast majority of the messages nodes exchange are short, and
each message fits in a single Ethernet packet. Because of this, we consider d;,.smission
negligible and integrate it into d,,,opegation N all the following formulas.

Thus, the end-to-end delay d,...i,: ic for the voter obtaining a receipt is given by the fol-
lowing formula:

drecei t_ic — 2dc ropagation + dr Trocessing _ic + d ueuin, (32)
pt_ _propag _p g_ q g

In the above formula we assume there is no processing and queuing delay when obtaining
the receipt on the voter’s device. d. , opagation IS the propagation delay between the client
(voter) and the responder VC node, and its factor of 2 expresses the delay until both the
request (vote cast) and the reply (receipt) reach their targets. dg,c.ing iS the queuing delay
of the VOTE message in the responder node.

Finally, d, processing_ic 18 the time it takes the responder to generate the receipt. This in-
cludes validating the input, sending out one VOTE_P message to each node in the VC sub-
system, waiting for N, VOTE_P replies (we assume malicious nodes are active and faster
than correct nodes, which is the worst case), and recreating the receipt from the shares
it receives. We observe a VC node performs a computation, sends a network message,
and either finishes its operation or blocks, waiting for input. To simplify things, we make
the assumption that all such computations take an equal amount of time, which we denote

as dcomputation .

Thus, the formula to calculate d, ,,ocessing ic 1S:

dr_processing_ic = 2dcomputation + 2Nv dv_propagation + Nv dqueuing + (dv_processing_ic + dqueuing) (33)
In formula 3.3 above, the terms are as follows:

* 2dcomputation denotes the two computation steps performed at the responder node.
The first is for validating the input and the second is for recreating the receipt from
the shares.

* 2N,dy propagation 1S the propagation delay between VC nodes. The factor 2N, includes
sending the message to N, nodes and receiving their replies.

* Nydgueuing €Xpresses the time the N, replies wait in the queue of the responder node.

* (dy_processing_ic + queuing) 18 the time required for a non-responder VC node to sub-
mit its receipt share, which includes the processing and queuing delay. There is
no N, factor here, because processing and queuing happen in parallel across VC
nodes. Thus, the responder node actually notices a delay equal to the processing
and queuing time at a single VC node.
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A non-responder VC node simply validates its input and discloses its receipt share. Thus,
we have that:

dv_processing_ic - dcamputation (34)
Combining equations 3.2, 3.3, and 3.4, we derive the following formula:

dreceipt_ic = 2dc_propagation + 2Nvdv_propagation + 3dcomputation + (Nv + 2)dqueuing (35)

3.6.2.3.2 Safety threshold formula.

If the voter sets the timeout, for Algorithm 1 when waiting for a receipt, to d,cccip: i (defined
in formula 3.5 above), we estimate that a safe amount of time the voter can vote and expect
her vote to be registered, to be:

safety_threshold_ic = (f, + 2)dyeceipt_ic (3.6)

In the above calculation, we assume the voter contacts all malicious nodes first, then
the first correct node times out (potentially due to high load), and a second correct one
responds properly. Of course, this threshold can be set in a more conservative fashion by
adjusting the factor to multiples of Ny, instead of f,, as the voter cycles though all nodes
while voting. For example, a factor of 2/NVv instead of f, + 2 will guarantee enough time for
the voter to cycle through all VC nodes twice, with an even higher probability of obtaining
the receipt.

3.7 Asynchronous VC subsystem

In this section, we describe the asynchronous version of our vote collection subsystem.
We first present the voting protocol, which is used by the voter to cast her vote. This
protocol requires approximately two round-trips between two VC nodes to produce the
receipt, and also requires signatures. Then, we present the vote set consensus protocol,
which runs on election-end time and guarantees that all honest nodes agree on a single
set of votes. This protocol requires one multicast and one Binary Consensus Instance for
each defined ballot. Finally, we provide proofs of liveness and safety for both protocols.

3.7.1 System description

We make the following enhancements to the Vote Collection subsystem, to achieve the
completely asynchronous version D-DEMQOS/Async. During voting we introduce another
step, which guarantees only a single vote code can be accepted (towards producing a
receipt) for a given ballot. We also employ an asynchronous binary consensus primitive
to achieve Vote Set Consensus.
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More specifically, during voting, the responder VC node validates the submitted vote code,
but before disclosing its receipt share, it multicasts an ENDORSE(serial-no, vote-code) mes-
sage to all VC nodes. Each VC node, after making sure it has not endorsed another vote
code for this ballot, responds with an ENDORSEMENT(serial-no, vote-code, sigyc,) message,
where sigyc, is a digital signature of the specific serial-no and vote-code, with V' C;’s private
key. The responder collects N, — f, valid signatures and forms a uniqueness certificate
UCERT for this ballot. It then discloses its receipt share via the VOTE_P message, but also
includes the formed UCERT in the message.

Each VC node that receives a VOTE_P message, first verifies the validity of UCERT and
discards the message on error. On success, it proceeds as per the D-DEMOS/IC protocol
(validating the receipt share it receives and then disclosing its own receipt share).

The algorithms implementing our D-DEMOS/Async voting protocol are presented in Algo-
rithm 3.

The voting process is outlined in the diagram of Figure 3.5, where we now see two round-
trips are needed before the receipt is reconstructed and posted to the voter.

Votgf VCi VC:2 VCs3 VCs4
VOTE ~—~~ > _ ENDORSE

ENDOR

RECEIPT %

Figure 3.5: Diagram of message exchanges for a single vote during the D-DEMOS/Async
vote collection phase.

The formation of a valid UCERT gives our algorithms the following guarantees:
a) No matter how many responders and vote codes are active at the same time for the

same ballot, if a UCERT is formed for vote code wvc,, no other uniqueness certificate
for any vote code different than vc, can be formed.
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Algorithm 3 Vote Collector voting protocol algorithms for D-DEMOS/Async

1: procedure on VOTE(serial-no, vote-code) from source:
2 if SysTime() between start and end
3 if b :=locateBallot(serial-no)
4: if b.status = NotVoted
5: if [ := b.VerifyVoteCode(vote-code)
6: b.voter := source > Mark the current node as the responder for source
7 sendAll(ENDORSE (serial-no, vote-code}))
8 else if b.status = Voted A b.used-vc = vote-code
9: send (source, b.receipt)
10: procedure on ENDORSEMENT(serial-no, vote-code, signature) from source:
11: if validEndorsement(signature, serial-no, vote-code, source)
12: if SysTime() between start and end
13: if b :=locateBallot(serial-no)
14: if b.status = NotVoted
15: if | .= b.VerifyVoteCode(vote-code)
16: b.UCERT.Append(signature) > Fill in Uniqueness Certificate
17: if size(b.UCERT) =N, — f,
18: b.status := Pending
19: b.used-vc := vote-code
20: sendAll(VOTE_P(serial-no, vote-code, l.share, b.UCERT))

21: procedure on VOTE_P(serial-no, vote-code, share, UCERT) from source:
22: if validUCert(UCERT, serial-no, vote-code)

23: if SysTime() between start and end

24 if b :=locateBallot(serial-no)

25: if b.status = NotVoted

26: if [ .= b.VerifyVoteCode(vote-code)

27: if validShare(share, serial-no, vote-code)

28: b.status := Pending

29: b.used-vc := vote-code

30: b.Irs.Append(share) > Update list of receipt shares
31: sendAll(VOTE_P(serial-no, vote-code, [.share) )

32: else if b.status = Pending AND b.used-vc = vote-code

33: if validShare(share, serial-no, vote-code)

34: b.Irs.Append(share) > Update list of receipt shares
35: if size(b.Irs) = N, — f,

36: b.receipt := Rec(b.Irs)

37: b.status := Voted

38: if b.voter > If this is the responder node
39: send(b.voter, b.receipt)

40: procedure on ENDORSE(serial-no, vote-code) from source:

41: if SysTime() between start and end

42: if b :=locateBallot(serial-no)

43: if b.status = NotVoted

44: if | .= b.VerifyVoteCode(vote-code)

45: if b.endorsed € {_L, vote-code}

46: b.endorsed := vote-code

47: s := sign(serial-no, vote-code)

48: send(source, ENDORSEMENT (serial-no, vote-code, s))

49: function Ballot::VerifyVoteCode(vote-code)
50: for [ := 1 to ballot_lines do
51: if lines[l].hash = h(vote-code||lines[l].salt)
52: return lines|(]
53: return |
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b) By verifying the UCERT before disclosing a VC node’s receipt share, we guarantee the
voter’s receipt cannot be reconstructed unless a valid UCERT is present.

At election end time, each VC node stops processing ENDORSE, ENDORSEMENT, VOTE and
VOTE_P messages, and follows the vote-set consensus algorithm in Figure 3.6, for each
registered ballot.

1. Send ANNOUNCE(serial-no, vote-code, UCERT) to all nodes. The vote-code will be L if
the node knows of no vote code for this ballot.

2. Wait for N, — f,, such messages. If any of these messages contains a valid vote code
veg, accompanied by a valid UCERT, change the local state immediately, by setting vc,
as the vote code used for this ballot.

3. Participate in a Binary Consensus protocol, with the subject “Is there a valid vote code
for this ballot?”. Enter with an opinion of 1, if a valid vote code is locally known, ora 0
otherwise.

4. If the result of Binary Consensus is 0, consider the ballot not voted.

5. Else, if the result of Binary Consensus is 1, consider the ballot voted. There are two
sub-cases here:

a) If vote code vc,, accompanied by a valid UCERT is locally known, consider the ballot
voted for ve,.

b) If, however, vc, is not known, send a RECOVER-REQUEST(serial-no) message to all VC
nodes, wait for the first valid RECOVER-RESPONSE(serial-no, vc,, UCERT) response,
and update the local state accordingly.

Figure 3.6: High level description of algorithm for asynchronous vote set consensus. This
algorithm runs for each registered ballot.

Steps 1-2 ensure used vote codes are dispersed across nodes. Recall our receipt gen-
eration requires N, — f, shares to be revealed by distinct VC nodes, of which at least
N, —2f, are honest. Note that any two NV, — f,, subsets of IV, contain at least f, + 1 honest
nodes (because f, > N, /3), and at least one of the f,+ 1 honest nodes has participated in
receipt generation. Because of this, if a receipt was generated, at least one honest node’s
ANNOUNCE will be processed by every honest node, and all honest VC nodes will obtain the
corresponding vote code in these two steps. Consequently, all honest nodes enter step 3
with an opinion of 1 and binary consensus is guaranteed to deliver 1 as the resulting value,
thus safeguarding our contract against the voters. In any case, step 3 guarantees all VC
nodes arrive at the same conclusion, on whether this ballot is voted or not.

In the algorithm outlined above, the result from binary consensus is translated from 0/1 to a
status of “not-voted” or a unique valid vote code, in steps 4-5. Step 5b requires additional
explanation. Assume, for example, that a voter submitted a valid vote code v¢,, but a
receipt was not generated before election end time. In this case, an honest vote collector

N. Chondros 64



Byzantine fault-tolerant vote collection for D-DEMOS, a distributed e-voting system

node VC; may not be aware of vc, at step 3, as steps 1-2 do not make any guarantees
in this case. Thus, V' C; may rightfully enter consensus with a value of 0. However, when
honest nodes’ opinions are mixed, the consensus algorithm may produce either 0 or 1. In
case the resultis 1, VC; will not possess the correct vote code vc,, and thus will not be able
to properly translate the result. Thus we introduce a recovery protocol with which V' C; will
issue a RECOVER-REQUEST multicast. We claim that another honest node, V (), exists that
possesses vc, and replies with vc, and the correct UCERT. The reason for the existence
of an honest V' (), is straightforward and stems from the properties of the binary consensus
problem definition. If all honest nodes enter binary consensus with the same opinion «, the
result of any consensus algorithm is guaranteed to be a. Since we have an honest node
V C;, that entered consensus with a value of 0, but a result of 1 was produced, there has
to exist another honest node V (), that entered consensus with an opinion of 1. Since V),
is honest, it must possess vc,, along with the corresponding UCERT (as no other vote
code vc, can be active at the same time for this ballot). Again, because V' (), is honest, it
will follow the protocol and reply with a well formed RECOVER-REPLY. Additionally, the
existence of UCERT guarantees that any malicious replies can be safely identified and
discarded by V ;.

As per D-DEMOS/IC, at the end of this algorithm, each node submits the resulting set of
voted (serial-no, vote-code) tuples to each BB node, which concludes its operation for the
specific election.

3.7.2 Proofs

We now prove the liveness and safety properties of both phases of our asynchronous vote
collection subsystem for D-DEMOS/Async.

We consider a D-DEMOS/Async system, where voters run Algorithm 1 and VC nodes run
Algorithm 3 for voting, and the algorithm of section 3.7.1 for Vote Set Consensus, under
the system model of Section 3.1, where the fault tolerance thresholds of Section 3.4 hold,
and the adversary cannot guess any vote code inside honest voters’ ballots. WWe assume
the adversary can control and coordinate all faulty components, i.e., all corrupt voters and
all corrupt VC nodes.

We use the same wording as explained in section 3.6.2 for the honest voter, the correct
VC node, and the status of a ballot maintained by a VC node. Note that we have not
defined a separate status for the ballot while the Uniqueness Certificate is formed, so the
possible statuses remain three (NotVoted,Pending,Voted).

The following lemmas will prove useful for both liveness and safety proofs.

Lemma 4. The intersection of every two (N, — f,)-sized subsets of the set of VC nodes,
contains at least one correct node.

Proof. Because the two subsets have cardinality NV, — f,,, their intersection I has cardinality
atleast N, —2f,. Lets assume that all f, corrupt nodes are presentin I, which is the worst
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case. This leaves the subset of I with only correct nodes (say C'I) with at least N, — 3f,
nodes. Because N, > 3f, C'I has at least one member, which is correct because all
corrupt nodes have already been subtracted from 1. ]

Lemma 5. Ifa UCERT U, is formed for a voter’s ballot with tag serno, for vote code vcode,,
then no other UCERT U, can be assembled for a vote code vcode, with vcode, # vcodey,
for the same ballot with tag serno.

Proof. We prove this by contradiction. Assume there is such a U, for vcode,,, with vcode, #
vcodey,. This means that N, — f, VC nodes endorsed vcode,, and these nodes form the
Sy subset of the set of VC nodes.

Because of U,, N, — f, VC nodes endorsed vcode,, and these nodes form the S, subset
of the set of VC nodes.

However, because of Lemma 4, the intersection of S, and S, contains at least one correct
VC node.

This means that this correct VC node endorsed two different vote codes for the same
ballot. But this is impossible because the “on ENDORSE” procedure of Algorithm 3 (line 45)
explicitly endorses a single vote code for each ballot. Thus, there cannot be two UCERTs
for two different vote codes for the same ballot. O

Note that Lemma 5 is not restricted to honest voters, but applies equally to malicious ones
as well.

3.7.21 Liveness

3.7.2.1.1 Liveness of the voting algorithm.
We first prove a few useful lemmas, that will lead to the proof of the main theorem.

Lemma 6. /f an honest voter’s ballot with tag serno, at a correct VC node VC;, has its
status changed to Pending for vote code vcode, and all voting protocol messages for this
instance are delivered before election end-time, then this ballot’s status will eventually
change to Voted for vcode at V C;.

Proof. The ballot’s status is changed to Pending while processing either the ENDORSEMENT
or VOTE_P messages, at node V ;. In both cases, this change is accompanied with the
multicast of a VOTE_P message to all other VC nodes, disclosing V' C;’s receipt share, at-
taching a valid UCERT. Because we assume a lossless network, this VOTE_P message
will be delivered to, and be processed by all correct nodes, as per Algorithm 3.

If a receiving correct node V'C, has the ballot marked as NotVoted, processing of VC;’s
VOTE_P message results in marking the ballot as Pending for vcode and disclosing V' C’s re-
ceipt share via a new VOTE_P message. This happens because the submitted (serno, vcode)
tuple was already found valid by V' C;, and thus will also be found valid by V' C;, while the
message contains a valid receipt share and a valid UCERT (since the sender is correct).
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If V'C; has ballot with tag serno marked as anything other than NotVoted, it has to be so for
vote code vcode, since the voter is honest and the adversary cannot guess and submit any
other vote code for this ballot. As such, IVC; must have already sent its VOTE_P message,
and V C; will receive it eventually.

In both of the above cases, V' C;’s VOTE_P message will be delivered at node V' C;, since
the network is lossless. As this is true for every correct node VC;, VC; eventually re-
ceives all receipt shares of all correct nodes, via the corresponding VOTE_P messages.
Because the VSS scheme’s secret recovery threshold (v, — f,) is equal to the minimum
correct node count, it is guaranteed that the receipt shares are enough to reconstruct the
receipt and mark the ballot as Voted at node V C; (passing the threshold check at line 35
of Algorithm 3).

Thus, the ballot will be marked as Voted at node V ;. O

Lemma 6 shows that a status of Pending is temporary for honest voters’ ballots, as the
protocol ensures that such a ballot’s status will eventually switch to Voted.

Lemma 7. If an honest voter’s ballot with tag serno, at a correct VC node VC;, has its
status changed to Pending for vote code vcode, and all voting protocol messages for this
instance are delivered before election end-time, then this ballot’s status will eventually
change to Voted for vcode at all correct VC nodes.

Proof. At VC;, the status will eventually change to Voted because of Lemma 6. How-
ever, node V C; also multicasts its VOTE_P message immediately upon switching its status
to Pending for vcode. This multicast will be delivered, because of our lossless network
assumption, at all correct VC nodes.

If a receiving correct node V'C, has the ballot marked as NotVoted, processing of VC;’s
VOTE_P message results in marking the ballot as Pending for vote code for vcode. Due to
Lemma 6, the Pending status will eventually change to Voted for vcode.

If VC; has ballot with tag serno marked as anything other than NotVoted, it has to be so
for vote code vcode, since the voter is honest and the adversary cannot guess and submit
any other vote code for this ballot. Thus, if it is Pending for vcode, because of Lemma 6
this status will eventually change to Voted for vcode. If it already Voted for vcode then our
goal has already been reached. ]

Lemma 7 shows that our protocol is “unstoppable” by the adversary, since once a correct
node makes the VOTE_P multicast for a ballot and a vote code, all correct nodes will mark
this ballot as Voted for the specific vote code.

Lemma 8. /f an honest voter posts (serno, vcode) to a correct VC node V C; after election
start-time, and the status of ballot with tag serno is NotVoted at V C;, and all voting protocol
messages for this instance are delivered before election end-time, then the status of this
ballot will become Voted for vcode across all correct VC nodes.
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Proof. Node V C; begins the UCERT forming process immediately, by multicasting an
ENDORSE message. This message will be delivered across all correct nodes, because of
our lossless network assumption. A correct VC node that processes the ENDORSE message
cannot ignore it because it has already endorsed another vote code, because our voter is
honest and the adversary cannot guess other vote codes in the voter’s ballot.

However, it may ignore it because its status has progressed from NotVoted. In this case,
its status of either Pending or Voted has to be for the same vote code vcode (for the same
reasons a node cannot have endorsed a different vote code, explained above).

If a single VC node, however, has a status other than NotVoted for vcode, this means that
at some point the status was Pending for vcode, as no node can reach the Voted status for
a ballot without going through the Pending status for this ballot first. But once that single
VC node’s status of ballot with tag serno became Pending for vcode, because of Lemma 7,
all correct VC nodes will reach the goal of marking the ballot as Voted for vcode.

The last remaining case is if all correct VC nodes have a status of NotVoted for ballot with
tag serno. In this case, all correct nodes will reply with the corresponding ENDORSEMENT
message. All correct nodes are enough to form the UCERT for vcode, and thus node V C;
will mark the ballot as Pending for vcode. Again because of Lemma 7, this results in all
correct VC nodes reaching the goal of marking the ballot as Voted for vcode. O

Lemma9. /fan honest voter posts (serno, vcode) to a correct VC node V C; before election
end-time, and the status of ballot with tag serno is Voted at V C;, she will get a receipt.

Proof. The vote code that caused this ballot to become Voted can only be the same as
the one submitted (vcode), because the voter is honest and the adversary cannot guess
vote codes. As such, Algorithm 3 at line 8 replies immediately to the voter with the stored
receipt. [

Theorem 4 (Liveness of D-Demos/Async’s voting algorithm).

If an honest voter starts the voter’s algorithm 1 for (serno, vcode), after the election start-
time and before the election end-time, and the network delivers all protocol messages for
this instance of the voting algorithm 3 before election end-time, then she will get back a
receipt.

Proof. The voter’s algorithm loops over VC nodes and the voter will eventually stumble
upon a correct VC node V C;, because of the fault tolerance thresholds.

If the ballot’s status at V' (C; is Voted, it has to be for vcode as the voter is honest and
the adversary cannot guess the other vote codes in her ballot. In this case, because of
Lemma 9, the voter will immediately get back a receipt.

If the ballot’s status at VVC; is Pending, it has to be for vcode as the voter is honest and the
adversary cannot guess the other vote codes in her ballot. In this case, the voter will not
get a reply back immediately. However, because of Lemma 6, this status is temporary,
and it will be switched to Voted for vcode eventually.
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The only remaining case is when V C;’s status for the specific ballot is NotVoted. Because
of Lemma 8, the status for this ballot will eventually change to Voted for vcode across all
correct VC nodes.

Thus, as a worst case, the voter will timeout and keep looping contacting the next VC
node, until she reaches a correct one where the status has become Voted, and she will
get the receipt as a reply because of Lemma 9. m

Note that the above liveness proof requires the voter to contact at least two correct VC
nodes before getting the reply: one to start the instance of the protocol, and another to
reach a node with status Voted and obtain the receipt. However, our protocol actually
delivers the receipt back to the voter in one step (Algorithm 3, lines 38-39), as long as the
voter does not timeout when casting the vote to the first correct VC node, and the voter
stumbles upon a correct VC node initially.

In the above proof, we assume all messages for the specific instance of the voting protocol
are delivered before election end-time. To give an estimate of the time needed for the
voting protocol to complete, we provide a formula for a safety threshold in section 3.7.2.3.

3.7.21.2 Liveness of the vote set consensus algorithm.
We are interested in the liveness of the vote set consensus algorithm, that is, that when
this algorithm is started across all correct VC nodes at election end-time, it terminates
outputting a set of voted (serno, vcode) tuples at each node.

The liveness of the vote set consensus algorithm is achieved because of the following:

1. The wait for ANNOUNCE messages completes because of the fault-tolerance threshold
of the VC subsystem; by assumption, there will always be N, — f, correct nodes to
send ANNOUNCE messages and complete this phase at each node.

2. The Binary Consensus algorithm completes in accordance with its corresponding
liveness property.

3. The recovery protocol, if needed, terminates because of the existence of a correct
VC node with a valid UCERT for the recovery case (Step 5b) (for the full justification,
see the description of this algorithm in Section 3.7.1).

3.7.2.2 Safety

In this section, we prove the safety of the voting subsystem of D-DEMOS/Async, in two
steps. First, we show that the voting algorithm produces a valid receipt, or none at all.
Then, we show that if a valid receipt is indeed generated, the corresponding vote code is
included in the set of voted vote codes.
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3.7.2.2.1 Safety of the voting algorithm.

Theorem 5 (Safety of D-Demos/Async voting algorithm).
If an honest voter submits a (serno, vcode) tuple, then she will receive a valid receipt or
none at all.

Proof. In the proof of Theorem 4 above, we showed that a receipt will be generated for
a valid tuple submission to the VC system, if the network delivers all messages for this
particular voting protocol instance before election end-time. If the network does not deliver
enough messages for the protocol to complete before election-end time, the system does
not output a receipt, but safety is not violated.

If a receipt is indeed generated, this receipt will be valid because at least N,— f, correct VC
nodes (including the responder) will submit their receipt’s shares, and these are enough
to reconstruct the correct receipt (this is an attribute of the VSS scheme). Additionally,
because the secret-sharing scheme we use is verifiable, each VC node that reconstructs
the receipt can do so by discarding corrupt shares from malicious VC nodes, and thus,
there is no possibility of incorrect reconstruction. ]

3.7.2.2.2 Safety of the vote set consensus algorithm.

Theorem 6 (Safety of D-Demos/Async vote set consensus).
If an honest voter who submits a valid (serno,vcode) tuple obtains a valid receipt, then
this tuple will be included in the set of voted tuples of each correct VC node.

Proof. A (serno,vcode) tuple for which a valid receipt has been received by the voter, is
not included in the set of voted tuples only because of one of the following reasons:

1. Notall correct VC nodes possess the vote code and corresponding UCERT, in which
case binary consensus is not guaranteed to produce 1.
This is not possible because of the ANNOUNCE phase. Suppose a correct node V C;
does not possess the vote code and UCERT. For a receipt to be generated at any
VC node, N, — f, shares from different VC nodes are required (let’s call this subset
of VC nodes S,). The ANNOUNCE phase at VC node V C; requires N, — f, replies to
progress, from a subset S, of the set of VC nodes.
However, because of Lemma 4, S, and S, have at least one correct VC node in
common. This means that the common correct VC node possesses the vcode and
the corresponding UCERT and will disclose it via the ANNOUNCE message, that is
processed by V(C;. When VC; processes this ANNOUNCE message, it modifies its
state immediately to include vcode.
Thus, it is impossible for any correct VC node to not possess in its set of votes a
vcode for which a reply was generated.
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2. A correct node obtains a 1 as the result of binary consensus but has not received
vcode and the UCERT.
This is not possible, because this is what the recovery protocol of the algorithm cov-
ers (Step 5b). In this recovery step, the correct node that misses vcode and the
UCERT broadcasts a RECOVER-REQUEST and at least one correct node will respond
with RECOVER-RESPONSE disclosing vcode and the UCERT. The reason why one such
correct node exists stems from the properties of the binary consensus problem defi-
nition. If all correct nodes enter binary consensus with the same opinion a, the result
of any consensus algorithm is guaranteed to be a. Since we have a correct node
V C;, that entered consensus with a value of 0, but a result of 1 was produced, there
has to exist another correct node V C, that entered consensus with an opinion of
1 (otherwise, Binary Consensus’s agreement property assures us a 0 would have
been produced). Since V(. is correct, it must possess vcode, along with the cor-
responding UCERT (as no other vote code vcode, can be registered at any correct
VC node for the ballot with tag serno, because of Lemma 5). Again, because VC.
is correct, it will follow the protocol and reply with a well formed RECOVER-RESPONSE.
Additionally, the existence of UCERT guarantees that any malicious replies can be
safely identified and discarded by V ;. Thus, it is impossible for any correct VC
node to not possess in its set of votes a vcode for which binary consensus resulted
in 1.

The above are the only cases where a (serno, vcode) tuple for which a valid receipt has
been received by the voter is not included in the set of voted ballots, and we have shown
that all above cases are invalid under our assumptions.

O

3.7.2.3 Safety threshold

Because of the election end-time hard threshold, which we explained in detail in Sec-
tion 3.6.2.3, we again define a safety threshold for the voter to obtain a receipt with high
probability, based on the receipt generation time formula.

3.7.2.3.1 Receipt generation time formula.
Following the same logic as the one used in formula 3.1, the end-to-end delay for the voter
obtaining a receipt in D-DEMOS/Async is given by the following formula:

dreceipt_async 2dc_propagation + dr_processing_async + dqueuing (37)

In the above formula we assume there is no processing and queuing delay when obtaining
the receipt on the voter’s device. d. ,ropagation 1S the propagation delay between the client
(voter) and the responder VC node, and the factor 2 covers both casting the vote and
receiving the receipt.
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Finally, d, processing async 1S the time it takes the responder to generate the receipt. This
includes validating the input, generating the UCERT, sending out one message to each
node in the VC subsystem, waiting for N, replies (we assume malicious nodes are active
and faster than correct ones, which is the worst case), and recreating the receipt from the
shares it received. Generating a UCERT requires an extra round-trip to the VC nodes,
where each one produces an endorsement by signing the input data, and the responder
verifies each received ENDORSEMENT, which contains a signature. We observe a VC node
performs a computation, sends a network message and either finishes its operation or
blocks waiting for input. To simplify things, we make the assumption that all such compu-
tations take an equal amount of time, which we denote as d.omputation-

Thus, the formula to calculate d, ,ocessing async iS:

dr_processing_async - 2dcomputatz’on + ducert_gen + 2Nvdv_propagation + Nvdqueuing
+ (dv_processing_async + dqueuing) (38)

In formula 3.8 above, the terms are as follows:

* 2dcomputation denotes the two computation steps performed at the responder node.
The first is for validating the input and the second is for recreating the receipt from
the shares.

* dycert_gen 1S the time required to generate the UCERT, and it is defined below.

* 2N,dy, propagation 1S the propagation delay between VC nodes. The factor 2N, includes
sending the message to V, nodes and receiving their replies.

* Nydgueuing denotes the time the N, replies wait in the queue of the responder node.
* (dy_processing_async + Aqueuing) 18 the time required for a non-responder VC node to sub-
mit its receipt share, which includes the processing and queuing delay. There is
no N, factor here, because processing and queuing happen in parallel across VC

nodes. Thus, the responder node actually notices a delay equal to the processing
and queuing time at a single VC node.

We now define the formula for dcc,_gen, as follows:
ducert_gen = 2Nvdv_propagation+(de_processing+dqueuing)+Nvdqueuing+dsig_prod+Nvdsig_ver (39)

In formula 3.9, the terms are as follows:

* 2Nydy propagation €XPresses the time required for the responder to send the ENDORSE
message to all VC nodes, and for each VC node to respond with the ENDORSEMENT
message.
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* (de_processing + dqueuing) 1S the time required for a non-responder VC node to produce
its response (defined below), plus the delay of the generated ENDORSE message in
the queue of the VC node. As already noted, there is no N, factor here, because
processing and queuing happen in parallel across VC nodes, so the time responder
actually waits equals the processing and queuing time at a single VC node.

* Nydgueuing €Xpresses the time all ENDORSEMENT messages wait in the queue of the
responder.

* dsig prod 1S the time required for the responder to sign the ENDORSEMENT request (one
signature production).

* Nydsig ver €Xpresses the time required for the responder to verify each received
ENDORSEMENT message (one signature verification for each message).

de_processing, the time required to produce an ENDORSEMENT response ata VC node, is defined
as follows:

de_processing - dsig_ver + dcomputation + dsig_prod (31 0)
In the above formula, d.omputation @pProximates the time required for the VC node to ensure
there is no other vote code already endorsed for the specific ballot. Besides that, the VC

node also verifies the signature of the responder in the ENDORSE message (ds;, vr), and
generates a signature of its own for the ENDORSEMENT reply (dsig prod)-

Besides verifying its input (as in D-DEMOS/IC), each VC node receiving a VOTE_P mes-
sage, also needs to verify the attached UCERT first. As the UCERT comprises N, — f,
distinct signatures, its processing time is given by the following formula:

ducert_ver = (N’U - fv)dsig_'uer (3 1 1 )

The formula for d,, ,rocessing asyne, the time a VC node takes to produce its receipt share, is
the following:

dv_processmg_async = dcomputation + ducert_ver = dcomputation + (Nv - fv)dsig_ver (312)

Combining equations 3.7, 3.8, and 3.12, we derive the following formula for receipt gen-
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eration time in D-DEMOS/Async:

dreceipt_async = 2dc_propagation + dr_processing_async + dqueuing
= 2dc_pr0pagation + zdcomputation + ducert_gen + 2Nvdv_propagation + Nvdqueuing + dv_processing_async
+ dqueuing + dqueuing
= 2dc_propagation + 2dcomputati0n + 2NU dv_propagation + de_processing + dqueuing + Nv dqueuing + dsig_prod
+ Nvdsig_'uer + 2Nvdv_propagation + Nvdqueuing + dv_processing_async + dqueuing + dqueuing
= 2dc_propagation + 2dcomputation + 2Nvdv_propagation + dsig_ver + dcomputation + dsig_prod + dqueuing
+ Nvdqueuing + dsig_prod + Nvdsig_ver + 2Nvdv_p'ropagation + Nvdqueuing + dv_processing_async
+ dqueuing + dquem’ng
= 2dc_propagation + 2dcom}outation + 2Nvdv_propagation + dsig_ver + dcomputation + dsig_prod + dqueuing
+ Nvdqueuing + dsig_p'rod + Nvdsig_ver + 2Nvdv_propagation + Nvdqueuing + dcomputation
+ (Nv - fv)dsig_ver + dqueuing + dqueuing
- 2dc_p7"opagation + 4Nvdv_propagation + (2Nv + 3>dqueuing + 4dcomputation + 2dsig_p7‘od
+ (2N, — fo + 1)dsig ver (3.13)

3.7.2.3.2 Safety threshold formula.

If the voter sets the timeout, for Algorithm 1 when waiting for a receipt, t0 d,cccipt_async
(defined in formula 3.13 above), we estimate that a safe amount of time the voter can vote
and expect her vote to be registered, to be:

safety_threshold_async = (fy + 2)dreceipt_async (3.14)

In the above calculation, we assume the voter stumbles upon all malicious nodes first, then
the first correct node times out (potentially due to high load), and a second correct one
responds properly. Of course, this threshold can be set in a more conservative fashion by
adjusting the factor to multiples of Ny, instead of f,, as the voter cycles though all nodes
while voting.

3.8 Remaining D-DEMOS system components

For completeness, we provide a small overview of the BB and the trustees subsystems,
and a short description of the auditor role. Please note that these components are beyond
the scope of this thesis. For details for these components, as well as the proofs for the
privacy and end-to-end verifiability properties of D-DEMOS, we refer the interested reader
to [34] and [35].
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3.8.1 Bulletin Board

A BB node functions as a public repository of election-specific information. By definition,
it can be read via a public and anonymous channel. Writes, on the other hand, happen
over an authenticated channel, implemented with PKI originating from the voting system.
BB nodes are independent from each other, as a BB node never directly contacts another
BB node. Readers are expected to issue a read request to all BB nodes, and trust the
reply that comes from the majority. Writers are also expected to write to all BB nodes; their
submissions are always verified, and explained in more detail below. The BB subsystem
consists of IV, nodes and tolerates f, < NN,/2 faults.

After the setup phase, each BB node publishes its initialization data. During election hours,
BB nodes remain inert. After the voting phase, each BB node receives from each VC node,
the final vote-code set and the shares of msk. Once it receives f, + 1 identical final vote
code sets, it accepts and publishes the final vote code set. Once it receives N, — f, valid
key shares (again from VC nodes), it reconstructs the msk, decrypts all the encrypted vote
codes in its initialization data, and publishes them.

At this point, the cryptographic payloads corresponding to the cast vote codes are made
available to the trustees. Trustees, in turn, read from the BB subsystem, perform their
individual calculations and then write to the BB nodes; these writes are verified by the
trustees’ keys, generated by the EA. Once enough frustees have posted valid data, the
BB node combines them and publishes the final election result.

We intentionally designed the BB nodes to be as simple as possible for the reader, refrain-
ing from using a Replicated State Machine, which would require readers to run algorithm-
specific software. The robustness of BB nodes comes from controlling all write accesses
to them. Writes from VC nodes are verified against their honest majority threshold. Further
writes are allowed only from frustees, verified by their keys.

Finally, a reader of the BB nodes should post her read request to all nodes, and accept
what the majority responds with (f, + 1 is enough). We acknowledge there might be
temporary state divergence (among BB nodes), from the time a writer updates the first BB
node, until the same writer updates the last BB node. However, given the fault-tolerance
threshold, this should be only momentary, alleviated with simple retries. Thus, if there is
no reply backed by a clear majority, the reader should retry until there is one.

3.8.2 Trustees

After the end of election hours, each trustee fetches all the election data from the BB
subsystem and verifies its validity. For each ballot, there are two possible valid outcomes:
i) one of the A/B parts are voted, ii) none of the A/B parts are voted. If both A/B parts of
a ballot are marked as voted, then the ballot is considered as invalid and is discarded.
Similarly, trustees also discard those ballots where more than one commitments in an A/B
part are marked as voted.
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In case (i), for each encoded option commitment in the unused part, Trustee, submits its
corresponding share of the opening of the commitment to the BB. For each encoded option
commitment in the voted part, Trustee, computes and posts the share of the final message
of the corresponding zero knowledge proof, showing the validity of those commitments.
Meanwhile, those commitments marked as voted are collected to a tally set Eiy. In case
(i), for each encoded option commitment in both parts, Trustee, submits its corresponding
share of the opening of the commitment to the BB. Finally, denote Dt(agl)ly as Trustee,’s set
of shares of option encoding commitment openings, corresponding to the commitments

in Etary. Trustee, computes the opening share for Eg, as 1, = Epen“> and then submits
tally
T, to each BB node.

3.8.3 Auditors

Auditors are participants of the D-DEMOS system who can verify the election process.
The role of the auditor can be assumed by voters or any other party. After election end
time, auditors read information from the BB and verify the correct execution of the election,
by verifying the following:

—

within each opened ballot, no two vote codes are the same;
. there are no two submitted vote codes associated with any single ballot part;
within each ballot, no more than one part has been used;

all the openings of the commitments are valid;

o B w N

all the zero-knowledge proofs associated with the used ballot parts are completed
and valid.

The auditors receive audit information (an unused ballot part and a cast vote code) from
voters who wish to delegate verification, and they can also verify:

6. the submitted vote codes are consistent with the ones received from the voters;

7. the openings of the unused ballot parts are consistent with the ones received from
the voters.
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4. DISCUSSION

4.1 Why not State Machine Replication for VC

It can be argued that a far simpler design for the VC subsystem would be one using State
Machine Replication (SMR). In such a design, VC nodes would run a Byzantine Fault
Tolerate state machine replication protocol such as [25]. In fact, we analyzed this protocol
early on in our research and provided solutions to some of its shortcomings in [33]. More
specifically, we added management of clients that join and leave the system dynamically,
and we integrated an SQL engine to manage the application level state in an application-
friendly fashion. However, a BFT SMR protocol approach to vote collection poses two
major problems.

The first problem is that of privacy, as such algorithms tolerate faults to liveness and safety,
but not to privacy. That is, if the adversary takes over one of the nodes (still below the
fault tolerance threshold), he obtains knowledge of all the data stored in the node. In our
case, the adversary would gain access to all voters’ ballots and would be able to vote on
behalf of them. There has been work from Yin et al. [114], which proposed distinct roles
for nodes of the system. The define agreement nodes that simply run the agreement pro-
tocol and have no access to application-specific data, and execution nodes that execute
the requests and have access to application data. They also introduce a privacy firewall
between agreement nodes and execution nodes. This approach however, makes the un-
derlying assumption that execution nodes are physically restricted to communicate only
with other execution nodes and firewall nodes. This is impossible to implement when tar-
geting separate administrative domains, as we do. Additionally, it increases considerably
the cost of a solution, because it requires a multitude of physical machines to implement
a single logical replicated state machine (at least 5f + 1 plus the firewall layer nodes).

The second problem is that such a solution would violate our goal of relieving the end-
user from relying on cryptographic computations on the client device. This is because all
SMR protocols require the client device to verify signatures of received messages when
it decides if the reply is correct or not.

For these reasons, we refrained from using SMR and designed our custom voting protocol.

4.2 Potential attacks

In this section, we outline some of the possible attacks against the D-DEMOS systems,
and the way our systems thwart them. This is a high level discussion, aiming to help the
reader understand why our systems work reliably. In Sections 3.6.2 and 3.7.2 we provide
the proofs of liveness and safety, which are the foundation of this discussion.

In this high-level description, we intentionally do not focus on Denial-of-Service attacks,
as these kind of attacks attempt to stop the system from producing a result, or stop voters
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from casting their votes. Although these attacks are important, they cannot be hidden,
as voters will notice immediately the system not responding (either because of our receipt
mechanism and our liveness property, or because of lack of information in the BB). Instead,
we focus on attacks on the correctness of the election result, as these have consequences
simple voters cannot identify easily. In this discussion, we assume the fault thresholds of
section 3.4 are not violated, and the attacker cannot violate the security of the underlying
cryptographic primitives.

In this section, we focus on correctness, noting that our systems’ privacy is achieved by
the security of the cryptographic schemes used , and the partial initialization data that
each node of the distributed subsystems receives during the setup phase.

4.2.1 Malicious Election Authority Component

At a high level, the EA produces vote codes and corresponding receipts. Vote codes
are pointers to the associated cryptographic payload, which includes option encodings.
Option encodings are used to produce the tally using homomorphic addition. If the EA
misencodes any option, it will be identified by the Zero-Knowledge proof validation per-
formed by the Auditors.

The EA may instead try to “point” a vote code to a valid but different option encoding (than
the one described in the voter’s ballot), in an attempt to manipulate the result. In this case,
the EA cannot predict which one of the two ballot parts the voter will use. Recall that the
unused part of the ballot will be opened in the BB by the trustees, and thus the voters can
read and verify the correctness of their unused ballot parts.

If none of the above attacks take place, there is perfect consistency between each voter’s
ballot and its corresponding information on the BB. Because of this, as well as the correct-
ness and the perfect hiding property of our commitment scheme, the homomorphic tally
will be opened to the actual election result.

4.2.2 Malicious Voter

A malicious voter can try to submit multiple vote codes to the VC subsystem, attempting
to cause disagreement between its nodes. In this case, a receipt may be generated,
depending on the order of delivery of network messages. Note that, our safety contract
allows our system to either accept only one vote code for this ballot, or discard the ballot
altogether, as the voter is malicious and our contract holds only for honest voters.

In the D-DEMOS/IC case, this is resolved at the Vote Set Consensus phase. During the
voting phase, each VC node accepts only the first vote code it receives (via either a VOTE
or a VOTE_P message), and attempts to follow our voting protocol. This results in the
generation of at most one receipt, for one of the posted vote codes. However, during Vote
Set Consensus, honest VC nodes will typically identify the multiple posted vote codes
and discard the ballot altogether, even if a receipt was indeed generated. If the ballot is
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not discarded (e.g., because malicious vote collector nodes hid the extra vote codes and
honest nodes knew only of one), our N, — 2f, threshold guarantees that no vote codes
with generated receipts are discarded.

In the D-DEMOS/Async case, this is resolved completely at the voting phase. Each VC
node still accepts only the first vote code it receives, but additionally attempts to build a
UCERT for it. As the generation of a UCERT is guaranteed to be successful only for a
single vote code, the outcome of the voting protocol will be either no UCERT being built,
resulting in considering the ballot as not-voted, or a single UCERT generated.

Thus, the two systems behave differently in the case of multiple posted vote codes, as
D-DEMOS/IC typically discards such ballots, while D-DEMOS/Async may process some
of them, when a UCERT is successfully built.

4.2.3 Malicious Vote Collector

A malicious VC node cannot easily guess the vote codes in the voters’ ballots, as they are
randomly generated. Additionally, because vote codes are encrypted in the local state
of each VC node, VC nodes cannot decode and use them. Note that, a vote code in a
voter’s ballot is considered private until the voter decides to use it and transmits it over
the network. From this point on, the vote code can be intercepted by the attacker, as the
only power it gives him is to cast it.

A malicious VC node can obtain vote codes from colluding malicious voters. In this case,
the only possible attack on correctness is exactly the same as if it originated from the
malicious voter herself, and we already described our counter-measures in Section 4.2.2.

A malicious VC node may become a responder. In this case, this VC node may selectively
transmit the cast vote code to a subset of the remaining VC nodes, potentially including all
the other malicious and colluding nodes, and deliver the receipt to an honest voter. Con-
sequently, the attacker controlling the malicious entities, may try to “confuse” the honest
VC nodes and have them disagree on whether the ballot is voted or not, by having all
malicious VC nodes lie at vote set consensus time, reporting the ballot as not voted.

Recall that, for the receipt to be generated, N, — f, VC nodes need to cooperate, of which
up to f, may be malicious. This leaves N, — 2f, honest nodes always present.

In the case of D-DEMOS/IC, these N, — 2f, honest nodes will show up in the per ballot
cross-tabulation, and will drive the decision to mark the ballot as voted (note that, in the
algorithm of Figure 3.4, N, — 2f, is the lower threshold for a ballot to be marked as voted).
In the case of D-DEMOS/Async, we include the ANNOUNCE-exchanging phase before the
consensus algorithm, to guarantee at least one of the NV, — 2f,, honest nodes’ ANNOUNCE
message will be processed by every honest node. In this case, on entering consensus,
all honest nodes will agree that the ballot is voted, which guarantees the outcome of con-
sensus to be in accordance.
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5. IMPLEMENTATION

5.1 Infrastructure

The majority of the software for the prototype implementation of D-DEMOS is developed
in Java. We use an asynchronous, event-based approach to software architecture in this
work. To support this architecture, we build an asynchronous communications stack (ACS)
on top of Java, using Netty [38] and the asynchronous PostgreSQL driver from [77].

We build a Communicator class that handles message passing for the upper layers of
the application, while it uses the Node and Message concepts (see Figure 5.1 for a class
diagram). A Node represents a network node that can be the recipient and source of a
Message. A Node has an identifier, an IP Address and port number, and a public key,
that are common across all instances of ACS. Additionally, nodes are grouped into node
groups, allowing nodes to send messages to all nodes of a group. We use TLS authenti-
cated channels for inter-node communication, and provide a public HTTP channel for client
(voter) access. A Message is the object that is exchanged across nodes. It is specialized
in descended classes, which are identified by a unique message identifier (an integer),
and which provide type-specific serialization and deserialization operations. We create
child classes of our AbstractCommunicator for TCP/TLS connections (NettyCommunica-
tor) and for debugging purposes (DummyCommunicator).

Communicator works as follows. It is initialized with the Node instances of all nodes in
the system (we use a static membership model). The application registers handlers for all
messages it can process, via registerMessage. It then gives control to the Communicator
instance via start. The Communicator initializes its structures and all network channels.
With Netty, this means it starts secondary threads to handle network input, which decode
incoming messages and place them in a shared input queue. We use Google Protocol
Buffers [69] to encode and decode messages efficiently. In the main thread, Communica-
tor enters the dispatch loop, where it calls the registered handler for each message in the
input queue, passing along the sending Node as the source. The application uses one of
send, sendAll, or sendGroup to send a message a single, all, or a group of nodes. Note
that Communicator creates the connections (TLS channels) to remote nodes on demand,
when the first message to a specific node is enqueued.

Our NettyCommunicator implementation supports a public HTTP channel with the start(...,
httpPort, httpParser) operation. NettyCommunicator creates an HTTP listening socket on
the specified port, and listens to connections. Once a connection is established, a new
AnonymousNode instance is created to represent the client of this specific channel. Once
an HTTP request is received, it is given to the specified httpParser, which transforms the
request into a Message instance. This Message is then enqueued, along with Anony-
mousNode as the source. This way, the corresponding message handler can respond by
sending a message to the source node, which in turn transforms it in plain text and puts it
in the HTTP response.
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Figure 5.1: A UML Class Diagram of the Asynchronous Communications Stack.
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Besides Messages, Communicator also supports setting and getting notifications of Time-
outs. This allows nodes to progress in case of lack of complete input (normally due to
node crashes). Our Communicator implementation also allows for simulating crashes, by
marking a specific node as crashed (see setCrashed), which simulates a crashed node
by throwing away all application-level messages.

Note that Communicator does not handle multiplexing multiple instances of a specific pro-
tocol. We delegate this to the initial message handler, which maintains a map of instances
and forwards it to the handler of the appropriate instance. For example, each binary con-
sensus instance is identified by a consensus id, and a map stores the mapping from a
consensus id to a Consensusinstance class. The initial message handler for any consen-
sus message creates a new instance of the Consensuslnstance class to handle incoming
messages for consensus ids not in the map of instances.

Communicator allows offloading long-running tasks to secondary threads. We use this
interface to offload signature operations (signing, verification) to secondary threads. An
event handler calls submitBackgroundTask, which schedules the operation a thread pool.
Once the result is ready, it is enqueued in the input queue. Postgresql [39] database
operations are scheduled via the asynchronous PostgreSQL driver from [77], which uses
its own pool of database connections, and results are again enqueued in the input queue.

5.2 D-DEMOS Election Authority

For this work, we obtained the Election Authority code from the original (centralized) DE-
MOS voting system, implemented in C++, and extended it to generate the receipts and
split the VC initialization data across VC nodes. We use the MIRACL library [91] for elliptic-
curve cryptographic operations.

The EA is a stand-alone executable than takes as input the number of voters, the number
of options and the list of addresses of VC nodes. It proceeds to generate the ballots for
the voters, and the initialization data for VC nodes, BB nodes and trustees.

5.3 VC node

We implement the VC node in Java, on top of ACS.

5.3.1 Voting

We define a VOTE and VOTE_P messages as described in Section 3.4. We also add an
election id parameter, to allow handling of multiple elections. We then define a VoteCol-
lector class which handles processing of above messages. All data access for a specific
election is abstracted behind an Election object, with an ElectionManager class handling
the mapping between an election identifier and an Election object. We provide different
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Election implementations, one which accesses the database for every operation, and an-
other witch loads all ballots in memory on initialization and does not access the database
during voting.

We depict these classes in the UML diagram of Figure 5.2.

The public HTTP channel of the vote collector node offers an HTML form that allows the
voter to input the serial number and vote code of her choice. Once this form is received,
the input is transformed to a VOTE message, and the responder VC node starts the voting
protocol, communicates with the other VC nodes, recreates the receipt, and responds with
it to the voter using the original HTTP channel.

We implement “verifiable secret sharing with honest dealer”, by utilizing Shamir’s Secret
Share library implementation [108], and having the EA sign each share. This way, each
node can verify a share it receives.

5.3.2 Vote Set Consensus

For vote set consensus in D-DEMOS/IC, we use the implementation of /C,BC-RBB (Inter-
active Consistency algorithm, using asynchronous binary consensus and reliable broad-
cast without signatures) from [46]. We use the election end time as a synchronization
point to start the algorithm, and configure the timeout of the first phase of the algorithm
according to the number of VC nodes and the number of ballots in the election. Note that
IC,BC-RBB is implemented on top of the same ACS described above and thus is smoothly
integrated in our system.

For D-DEMOS/Async, we implement Bracha’s Binary Consensus directly on top of the
ACS (see Figure 5.3), and we use that to implement our Vote Set Consensus algorithm
(depicted in Figure 3.6).

Bracha’s consensus includes a Reliable Broadcast Mechanism, which we implement in
the Broadcast class. The class is passed a handler for accepted broadcast on construc-
tion. The node begins a new broadcast using the broadcast operation, specifying the
consensus and broadcast ids, and the value as an array of integers.

Using the broadcast mechanism, we implement a ConsensusManager which manages
multiple instances of a Consensuslinstance. Again, the handler for finished broadcasts
is passed at the constructor, and de-multiplexing is handled using the Consensus Id of
each instance. Our implementation of Bracha’s consensus, handles all corner cases of
a malicious node submitting multiple messages from the same round. We handle this by
keeping separate structures for messages from each origin, and either looking into any
one of them when trying to validate remote input, or selecting only the first one when we
decide for the local node’s next round value.

Finally, we introduce a version of Binary Consensus that operates in batches of arbitrary
size; this way, we achieve greater network efficiency while running one instance of Bi-
nary Consensus for each ballot. Capitalizing on the broadcast primitive’s ability to handle
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-voteCollector

1

Figure 5.2: A UML Class Diagram of the voting protocol related classes of the Vote Col-
lector implementation.
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Figure 5.3: A UML Class Diagram of the Bracha Consensus implementation.
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arrays of integers, we encode different broadcasts into such arrays. The class that imple-
ments this is BatchConsensusManager, which is initialized with a batch size. The batch
version of the consensus manager expects the local node to join a series of consensus
instances at once, by providing an array of bit values. It uses the same implementation
of Consensusinstance but waits for all instances to output their messages, batches them
and starts a single consensus instance for all of them. This reduces greatly the number
of messages required for the batch.

Besides binary consensus batching, we batch most of the asynchronous vote set consen-
sus “announce” phase’s messages. If this phase was implemented without optimization,
it would result in a message complexity of n x N, (individual ANNOUNCE messages), im-
posing a significant network load. This is because each node has to multicast an ANNOUNCE
message for each ballot, and wait for n(N, — f,) replies to progress.

To optimize this, we have each node consult its local database and detect cases where
another node already knows the correct vote code and UCERT for a specific ballot. This
is feasible because when a node V' C,, discloses its share using the VOTE_P message, it
also includes the UCERT, and this fact is recorded in the recipient’s node (V' C,) database
along with the sender node’s share. For these cases, we produce ANNOUNCE_RANGE
messages addressed to individual nodes, having the source node V' C, announce a range
of ballot serial numbers as voted, a fact that is already known to the recipient node V()
(because VC, located the recorded VOTE_P messages from V(). We use the same
mechanism to announce ranges of not-voted ballots.
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6. EVALUATION

We experimentally evaluate the performance of our voting system, focusing mostly on our
vote collection algorithm, which is the most performance critical part. We conduct our
experiments using a cluster of 12 machines, connected over a Gigabit Ethernet switch.
The first 4 are equipped with Hexa-core Intel Xeon E5-2420 @ 1.90GHz, 16GB RAM, and
one 1TB SATA disk, running CentOS 7 Linux, and we use them to run our VC nodes.
The remaining 8 comprise dual Intel(R) Xeon(TM) CPUs @ 2.80GHz, with 4GB of main
memory, and two 50GB disks, running CentOS 6 Linux, and we use them as clients.

We implement a multi-threaded voting client to simulate concurrency. This client starts
the requested number of threads, each of which loads its corresponding ballots from disk
and waits for a signal to start. From then on, the thread enters a loop where it picks one
VC node and vote code at random, requests the voting page from the selected VC (HTTP
GET), submits its vote (HTTP POST), and waits for the reply (receipt). This simulates
multiple concurrent voters casting their votes in parallel, and gives an understanding of
the behavior of the system under the corresponding load. We employ the PostgreSQL
RDBMS [39] to store all VC initialization data from the EA.

We start off by demonstrating our system’s capability of handling large-scale elections.
To this end, we generate election data for referendums, i.e., m = 2, and vary the total
number of ballots n from 50 million to 250 million (note the 2012 US voting population
size was 235 million). This causes the database size to increase accordingly and impact
queries. We fix the number of concurrent clients to 400 and cast a total of 200,000 ballots,
which are enough for our system to reach its steady-state operation (larger experiments
result in the same throughput). Figure 6.1 shows the throughput of both D-DEMOS/IC and
D-DEMOS/Async declines slowly, even with a five-fold increase in the number of eligible
voters. The cause of the decline is the increase of the database size.

In our second experiment, we explore the effect of m, i.e., the number of election options,
on system performance. We vary the number of options from m = 2 to m = 10. Each
election has a total of n = 200, 000 ballots which we spread evenly across 400 concurrent
clients. As illustrated in Figure 6.2, our vote collection protocol manages to deliver ap-
proximately the same throughput regardless of the value of m, for both D-DEMOS/IC and
D-DEMOS/Async. Notice that the major extra overhead m induces during vote collection,
is the increase in the number of hash verifications during vote code validation, as there
are more vote codes per ballot. The increase in number of options has a minor impact on
the database size as well (as each ballots has 2m options).

Next, we evaluate the scalability of our vote collection protocol by varying the number of
vote collectors and concurrent clients. We eliminate the database, by caching the election
data in memory and servicing voters from the cache, to measure the net communication
and processing costs of our voting protocol. We vary the number of VC nodes from 4
to 16, and distribute them across the 4 physical machines. Note that, co-located nodes
are unable to produce vote receipts via local messages only, since the N, — f, threshold
cannot be satisfied, i.e., cross-machine communication is still the dominant factor in receipt
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Figure 6.2: Vote collection throughput graphs for D-DEMOS/IC (6.2a) and D-
DEMOS/Async(6.2b), versus the number of election options m.
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generation. For election data, we use the dataset with n = 200,000 ballots and m = 4
options, which is enough for our system to reach its steady state.

In Figure 6.3, we plot the average response time of both our vote collection protocols,
versus the number of vote collectors, under different concurrency levels, ranging from
500 to 2000 concurrent clients. Results for both systems illustrate an almost linear in-
crease in the client-perceived latency, for all concurrency scenarios, up to 13 VC nodes.
From this point on, when four logical VC nodes are placed on a single physical machine,
we notice a non-linear increase in latency. We attribute this to the overloading of the
memory bus, a resource shared among all processors of the system, which services all
(in-memory) database operations. D-DEMOS/IC has a slower response time with its sin-
gle round intra-VC node communication, while D-DEMOS/Async is slightly slower due to
the extra Uniqueness Certificate round.

Figure 6.4 shows the throughput of both our vote collection protocols, versus the number
of vote collectors, under different concurrency levels. We observe that, in terms of overall
system throughput, the penalty of tolerating extra failures (increasing the number of vote
collectors) manifests early on. We notice an almost 50% decline in system throughput
from 4 to 7 VC nodes for D-DEMOS/IC, and a bigger one for D-DEMOS/Async. How-
ever, further increases in the number of vote collectors lead to a much smoother, linear
decrease. Overall, D-DEMOS/IC achieves better throughput than D-DEMOS/Async, due
to exchanging fewer messages and lacking signature operations.

In Figure 6.5, we plot a different view of both our systems’ throughput, this time versus the
concurrency level (ranging from 100 to 2000). Plots represent number of VC node settings
(4 to 16), thus different fault tolerance levels. Results show both our systems have the
nice property of delivering nearly constant throughput, regardless of the incoming request
load, for a given number of VC nodes.

We repeat the same experiment by emulating a WAN environment using netem [68], a
network emulator for Linux. We inject a uniform latency of 25ms (typical for US coast-
to-coast communication [62]) for each network packet exchanged between vote collector
nodes, and present our results in Figures 6.6, 6.7, and 6.8. A simple comparison between
LAN and WAN plots illustrates our system manages to deliver the same level of throughput
and average response time, regardless of the increased intra-VC communication latency.

The benefits of the in-memory approach, expressed both in terms of sub-second client
(voter) response time and increased system throughput, make it an attractive alternative
to the more standard database setup. For instance, in cases where high-end server ma-
chines are available, it would be possible to service mid to large scale elections completely
from memory. We estimate the size of the in-memory representation of a n = 200K ballot
election, with m = 4 options, at approximately 322MB (see [87] for derivation details). In
this size, we include 64-bit Java pointers overhead, as we are using simple hash-maps
of plain old Java classes. This size can be decreased considerably in a more elaborate
implementation, where data is serialized by Google Protocol Buffers, for example.

Finally, in Figure 6.9, we illustrate a breakdown of the duration of the two phases for Vote
Collection, voting and vote set consensus, for D-DEMOS/IC and D-DEMOS/Async, versus
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Figure 6.3: Vote Collection response time of D-DEMOS/IC (6.3a) and D-DEMOS/Async
(6.3b), versus the number of VC nodes, under a LAN setting. Election parameters are n
= 200,000 and m = 4.
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Figure 6.4: Vote Collection throughput of D-DEMOS/IC (6.4a) and D-DEMOS/Async
(6.4b), versus the number of VC nodes, under a LAN setting. Election parameters are
n = 200,000 and m = 4.
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Figure 6.5: Vote Collection throughput of D-DEMOS/IC (6.5a) and D-DEMOS/Async
(6.5b), versus the number of concurrent clients, under a LAN setting. Plots illustrate per-
formance for different cardinalities of VC nodes, thus different fault tolerance settings.
Election parameters are n = 200,000 and m = 4.
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Figure 6.6: Vote Collection response time of D-DEMOS/IC (6.6a) and D-DEMOS/Async
(6.6b), versus the number of VC nodes, under a WAN setting. Election parameters are n
= 200,000 and m = 4.
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Figure 6.7: Vote Collection throughput of D-DEMOS/IC (6.7a) and D-DEMOS/Async
(6.7b), versus the number of VC nodes, under a WAN setting. Election parameters are n
= 200,000 and m = 4.

97 N. Chondros



Byzantine fault-tolerant vote collection for D-DEMOS, a distributed e-voting system

D-DEMQOY/IC throughput versus #cc, WAN

6000 . . IV
D 4500 10VC ———
£ ) ave
S 3000 f e
c 2250 | T "
o
3 1500 | /
e w—F— e w
l_ 750 B ;ﬁmiiﬂﬁﬁﬁ?é = B T - |
O 1 1 1 1
0 400 800 1200 1600 2000
#ece
(a)
D-DEMOS/Async throughput versus #cc, WAN
6000 . . ; :
4VvC
D 4500 10VvVC ——
£ m) e
'.g_ SOOO i ) /\Wﬁ,,,yrrrrrr*”——%/*\\*/;’\\y//*x/\ o A
& 2250 -
g 1500 t
= 750 L ]
O —e—5 T B—a8—0 D =] E!w—g——? 5 50— 55 54
0 400 800 1200 1600 2000
#cc

(b)

Figure 6.8: Vote Collection throughput of D-DEMOS/IC (6.8a) and D-DEMOS/Async
(6.8b), versus the number of concurrent clients, under a WAN setting. Plots illustrate
performance for different cardinalities of VC nodes, thus different fault tolerance settings.
Election parameters are n = 200,000 and m = 4.
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Figure 6.9: This figure illustrates the duration of the voting and vote set consensus, for a
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phases are disk based.
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the total number of ballots cast. We have the voting driver use all ballots to vote, then start
vote set consensus immediately, and we record the time taken to complete each phase.
Comparing the two versions of D-DEMOS, we observe D-DEMOS/IC is faster during both
Vote Collection and Vote Set Consensus phases. This is expected, because of the extra
communication round of D-DEMOS/Async during voting, as well as the more complex
consensus-per-ballot approach to achieving Vote Set Consensus. In fact, D-DEMOS/IC
completes voting 15% faster than D-DEMOS/Async, while it completes vote set consensus
75% faster. However, note that D-DEMOS/Async is more robust than D-DEMOS/IC, as it
does not require any kind of synchronization between nodes.

Overall, although we introduced Byzantine Fault Tolerance during the vote collection phase
of a state-of-the-art voting system, we demonstrate it achieves high performance, enough
to run real-life elections of large electorate bodies.
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7. RELATED WORK

7.1 Voting systems

Several end-to-end verifiable e-voting systems have been introduced, e.g. the kiosk-
based systems [31, 58, 29, 13, 92] and the internet voting systems [4, 76, 115, 72]. In
all these works, the Bulletin Board (BB) is a single point of failure and has to be trusted.

Dini presents a distributed e-voting system, which however is not end-to-end verifiable [47].
In [45], there is a distributed BB implementation, also handling vote collection, according
to the design of the vVote end-to-end verifiable e-voting system [44], which in turn is an
adaptation of the Prét a Voter e-voting system [31]. In [45], the proper operation of the BB
during ballot casting requires a trusted device for signature verification. In contrast, our
vote collection subsystem is done so that correct execution of ballot casting can be “hu-
man verifiable”, i.e., by simply checking the validity of the obtained receipt. Additionally,
our vote collection subsystem in D-DEMOS/Async is fully asynchronous, always deciding
with exactly n — f inputs, while in [45], the system uses a synchronous approach based
on the FloodSet algorithm from [86] to agree on a single version of the state.

DEMOS [72] is an end-to-end verifiable e-voting system, which introduces the novel idea
of extracting the challenge of the zero-knowledge proof protocols from the voters’ random
choices; we leverage this idea in our system too. However, DEMOS uses a centralized
Election Authority (EA), which maintains all secrets throughout the entire election proce-
dure, collects votes, produces the result and commits to verification data in the BB. Hence,
the EA is a single point of failure, and because it knows the voters’ votes, it is also a criti-
cal privacy vulnerability. In this thesis, we address these issues by introducing distributed
components for vote collection and result tabulation, and we do not assume any trusted
component during election. Additionally, DEMOS does not provide any recorded-as-cast
feedback to the voter, whereas our system includes such a mechanism.

Furthermore, none of the above works provide any performance evaluation results. Fi-
nally, [8] outlines the difficulties in managing seals for kiosks and ballot boxes, supporting
our position towards the use of internet voting.

7.2 Consensus, Agreement, Interactive Consistency

Consensus. The Byzantine consensus problem is one of the most studied topics in dis-
tributed systems and the main topic of the well-known FLP impossibility result ([57]). There
are several types of consensus protocols. The first distinction revolves around determin-
ism (or non-determinism). In a deterministic consensus protocol, given the set of input
values on all nodes, the message schedule and the failures that occur (if any), the re-
sult will always be the same. Deterministic consensus protocols require a synchronous
system ([51]). In a purely asynchronous system, consensus can be achieved by random-
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ization. FLP is circumvented by having nodes locally toss a coin to decide on their input
values, in round r + 1, in cases where consensus cannot be achieved in round r. Thus,
the result may be different across executions with the same inputs. Examples of random-
ized protocols that employ the local coin construct are introduced by Bracha [15], Bracha
and Toueg [16] and Ben-Or [11]. These algorithms guarantee eventual termination after
a probabilistic number of rounds. In [109], a trusted, non-faulty dealer is additionally em-
ployed to bound the number of rounds required to achieve consensus. In our work, we
leverage the randomized approach by Bracha to ensure termination because we believe
it is controversial to assume a trusted entity in an otherwise Byzantine environment.

Other works ([23], [98]) leverage verifiable secret sharing techniques to implement a shared,
or, common coin. These consensus algorithms are polynomially efficient and terminate

in a constant number of rounds. Canetti et al. [23] present one of most well-established

and signature-free common coin protocols. However, this protocol, although polynomial,

is complex to implement and has very high bit complexity [93]. Mostéfaoui et al. [93] em-

ploy the common coin protocol that is presented in [21] which has guaranteed termination

but requires a trusted dealer. We did not consider these algorithms as they are either

inefficient or require a trusted dealer.

Failure Detectors. In [27], Chandra and Toueg proposed a solution for the consensus
problem, in an asynchronous crash-fault environment, introducing a module called unre-
liable failure detector (FD). It is shown that even if the FD erroneously considers some
processes faulty, it can be used to solve consensus.

There is extensive literature that further expands the family of FDs to a number of applica-
tions ([52, 64, 67, 84, 9, 73]). The muteness failure detector presented in [52] is a failure
detector can detect nodes that, after a time, either crash, or behave arbitrarily. In [64], FDs
are used to solve the transaction commit problem in distributed databases. Mostefaoui
et al. [67], use perfect failure detectors to compute global data, used in the distributed
termination detection problem. Larrea et al. [84] introduces the notion of Eventually Con-
sistent FD and utilizes it to solve the consensus problem in a crash-fault tolerant setting.
Arevalo er al. [9], also solve the problem of consensus in a crash fault environment but
they consider a special case of a “homonymous” network, where processes share the
same identifiers. Finally, Kihlstrom et al. [73], extend the work of Chandra and Toueg and
propose a failure detector that can effectively detect Byzantine behaviour. However, FDs
detecting Byzantine behaviour are no longer autonomous, as they require input from the
higher level algorithm [19].

FDs are an implicit part of leader-based consensus algorithms, hidden behind the leader
election primitives. Such algorithms are Lamport’s Paxos in the crash-fault tolerant set-
ting [80, 82] or the Byzantine-fault tolerant setting [88, 81], and PBFT [25] which is based
on view-stamped replication [96]. The similarities between Paxos and PBFT are analyzed
in [83, 18]. Further performance enhancements to leader-based consensus protocols us-
ing FDs are described in [113].

Although these all provide solutions to consensus, they also solve Afomic Broadcast, i.e.,
enforcing total ordering across multiple events (consensus instances). Additionally, in their
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Byzantine fault tolerant incarnations, they explicitly require digital signatures. In this work,
we utilize the approach of Bracha [15] for solving consensus, because it is more focused
on the specific problem, as it does not deal with ordering multiple consensus instances,
and does not require digital signatures for its operation.

Finally, Cason et al. [24] study total order broadcast in a type-hybrid model, but only for
LANSs and only for crash faults; we target WAN deployments and Byzantine fault tolerance.

Broadcast protocols. In [15], Bracha introduced a Z-resilient reliable broadcast primitive
(RBB, for Reliable Broadcast of Bracha) to solve the consensus problem. Another type
of broadcast primitive, with lower message complexity, is consistent broadcast (CB). CB
is designed to relax the agreement property of reliable broadcast, by allowing some non-
faulty nodes to deliver m, while others may deliver nothing. The standard implementation
of consistent broadcast is Reiter’s echo multicast [104].

Interactive Consistency. Interactive consistency was first introduced and studied by
Pease et al. [100], and has been the topic of several research papers ([111, 107, 85, 60,
78, 12]), focusing on synchronous systems. While these approaches might be feasible in
environments such as shared memory multi-processors or digital flight control systems,
we believe they are ill-suited for practical, real-world distributed systems. In [90] and [102],
the authors provide solutions to various forms of consensus, despite their title references
to IC.

A closely related problem to IC is vector consensus [52, 12, 95, 22] (in [22] it is called
“agreement on a core set”). Vector consensus differs from IC only in terms of the Validity
condition, as the former delivers a vector with at least 2¢ + 1 values, where at least ¢t + 1
values were proposed by non-faulty nodes. That is, in vector consensus, a valid output
vector may freely miss some values from correct nodes. The reason for this difference is
that in asynchronous systems, it is impossible to simultaneously ensure input complete-
ness and liveness [71]. The focus of this work on IC is achieving input completeness in
the fault-free case, while also ensuring liveness when faults occur.

7.3 State Machine Replication

Achieving consensus in the presence of arbitrary faults is a well studied field in distributed
systems. It was first introduced by Pease et al. in a synchronous setting [100], while the
term “Byzantine” was introduced by Lamport et al. in [79]. Consensus is also the basis,
used by Fisher et al. [57], to express the FLP impossibility result in an asynchronous set-
ting, which states the impossibility of achieving deterministic consensus even with one
faulty process. There are several proposed solutions to circumvent the FLP impossibility
result in asynchronous systems. Many of these approaches utilize randomization tech-
niques that ensure termination after a probabilistic number of rounds ([11, 15, 16, 41]),
while others assume trusted modules that can effectively detect the misbehaviour of the
systems’ components ([5, 27, 52, 64, 67]).

Castro et al. [25, 26] introduce a practical Byzantine Fault Tolerant Replicated State Ma-
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chine (RSM) protocol, which could potentially be used for the implementation of the Vote
Collection subsystem. Since this seminal work, there has been a flurry of research activity
focused on improving the BFT middleware performance [114, 75, 3, 42, 59, 74, 110, 37,
48, 112], replication cost [114, 49, 112, 10], and robustness under both faulty servers and
faulty clients [6, 37]. A large majority of these systems [114, 75, 74, 6, 37, 59, 112] are
direct descendants of the Castro and Liskov PBFT system and reuse and build upon the
Castro codebase.

Separating agreement from execution [114] introduced the concept of a separate agree-
ment and execution cluster. It also introduced the privacy firewall, for avoiding leakage of
sensitive information from a faulty execution node. The latter, though, requires (h + 1)2
nodes for tolerating A faults in the privacy firewall cluster.

Several attempts have been made to address the inability of replicated BFT services to
mesh with the rest of the infrastructure in today’s multi-tier world. Merideth et al. [89]
introduced Thema, which aims to mask BFT complexity from the application developer
of web services based applications. An agent, visible to the unaffected outside world,
plays the role of the client of a BFT system. Additionally, a proxy collects the multiple
out-call requests from the replicas of a BFT system, and issues the actual out-call on their
behalf, returning the reply when available. Unfortunately, both the agent and the proxy
are centralized components which are inappropriate for applications such as ours which
require completely distributed design.

Pallemulle et al. [97] focus on interoperability between BFT systems, while enforcing fault
isolation and introduce a new protocol, named Perpetual to achieve this. Sen et al. [106]in
a system called Prophecy, designed to increase BFT performance, introduce a Sketcher
component, that tries to trade space for performance, by storing a historical log of re-
quest/reply pairs and allowing the application to differentiate its requests, asking for pos-
sible log-based replies. In its distributed incarnation, D-Prophecy is simply an attempt
to avoid re-execution of duplicate requests. In the centralized version, Prophecy, the
Sketcher completely avoids BFT access but now becomes a single point of failure.

Amir et al. [7] introduce Steward, a hierarchical BFT architecture, that tries to scale BFT
to a wide-area network, by introducing an abstraction layer above PBFT using a Paxos-
based protocol. It uses a threshold signature scheme to ensure the recipient of a cross-
domain message that enough replicas at the originating site agreed with the request. Both
these features are welcome to security-conscious Internet application services. Unfortu-
nately, no source code is available.

Finally, Guerraoui et al. [63] introduce a new abstraction allowing for the construction of
new BFT protocols with a fraction of the code currently necessary, thus vastly simplifying
the BFT researcher’s task. Having waded through the 20,000 lines of PBFT code while
investigating its use for this project, we applaud this effort and emphasize here the need
to simplify the end application developer’s task as well.

Our system does not use the state machine replication approach to handle vote collec-
tion, as it would be inevitably more costly. Each of our vote collection nodes can validate
a voter’s requests on its own. In addition, we are able to process multiple different vot-
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ers’ requests concurrently, without enforcing the total ordering inherent in replicated state
machines. Finally, we do not wish voters to use special client-side software to access our
system.
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8. CONCLUSIONS AND FUTURE WORK

8.1 Conclusion and future work

E-voting systems are a powerful tool for improving society; they allow more frequent elec-
tions, thus providing for direct democracy. While nation-scale kiosk-based e-voting sys-
tems speed up production of the election result considerably, they pose many undesired
necessities. They require setting up booths throughout a country, which means allocating
physical space and incurring setup costs. They also require voters to physically come to
the booths, instead of voting from the comfort of their home or office. These facts make
them impractical for frequent elections. Thus, in our work we have chosen to focus on
internet (remote) voting systems, and this decision has been the key driver determining
our requirements, each of which we outline below.

We recognize that malware has spread all over the world, making the public unable to
trust their personal computers for such a critical function as selecting a nation’s next gov-
ernment. For this reason, we set the goal of producing a vote collection mechanism that
does not require voters to perform advanced functions, such as storing private keys and
performing cryptographic calculations, on their personal devices. Additionally, we wish to
accommodate voters who do not own computers. Our systems allow such voters to vote
using a public terminal or a friend’s device without compromising their privacy.

Robustness, in the sense of tolerating faulty components, has not received much thought
from the voting community. The only related work we found explicitly focusing on fault
tolerance, produced a robust Web Bulletin Board ([45]) that was used to produce a kiosk-
based voting system ([44]) and not an internet voting one. Most designs from scientific
papers assume centralized components that pose a risk to both availability and privacy (
[28, 31,58, 29, 13,43, 4, 36, 76,61, 115, 72]). Moreover, most real-world implementations,
even kiosk-based ones, use centralized components, making them vulnerable to single
points of failure and/or attack.

The importance of end-to-end verifiability cannot be overstated. As a testimony to this
statement, the results of the US presidential elections of 2016 were recently challenged
in three states [1, 2]. In particular, a number of academics and activists are calling for
US authorities to fully audit or recount the 2016 presidential election vote in the states of
Michigan, Pennsylvania and Wisconsin, in case “the results could have been skewed by
foreign hackers”. In urging for a recount, experts, in essence want to "verify the votes”
of citizens with "post-election ballot audits”. This open doubt about the correctness of the
election tally results in the public losing trust in the election system as a whole. All this
could have been avoided if end-to-end verifiable voting systems had been deployed. The
experts could perform their own audits themselves, without requiring cooperation from
the election authorities. If during an audit, the experts found something wrong, they could
prove that the election result was not correct, without unnecessary and prolonged public
discussion or court sessions.
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We chose the DEMOS voting system as a model for our study because it allowed us to
achieve our objectives. Being vote code based, it allowed us to offload cryptography to the
setup component (the Election Authority), allowing voters to use the output of this setup in
a simple manner. We only require basic string-matching skills to verify a receipt, to obtain
recorded-as-cast assurance. Moreover, both our vote collection systems do not require
the use of a public key infrastructure for voters.

We also designed our voter’s algorithm with a human in mind, and not a machine. This
is why the voter is not required to perform multicasts. We only ask the voter to wait for a
while, for a receipt to be sent back, and verify it against the expected one. For example,
the voter can simply access one VC node’s URL, cast her vote by filling an HTML form,
wait for her browser to time out, and in such a case (or in the case of a faulty reply), she
simply accesses another VC node’s URL and casts her vote again.

This thesis work was part of a larger project called FINER from the GRNET ARISTEIA pro-
gram. The goal of the FINER project was to produce a complete and fault-tolerant internet
voting system that is at the same time privacy-preserving and end-to-end verifiable. Both
of our vote collection systems have been integrated into the voting system D-DEMOS,
which is the outcome of project FINER and fulfills all of the above requirements.

Our first approach to vote collection, which resulted in D-DEMOS/IC is simpler and faster.
However, it makes the strong assumption that at a very specific period of time, right after
voting is over, the system is able to deliver all messages from non-faulty nodes. This was
the result of our choice to select an algorithm achieving Interactive Consistency, which is
impossible in asynchronous systems, to obtain Vote Set Consensus. We then focused
on exploring the fundamental reasons behind the inability to achieve consensus in D-
DEMOS/IC. We identified the attack from a malicious voter casting multiple vote codes
across different VC nodes as the major obstacle and decided to prohibit it during voting
instead of during vote set consensus. This new approach resulted in D-DEMOS/Async,
which is the first internet voting system that is, at the same time, Byzantine fault-tolerant,
asynchronous, privacy-preserving and end-to-end verifiable, without requiring the voters
to trust the devices they use to vote.

We made performance comparisons between the two vote collection systems. During
voting, D-DEMOS/IC is faster but only by a small margin of 15%. We thus consider both
systems equally able to handle large-scale elections. However, during vote set consensus,
D-DEMOS/IC is four times faster than D-DEMOS/Async. Considering this is a phase that
runs only once at election end-time, and is, in any case, far faster than manually counting
votes from a ballot box, we claim D-DEMOS/Async is able to handle this phase too for a
real-world election.

While D-DEMOS/Async has advanced the state-of-the-art significantly, a number of chal-
lenges remain before internet voting systems become ubiquitous in election procedures.

First, we have focused our efforts on supporting 7-out-of-m elections, in which voters
choose only one out of m options from their ballots. Real world elections often require
more complex schemes. The next logical step is to handle k-out-of-m elections, where
the voter can select more than one options. Then, there is the more complex variation
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which adds a weight to each voter choice; e.g., the voter’s first choice is more important
than the second and that needs to be recorded and tallied accordingly. Finally, there are
hierarchical schemes as well, where the voters first select a party to vote for, and then
select the candidates of their choice from the selected party only. We leave as future work
the handling of these more complex voting scenarios.

Second, we have used a setup component (the EA) to prepare the election and initialize
all other components. We have assumed secure out-of-bands communication between
the EA and all other components. Although this may be feasible using a manual process
for initializing the VC nodes, it is troublesome when we consider delivering the ballots to
the voters in a secure and anonymous way. At present, the most secure way to distribute
the ballots to voters is to have the ballots printed and have each voter pick one at random.
All other mechanisms require trusting additional system components (the email server,
the authentication server, etc). Thus, secure ballot distribution is a problem that needs
immediate attention, to allow for really painless frequent elections.

Third, we have relied on the end-to-end verifiability that we inherited from DEMOS and
carefully preserved, to detect a malicious setup of the election. This is feasible as long
as the fault-tolerance thresholds, for all system components are not violated. But what if
they are? What if more that f, VC nodes fall under the control of the adversary? More
importantly, what if other distributed D-DEMOS components, such as the Bulletin Board
nodes or trustees have their fault-tolerance thresholds exceeded? In this case, we cannot
attribute an error to a specific system component. Although this may not seem important
while modeling the system and considering a single adversary coordinating all malicious
components, in the real world, it is important to be able to detect the faulty component that
causes trouble. Thus, fault attribution is an interesting research area for voting systems.

Finally, coercion-resistance is a very important topic for voting systems, and one that is
difficult to define precisely for an internet voting system. In our approach, the voter needs
to preserve the privacy of her ballot and find a moment alone to cast her vote, but that is not
enough to achieve coercion-resistance. We have considered the use of fake ballots. For
example, the voter can obtain one real and one fake ballot from the system, use the real
one to vote while in private, and present her vote via the fake one to the adversary. The
system, during tallying, must count all fake ballots as 0 votes, effectively discarding them.
This does not change vote collection at all, but does affect the end-to-end verifiability of
the voting system as a whole. What if the Election Authority produces and distributes fake
ballots to a targeted subset of the electorate body?

Concluding, the vote collection systems presented in this thesis are applicable to any
voting system that uses the code-voting technique. Thus, we believe our work is a required
step towards producing higher quality voting systems that can handle large-scale elections
efficiently and reliably.
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appendix

ABBREVIATIONS - ACRONYMS

ACS
AES
BB
BFT
CBC
EA
FD
HTTP

LAN
RSM
SMR
TLS
UCERT
VC
VSS
WAN
ZKP

Asynchronous Communications Stack
Advanced Encryption Standard
Bulletin Board

Byzantine Fault Tolerant
Cipher Block Chaining

Election Authority

Failure Detector

HyperText Transfer Protocol
Interactive Consistency

Local Area Network

Replicated State Machine
State-Machine Replication
Transport Layer Security
Uniqueness Certificate

Vote Collection

Verifiable Secret Sharing

Wide Area Network

Zero-Knowledge Proof
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APPENDIX A. ACHIEVING INTERACTIVE CONSISTENCY IN
MOSTLY-ASYNCHRONOUS SYSTEMS

In this Appendix, we present the details of the Interactive Consistency (IC) algorithm we
used for D-DEMOS/IC. We first present the system model we consider in section A.1,
which is a mostly-asynchronous one because of the impossibility of achieving Interactive
Consistency in asynchronous systems.

After that, in Section A.2 we present our work on developing a series of IC algorithms.
This section provides the rationale behind our approach and system design.

A.1 System Model

We assume a distributed system consisting of n nodes that are fully connected over a
network. The network is mostly asynchronous, i.e., it exhibits one (or more, depending on
the algorithm) period of synchrony, during which message delivery is timely. The network
can drop, delay, duplicate, or deliver messages out of order. However, we assume that
messages are eventually delivered, provided that the corresponding senders keep on re-
transmitting them. We assume authenticated channels, where the receiver of a message
can always identify its sender. Each node has a public/private key pair and all nodes know
the others’ public keys. We use these keys to implement authenticated channels, and sign
messages where needed.

We assume a Byzantine failure model where nodes may deviate arbitrarily from the pro-
tocol. We allow for a strong adversary that can coordinate faulty nodes. However, we
assume he cannot delay the delivery of messages, or processing on correct nodes be-
yond the system’s synchrony assumptions. The adversary is also assumed to be compu-
tationally bounded, meaning he cannot subvert common cryptographic techniques such
as signatures and message authentication codes (MACs).

A.2 Practical Interactive Consistency

A.2.1 Adapting approaches from synchronous systems

The original algorithm of Pease et al. [100] requires a total of ¢+ 1 rounds to achieve IC in a
synchronous system, tolerating up to ¢ faults, with a total message complexity of (¢ + 1)n>.
Our first approach is to adapt the same algorithm by simulating synchronous rounds with
timeouts. Messages delivered after the time frame of each round, will be disregarded and
counted towards the ¢ system faults, according to the model presented in [50].

Two issues arise from the use of timeouts, as highlighted in [65]. The first one is efficiency.
Assuming a timeout value of 7T,. for each round, the system will always require a constant
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amount of time, i.e., (t+1)7,, to execute a request even in the presence of a single failure.
The second is choosing a correct value for 7T,.. If we choose a conservative approach and
set a large value for T,., we could increase the execution time of the algorithm dramatically,
thus, making it less practical. On the contrary, a small value might cause some slow nodes,
who are otherwise correct, to be considered faulty. If this occurs multiple times, as is the
case when one relies on multiple timeouts, it is possible that we will exceed the upper
bound ¢ of total failures in the system.

To avoid the issues associated with multiple timeouts, one might attempt to reduce IC to
Byzantine Agreement (BA), by running n parallel instances of BA, as it was suggested for
synchronous systems ([56]). In each instance, a node n; would spread its private value v;
to the rest of the system. In a synchronous setting, this would result in all non-faulty nodes
having the same vector of values. However, in a completely asynchronous environment,
BA is impossible ([15]), as a crashed node may never even start its instance of BA, and
nodes cannot distinguish between crashed nodes and slow nodes. Therefore, the non-
faulty nodes need to decide, at a certain point, to exclude the suspected crashed nodes
from IC and store a default (e.g., null) value at the slot corresponding to each crashed
node. Thus, they need a synchronization point, where they decide on the result vector;
we call this point a barrier. This synchrony assumption allows for the circumvention of the
impossibility of simultaneously achieving input completeness and guaranteed termination
in an asynchronous system ([71]).

The introduction of the barrier introduces a new challenge as, at that point, a BA instance
may have delivered the result in some nodes but not yet in others. This, for example,
may be triggered by an adversary starting his own BA instance near the barrier. Thus,
honest nodes will need to achieve consensus, for each individual slot of the result vector,
on the value to be placed in that slot. We observe that the barrier splits the procedure in
two phases. We call the first phase the value dissemination phase, where we assume the
network delivers all messages of non-faulty nodes by the end of the phase. Recall that,
as we stated in the first paragraph of this section, messages delivered after the time frame
of the first phase will be counted towards the ¢ system faults. We call the second phase,
the result consensus phase, which can be completely asynchronous. Note that we have
employed the costly BA approach for the first phase, but have shown that a consensus
phase is still required.

A.2.2 Solution using Multi-Valued Consensus

With these observations, we seek less costly alternatives for the first phase, i.e., avoiding
BA. Our first approach is to use a simple point-to-point message exchange, where each
node announces its own private value to the rest of the system. As this exchange is unre-
stricted, it may result in each honest node receiving a different value from a malicious node.
Thus, during the result consensus phase, nodes need to agree on the value to be placed
in each slot of the result vector. We employ the multi-valued consensus (MC) algorithm
from [41]; recall that this algorithm utilizes a binary consensus and a reliable broadcast
primitive. We want to refrain from making any further synchrony assumptions, thus, mak-
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Figure A.1: Diagram of message exchange for IC,MC-RBB, for a single value of the result
vector (repeated n times to achieve IC).

ing the result consensus phase completely asynchronous. In order to circumvent FLP,
which states that achieving deterministic consensus is impossible in purely asynchronous
systems, we employ a randomized consensus protocol. We use Bracha’s binary consen-
sus (BC) and reliable broadcast (RBB) primitives from [14], and we run » parallel instances
of MC, one for each value of the vector.

This algorithm (/IC,MC-RBB) achieves IC because, regardless of the unrestricted value
dissemination phase, each instance of MC ensures that nodes agree on a single value for
each slot of the result vector respectively. (IC,MC-RBB) uses only one synchrony barrier,
as opposed to the adaptation of Pease’s algorithm which needs ¢ + 1. Its overall message
complexity is 10n* + 5n + n?. Figure A.1 demonstrates the message exchanges for this

115 N. Chondros



Byzantine fault-tolerant vote collection for D-DEMOS, a distributed e-voting system

protocol.

A.2.3 Solution using Binary Consensus
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Figure A.2: Diagram of message exchanges for (/IC,BC-RBB), for a single value of the
result vector (repeated n times to achieve IC).

Our next approach reduces the aforementioned message complexity. We observe multi-
valued consensus uses one binary consensus and two reliable broadcast instances. We
avoid the use of MC by changing the subject on which consensus is required. In the pre-
vious algorithm, the consensus question is “what is the actual value to be placed in the
corresponding slot of the result vector?”, because the first (value dissemination) phase
is insecure. We make the first phase secure by using Consistent Broadcast (CB, [20]).
Here, the source n; first sends its value v; to each node; then it collects signed endorse-
ment responses. A recipient node endorses only the first value for each broadcast. Once
n — t such responses are accumulated, the sender forms a uniqueness certificate ¢; that
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includes these endorsements, and sends <n;, ¢;> to the rest of the nodes. CB delivers v;
iff ¢; has at least n — t valid signatures. Assuming signatures are unforgeable, it is impos-
sible for a malicious node to construct two valid certificates for two different values. Thus,
this protocol bounds the sender to either send a single value, or not send a value at all.
As this value is guaranteed to be unique, we change the question of the result consensus
phase to “is there a value to be placed in the corresponding slot of the result vector?”. This
question can now be answered by a binary consensus protocol, and we utilize Bracha’s
protocol ([14]) in our approach. Figure A.2 depicts this protocol’s message exchanges.

An outcome of 0 from BC causes each node to place the null value in the corresponding
slot of the result vector. Accordingly, a result of 1 from BC instructs each node to place
the (unique) value v; in the result vector. There are cases, however, where a consensus
instance may produce a result different than the opinion with which an honest node entered
BC. This can happen when the corresponding instance of CB delivered the value v; at
some nodes, but not at others (e.g., when a malicious CB source sends the value, along
with the uniqueness certificate, only to some nodes). Thus, a node may possess a value
for this slot, and the result of consensus may be 0, in which case it simply replaces the
value with null. However, the contrary may also happen, where a node did not possess
a value when it entered BC, but consensus resulted in 1. For this case, we add a final
recovery phase, where a node asks all other nodes for the correct value of the * position
of the result vector. Any node that receives such a message replies with the <v;, ¢;> tuple
it possesses. At least one honest node is guaranteed to exist and submit such a reply, as,
by definition of BC, if all honest nodes entered consensus with 0, the result would have
been 0. As the result is 1, at least one honest node exists which has entered consensus
with 1, thus possessing the correct value and uniqueness certificate for it.

To summarize, this IC algorithm (/IC,BC-RBB) achieves IC because: a) during the value
dissemination phase, an honest node either obtains a value guaranteed to be unique, or
no value at all, b) during the result consensus phase, all nodes agree, for each slot of
the result vector, whether to place a (guaranteed unique) value, or the null value, and c)
during the recovery phase, any honest node is guaranteed to obtain missing values. The
overall complexity of (IC,BC-RBB) is 6n* + 3n® + 3n*> messages and n?® + 2n? signature
operations.

Please note that we have only provided an overview of this subject here. For more infor-
mation, including performance evaluation and message complexity derivations, we refer
the interested reader to [46].
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