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ABSTRACT

The fifth-generation (5G) mobile communication systems, which are expected to emerge
in the forthcoming years, will address unprecedented demands in terms of system
capacity, service latency and number of connected devices. Future 5G network
ecosystems will comprise a plethora of 3GPP and non-3GGP Radio Access Technologies
(RATS), such as Wi-Fi, 3G, 4G or LTE, Bluetooth, etc. Deployment scenarios envision a
multi-layer combination of macro, micro and femto cells where multi-mode end devices,
supporting diverse applications, are served by different technologies. Limitations
previously posed by legacy generation systems need to be eliminated, paving the way to
a new wave of services and overall experience for the user. As a result, the management
of radio resources via mapping the end devices to the most appropriate access network
becomes of paramount importance; the primary Radio Resource Management (RRM)
mechanisms, i.e. cell selection/reselection, handover and call admission control will be
able to offer extremely high Quality of Service (QoS) and Experience (QoE) to the users,
towards the very demanding 5G use case requirements; this will be realised via an
optimal association between the diverse end devices and the coexisting available access
networks. Besides the user’'s perspective, the Mobile Network Operators (MNOs) will be
able to take advantage of the maximum efficiency and utilization over the —already
scarce- wireless resources. Intelligent optimizations, as well as cost and energy efficient
solutions need to be introduced in 5G networks in order to promote a consistent, user-
centred and all-dimensional information ecosystem.

This thesis primarily focuses on the radio resource management (RRM) from the
perspective of the primary RAT and cell layer selection processes (i.e., cell (re)selection,
handover, admission control); afterwards, it goes one step beyond, in order to link the
RRM with one of the latest RRM optimization approaches, i.e. the Network Slicing, as
introduced in Software Defined Networking (SDN)-enabled environments, which creates
smaller, virtual “portions” of the network, adapted and optimized for specific
services/requirements. As a first step, a comprehensive analysis for the existing solutions
-as these are specified in 3GPP standards, research papers, and patents has taken place.
This thesis initially identifies the links between the research community efforts, the
industry implementations, as well as the standardization efforts, in an attempt to highlight
realistic solution implementations, identify the main goals, advantages and shortcomings
of these efforts. As will be shown, existing solutions attempt to balance between
implementation simplicity and solution optimality. Thus, solutions are either simple to
implement but achieve sub-optimal solutions or provide significant improvements but their
complexity and the burden placed on the network components —in terms of processing,
as well as signaling resources- renders them unattractive for a real-life deployment.

Towards this end, this thesis introduces a context-based radio resource management
(RRM) framework, comprised of three distinct mechanisms: Two out of the three
mechanisms exploit contextual information with the aim of optimising the resource
management and UE flows-RAT mapping, while the third mechanism acts with an
augmenting role to the former two, by pre-processing the contextual information required
by such, context-based mechanisms and —thus- by limiting the signaling cost required for
communicating this contextual information among network entities. In addition to the three
mechanisms, comprehensive analysis has taken place in relation to architectural aspects,
in the context of the forthcoming 5G network architecture and by mapping them with the
latest 5G network components —as these were introduced in the latest 3GPP work-.

The first major contribution of this thesis is COmpAsS, a context-aware, multi-criteria RAT
selection mechanism, the main part of which operates on the User Equipment (UE) side,
minimizing signaling overhead over the air interface and computation load on the base



stations. COmpAsS mechanism performs real-time monitoring and exploits the Fuzzy
Logic (FL) approach as the core logic component, responsible for the perception of the
network situation and -in combination with a set of pre-defined rules, calculates a list of
the most suitable available access network options, for each one of the UE’s active data
flows/services. The merits of COmpAsS are showcased via an extensive series of
simulation scenarios, as part of 5G ultra dense networks (UDN) use cases. The results
prove how the proposed mechanism optimises Key Performance Indicators (KPIs), when
juxtaposed to a well-established LTE handover algorithm.

The second major contribution of the current thesis the Context Extraction and Profiling
Engine (CEPE), a resource management framework, which analyzes user behavioral
patterns, extracts meaningful knowledge and performs user profiling in order to apply it
for optimal resource planning, as well as prediction of resource requirements. CEPE
collects information about users, services, terminals and network conditions and —based
on offline processing— derives a knowledge model, which is subsequently used for the
optimization of the primary RRM mechanism. Then, the extracted context information is
translated into user profiles and is finally applied as input for enhanced cell (re)selection,
handover or admission control. The viability and validity of CEPE is demonstrated via an
extensive set of simulation scenarios.

The third major contribution is CIP, a Context Information Pre-processing scheme, aiming
to identify and discard redundant or unnecessary data prior to network signaling and
targeting to reduce the data used for knowledge extraction. CIP could be considered as
an integral part of the afore described profiling schemes, i.e. COmpAsS and CEPE. The
module comprises aggregating and compressing mobile network-related context
information per unique identifier, such as the end device’s International Mobile Subscriber
Identity (IMSI), as well as techniques related to identifying and discarding user profile-
redundant or unnecessary context data, before any transmission to CEPE. CIP gains are
illustrated via a detailed analytical approach, guided by well-established 5G use case
requirements.

As a final major contribution of this thesis, a comprehensive analysis takes place with
regard to the CEPE-COmpASS interworking, in the context of the forthcoming 5G network
architecture and by mapping them with the latest 5G network components —as these were
introduced in the latest 3GPP work-. The work in this section shows how the proposed
framework can be instantiated as part of the 5G network components and functions
introduced in SDN-enabled environments, such as the Network Slicing approach, the
Network Data Analytics and the Network Slice Selection Functions, towards further
optimising the distribution and management of the available infrastructure and network
resources among the UEs, as well as the Access Traffic Steering, Switching and Splitting
(ATSSS), responsible for managing the UE data flows and mapping each single UE flow
with the optimal available access technology.

Two supplementary studies are finally included in this dissertation: a preliminary analysis
on traffic engineering policies based on user profiling realised by CEPE, as well as a 5G
use case related to the Internet of Things domain -and more specifically, Precision
Farming-, aiming to highlight explicit requirements such as mission-critical machine type
communication.

SUBJECT AREA: Communication Networks

KEYWORDS: 5G, Radio Resource Management, RAT selection, User Profiling,
Handover, Context, SDN, Network Slicing



NEPIAHWYH

Ta ouoTiuara KivATAG ETTIKOIVWVIOG TTEPTITNG yevidg (5G) ta otroia avapévovtal Ta
QUEOWG ETTOPEVA XPOVIA, BA QVTIUETWITIOOUV TTPWTOQPAVEIG ATTAITHOEIG OGOV aPopd Tov
OYKO Kal TO puBuO PeTaddong dedOUEVWY, TIG KABUOTEPNOEIG TOU BIKTUOU, KOBWG Kal TOV
apIBuO TwV OUVOEDEUEVWY OUOKEUWV. Ta PeAAOVTIKA OBIKTUOKA oOlKkoouoTAuaTta Ba
TTepIANaUBAvouv pia TTANBwpa TEXVOAOYIWV ACUPPATNG ETTIKOIVWVIAG (EITE TEXVOAOYIWV
3GPP, gite un-3GPP) 61mwg 10 Wi-Fi, T0 3G, 10 4G 1} LTE, 10 Bluetooth, kTA. Ta oevapia
avattuéng tou 5G TTpoPAETTOUV €vav TTOAUETTITTEDO OUVOUAOHUO MOKPO- KAl MIKPO-
KUWEAWYV, OTTOU TTOAUAEITOUPYIKEG OUOKEUEG —OI OTTOIEG WTTOPOUV VA UTTOOTNPIGOUV
TTOIKINIQ OIAQOPETIKWY EPAPPOYWV KAl UTTNPECIWV- £EUTTNPETOUVTAI ATTO DIOPOPETIKEG
TEXVOAoyieg. O1 TrepIopIOPoi TTOU  UTIPEaV OTa  TTAMIOTEPA  CUCTHPATA  KIVNTWV
ETTIKOIVWVIWV TTPETTEI VA EEAAEIPOOUV, avoiyovTag To dPOMO yIa £va VEO KUPA UTTNPECIWV
KAl OUVOAIKI euTTEIpia XPOTN. QG €K TOUTOU, N dIOXEIPION TWV ACUPPOTWY TTOPWV PHECW
TNG XapToypa®nong Kai OIaVOUAG TOUG OTIG KIVNTEG OUOKEUEG, MEOW TNnG TTAEov
KAaTtAAANANG TexVoAoyiag TTpoaacng, n oTroia ESUTTNPETE TIG AVAYKES TWV CUYKEKPIMEVWV
UTTNPECIWV/EQAPUOYWY ATTOKTA TTPWTAPXIKN onuacia. O1 KUplol unxaviouoi dlaxeipiong
TOpwV dIKTUOU TTpOcoPBacng dnAadr n emAoyr KuwéAng (cell selection/reselection), n
TTapadoon utrnpeciag armmo TN yia KUWEAN otnv GAAn (handover), kaBwg kal 0 €Aeyxog
eloaywyng kKAoswv/utrnpeoiwv (call/service admission control), gival auToi TToOU TEAIKWG
0a PTTOPECOUV VA TTPOOPEPOUV OTOUG XPMOTEG ECAIPETIKA UWPNAR TTOIOTNTA UTTNPECIWV
(Quality of Service - QoS) kai eptreipiag (Quality of Experience - QoE) 11pog Tig TTOAU
ATTAITNTIKES TTEPITITWOEIG XPrioNng Tou 5G. AuTo Ba yivel EQIKTO HEOW TNG BEATIOTOTTOINONG
TOU OUOXETIOPOU-XAPTOYPAPNONG HETAEU TWV DIOPOPETIKWYV (TEAIKWV) KIVINTWV CUOKEUWV
KAl TWV CUVUTTAPXOVTWY aoUPPOTWY JIKTUWV TTpOoaong. ETiTAéov TNG OTITIKAG TOU
Xpnotn, oi Mapoxol Aiktuwv Kivntg Ba civar e B€0n va eKPETAAAEUTOUV TN HEYIOTN
atrodoTIKOTATA KAl XPAoNn Twv —Ndn OUCEUPETWV- ACUPPATWY TTOpwvV. EuQueig
BeATiIOoTOTTOINOEIG KAl ATTODOTIKEG AUCEIG OO0V APOopPd TO KOOTOG KAl TNV KATAVAAWON
EVEPYEIOG TTPETTEI ETTIONG VA €lI00XB0UV OTA OIKTUA SNG YEVIAG JE OKOTTO VA TTPOAYOUV £va
OUVEKTIKO, OTOXEUMEVO OTO XPrOTN Kal TTOAUSIACTATO OIKOCUOTNUA TTANPOQOPIWV.

H mrapouoa diatpifry autry eomiddel otn Alaxeipion AcuppaTtwy AikTuokwv Mépwv (AAAT
- RRM) ammé tnv omTIKA Twv KUPIwV dIadIKOCIWV TTOU OXETICovTal PE TNV €TTIAOYA
aouppatng TeXvoloyiag TTpooBaong Kal oTPWHATOG KUWEANG (MIKPO-, HAKPO KUWEAN,
KTA.), dnAadrn n emAoyr KUuWéAng, n TTapddoon UTTNPECIaG Kal O EAEYXOG €I0QYWYNG
KANnoswv/utnpeoiwyv. ‘ETTeimra, n diatpiBr Tpoxwped éva BAPa TTapatmépa, Je oKOTTO va
ouvdéoel Tn AAAIT pe pia atrd TIG TTI0 TIPOCQATEG TIPOOEYYIOEIG dIaXEIPIONG DIKTUAKWV
TOpwV, dNAad Tov «TePaXIoNO dikTUou» (network slicing), 6TTwWG auTr €iI0AyeTal O€
TTEPIBAANOVTA TTOU XPNOIYOTTOIoUV TN PEB0dOG TNG AIKTUwoNnG Baoiopévng o1o Aoyiopikd
(Software Defined Networking), n otroia dnuioupyei PIKPOTEPA, EIKOVIKA TUARUATA TOU
OIKTUOU, TIPOCOPHUOCMEVA KOl BEATIOTOTTOINUEVA VIO OUKEKPIMEVEG UTTNPECIEG KAl
QVTIOTOIXEG QATTAITAOEIS. ZAV TIPWTO PBrua, TTPAYMATOTTOINONKE MIa OAOKANPWHEVN
avaAuon yia TIG UTTAPXOUOEG AUCEIG — OTTWG AUTEG TTpodiaypd@ovTal oTa TTPOTUTIA TNG
3GPP, otn BiBAloypagia, KaBwWG Kal TIG OXETIKEG TTATEVTEG-. H dlaTpIfr} autrh apxika
EVTOTTICEl TOUG OEOPOUG METAEU TWV TIPOOTIABEIWV TNG EPEUVNTIKAG KOIVOTNTAG, TWV
uvlotroioswyv NG Blounxaviag, Kabwg kKal Twv dpAcewv TTPOTUTIOTTOINCONG, OF HIA
TPOOTIABEIO va TTICNPAVOOUV PeONIOTIKEG AUCEIG €QAPUOYNG, va TTPOCdIOPICTOUV Ol
KUpIOI 0TOXOI, T TTAEOVEKTAMATA, OAAG Kal O EAAEIYEIS aQUTWYV TwV TTpooTTabsiwy. OTTwg
Ba deixBei, o1 UTTApXOUOCEG AUCEIG TTPOOTTIABOUV VA £GI00PPOTTIIIOOUV O€ VA ONUEIO JETAGU
TNG BEATIOTNG AUONG Kal piag atTAng uAotroinong. ‘ETol, o1 AUoE€Ig TTou €xouv TTpOTaBEI €iTe
gival attAoTtroinuéveg o€ TETOI0 BaBPO TTOU ATTOPOKPUVOVTAl ATTO YIa PEAAIOTIKR TTPOTAON,
KAl ETMITUYXAVOUV UTTO-BEATIOTEG AUCEIG 1] aTTd TRV AAAN TTAPEXOUV TTOAU ONUAVTIKEG
BeATiwoelg, aAAG n TTOAUTTAOKOTNTA TOUG Kail N eTIBApuvaon TTou eTTIBAANOUV OTO diKTUO



(6oov agopd yia TTapAdElyNa KOOTOG ONUATOd00IAg, N ETTECEPYAOTIKNAG 10XUOG) TIG
KABIOTOUV EAKUOTIKEG YIa HIA TTPAYUATIKI) QVATITUEN.

Mpog autr) TNV kateuBuvon, n TTapouca dIaTPIRA €l0aywyr €va OUVOAO PNXOVIOPWYV
ETTiYyVWONG TTAAICiou yia Tn OIaxeEipion OIKTUOKWY TTOPWYV, TTOU  OTTOTEAEITAI ATTO TPEIG
ETTPEPOUG UNXAVIOUOUG PE B1oKpITO pOAO: AUO aTTO TOUG PNXAVIOPOUG XPNOIMOTIOIoUV
TTANpo@opia TTAaIciou PE OKOTIO T PBeATiwon Tn dlaxeipion TOPWVY KAl Kal TN
XapToypaenon HETALU powv OeOOPEVWV KIVNTWY CUOKEUWV KAl KUWEANG/TEXVOAOYIQG
dIKTUOU. O TPITOG NNXAVIONOG dpa UE EvaV EVIOXUTIKO POAO OTOUG dUO TTPONYOUUEVOUG,
MEOW MIAG TTPO-ETTECEPYOTIAG TTOU TTPAYUATOTIOIEI TTAVW O€ TTANPOPOpIa TTAAICioU, PE
OKOTTO TOV TTEPIOPIOPO TOU KOOTOUG TNG ETTITTAEOV oNUATOdO0CIOG TTOU ATTAITEITAI yIa TNV
METAPOPA TNG TTANPOPOPIAG TTAAICIOU PETAEU TWV OIOPOPWV EVOIAPEPOUEVWYV DIKTUAKWYV
OVTOTATWV. EKTOG atmmd Toug TPEIG PNXAVIOPOUS auToug, TTPAYUATOTTOINONKAV EKTEVEIG
MEAETEG O OXEON UE QPXITEKTOVIKA {NTAMATA KAl TITUXEG, OTO TTAQIOIO TNG ETTIKEIMEVNG
QPXITEKTOVIKNG OIKTUOU 5G Kal XapToypa®non Twv TTPOTEIVOPEVWY PNXAVIOPUWY OTa
OUCTATIKA OToIxEia Tou OIKTUOU 5G -O0TTwg auTtd €1I0iXBnoav oTa TEAEUTAIO KEipeEva
TpoTuTroTroinong Tng 3GPP-.

H 1TpwTn KUpIa cupBoAr TnNG TTapouoag diatpIPng eival To COmMpAsS, évag unxaviopog
emAoyng TexvoAoyiag Aoupuatng MNpdofaong TTOAATTIAWY KPITNPIWY, PE YyVWUOVA TO
TEPIBAAANOV, TO KUPIO NEPOG TOU OTTOIOU AEITOUPYEI OTNV TTAEUPd TOou ECOTTAIONOU XprioTn
(UE), eAaxioTotroiwvtag Pe autd Tov TPOTIO TIG €MMRAPUVOEIG onuaTOddTNONG OTN
dlETTaPy aépa Kal TO QOPTIO UTTOAOYIOPOU OToug oTaBuoug Bdong. O PNXaviopog
COmMpASS ekTeAei TapakoAouBnon o€ TTpayuatiko Xpovo, uloBetwvrag tnv Acaen
Noyikry (Fuzzy Logic -FL) wg pia atrd 1ig BACIKEG TTPOOEYYIOEIG avTiAnwng Kal avaAuong
TNG KATAOTAONG TOU DIKTUOU. 2€ OUVOUAOHO PE €va OUVOAO TTPOKABOPIoUEVWY KAVOVWY,
uttoAoyicel pia AioTa pe TIG KATAAANAOTEPEG DIaBETIUES TTIAOYEG TTPOCBaoNG dIKTUOU, YIia
KABe pia atrd TIG poEg DEDOUEVWV/UTINPEDIAG TTOU €ival EVEPYEG eKEivn TN OTIYHR. Ta
TTAeovekTApaTa Tou COmMpASS 1TapoucialovTal JEoW HIOG EKTETAPEVNG OEIPAG OEVAPIWY
TIPOCOPOIWONG, WG HEPOG TWV TTEPITITWOEWY XPNONG ECAIPETIKA TTUKVWYV DIKTUWYV (UDN)
5G. Ta amoteAéopaTta aTTodEIKVUOUV TOV TPOTIO HME TOV OTIOIO O TIPOTEIVOUEVOG
MNXAVIOPOG BEATIOTOTTOIEI TOUG BaCIKOUG OeikTEG £TTIOO0EWV (Key Performance Indicators
- KPls), étav avritraparifetal o€ évav atrd Toug kaBiepwuévous LTE aAyopiBuoug.

H &eltepn onuavtikl cupPoAr Tng trapoucag OlatpiBAg eival n Mnxavr) E¢opuing
MAaioiou kai Anuioupyiag MNpo@iA (Context Extraction and Profiling Engine — CEPE), évag
MNXaVIOPOG Olaxeipiong TTépwy, O OTI0I0G AVOAUEI CUMTTEPIQPOPIKA TIPOTUTTA TWV
XPNOTWV/KIVATWY OCUOKEUWYV, €EAYEl Oouolwdn yvwon Kal OnPIoUpyEi  avtioToixa
TIPOQINTTPOTUTIA  CUMTTEPIPOPAG, ME OKOTTO va TAa XPNOIYOTToINoEl yia BEATIOTO
TTPOYPOAUMATIONO TTOPWYV, KABWG £TTIONG KAl yia TNV JEAAOVTIKA TTPOBAEYN ATTAITHOEWY
TOpwv. To CEPE ouAAéyel TTANPOQOPIEG OXETIKA PE TOUG XPNOTEG, TIG UTTNPECIEG, TIG
KIVNTEG OUOKEUEG, KABWG Kal TIG OUVONRKEG OIKTUOU, KOl PEOW ETTECEPYAOIAG -XWPIG
OUVOEQN, ETEPOXPOVIOUEVO- OTTOKTA €va POVTEAO yvwong, TO OTI0I0 OTn CUVEXEID
XpPnoIJoTIoIEiTal yia Tn BeATIOTOTTOINON Twv KUpiwv pnxaviopwyv AAAM (RRM). To
TTPOAVOQPEPBEVY POVTENO yvWONG HETAQPACETAlI ETTEITA OE TTIPOPIA XPNOTWV/KIVNTWV
OUOKEUWV, TA OTTOIa EQapuOovTal WG £i0000¢ KaTa TIG dladikaoieg AAAMM. H Biwoiyotnta
Kal n eykupoTtnta Tou CEPE €MdEIKVUETAI HEOW EKTETAPEVWV OEVAPIWV TTPOCOUOIWONG.

H 1pitn onuavtiki ocupPBoAr cival to CIP (Context Information Preprocessor), évag
MNXQVIOPOG TTPOETTECEPYATIag TTANPOPOPIWY TTAAICIOU, HE OTOXO TOV EVTOTTIONO KAl TV
ATTOPPIYN TTEPITTWV OEQOUEVWYV KATA TN onuatodoaia Trpiv atrd TNV gaywyr] TNG yvwong.
To CIP Ba ptropouce va BewpnBei wg avatrdoTTacTo PEPOG TWV TTPOAVAPEPBEVTWV
oxnNUAaTwv oxediaong, dnAadry Twv COmMpAsS kai CEPE. O 1TpoTeIvOUEVOG INXAVIOPOG
TTEPINAUBAVEI TN CUYKEVTPWOT) KAI CUUTTIECT) TTANPOPOPIWY TTAAICIOU OXETIKA PE TO DIKTUO
avd POVOJIKO avayVWPIOTIKO KIVNTAG OUCKEUNG/XPNOTN, -OTTWG n dI1EBVNG TauTtoTNTA



ouvdpounTr KivnTou (IMSI)-, KaBWG Kal TEXVIKEG TTOU OXETICOVTAI PE TNV AvVAYVWPION KAl
TNV a1roppIYn dedouEvwy TTAaIgiou TTou 8 ouuBAaAAouv oTnv BeATiwon ) d16pBwaon Tou
TPOYIA XpAOoTN, TIPIV aTTd oTroladnTrote pyerddoon 1mpog 1o CEPE (4 GAAo pnxavioud
AAAM). O1 BeAtiwoelig kar ta kEPdN Tou CIP otn diadikaoia NG onuarodoaciag
QTTEIKOVICOVTAl HEOW AETTTOPEPOUG AVAAUTIKAG TTPOOEYYIONG, N OTToia KaBopideTal atrd TIg
KaBiepwpEveS aTTaITAOEIG TTEPi Xpriong 5G.

Qg 1eNIK} onuavTik ocupBoAl autrig TG dIaTPIBAG, DIECAYETAI UIa EKTETAUEVN AvAAUON
ooov agopd Tn dlaocuvdeon Twv CEPE-COmMpASS, oT10 TTAQiOIO TNG ETTIKEIMEVNG
QPXITEKTOVIKNG OIKTUOU 5G Kal TNG XapToypd@pnong autwy PE Ta TEAEUTAIO OUuOTATIKA
oToixeia Tou OIKTUOU 5G —OTTWG AUTA TTAPOUCIACTNKAV OTIG TEAEUTAIEG ONUOOCIEVOEIG
mpoTuTrotroinong Tng 3GPP -. To épyo o€ autr Tnv evotnTa OEiXVEl TTWG UTTOPEI va
TTOPOUCIACTEI TO TIPOTEIVOUEVO TTAQICIO WG NEPOG TWV OUVIOTWOWYV Tou OIKTUOU 5G Kal
TWV AEITOUPYIWV TIOU gloayovTal o€ TrepIBaAlovTa pe duvarotnta SDN, omwg n
TTPOOEYYIoN Tou « Tepaxiopou AikTUou», o Mnxaviopudg AvaAuong AIKTuakwyv Aedouévwy
(Network Data Analytics Function — NWDAF), n Asitoupyia €mmAoyng BEATIOTOU TEpaXiou
oikTuou (Network Slice Selection Function) - 1pog mepaitépw PeATIOTOTTOINCN TNG
dlavoung Kail TG dlaxeipiong Twv dIABECINWY TTOPWYV BIKTUOU PETAGU TWV CUOKEUWV-,
kabwg kal To ATSSS — Access Traffic Steering, Switching and Splitting, pia ovrotnTa
uttelBuvn yia TN dlaxeipion Twv powv Ogdopévwy Twv UE —pe duvatornreg
ETTAvadpPoPoASyNong, dIaxwPIOPoU Kal oUvOEoNnNG TNG KABe pong PeE TNV avTioToixn
BEATIOTN, D10B£oiun TexvoAoyia Tpdoaong.

AUO CUPTTANPWHOTIKEG NEAETEG TTEPIAQUBAVOVTAl —TEAOG- O€ AuTr) TN dIOTPIRA: MIa APXIKK
avaAuon Twv TTONITIKWV pNXavikig kukAogopiag (Traffic Engineering) mou BaaciCovTal o€
TTPOQIA XpNOTWV TToU TTpoKUTITOUV aT1Td T0 CEPE, KaBWwG Kai pia trepitrtwon xpriong 5G
TTOU OXETICeTal e TOV TOPEA TOUu AladIKTUOU TwV [payudtwy - Kal MO CUYKEKPIPEVA TNV
«KaAlNiEpyela AkpiBeiag» (Precision Farming), ye okotrdé va do00¢i €upaon o€ pnrég
ATTAITAOEIG TWV TTEPITITWOEWV Xprong 5G, OTTwG N ETTIKOIVWVIA TUTTOU PUNXAVNG KPIOINNG
onpaoiag (Mission-Critical Machine Type Communication).

OEMATIKH NEPIOXH: Aiktua Emikoivwviwy

AEZ=EIZ KAEIAIA: Aiktua 5n¢ lNevidag, Alaxeipion Noépwv Acuppatou Aiktuou, EtriAoyni
Acupparng Texvoloyiag MNMpoopBaong, Mpoid Xpnotwy, MNapddoon
YTtinpeoiag, MNAaiolo, Aiktowon Baoiopévn o1o AoyIouiko,

Tepayiopdg AIKTUOU
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2YNOINTIKH NAPOYZIAZH AIAAKTOPIKHZ AIATPIBHZ

210 TAdiola NG Trapoucag dlaTpIBAg oxediddetal €vag OUVOAIKOG Mnxaviopog
dlaxeipiong TTOpwV ACUPPOTWY OIKTUWV O€ TTEPIBAAAOVTA TTOU QTTOTEAOUVTAI ATTO
ETEPOYEVEIG TEXVOAOYiEG aoupuaTtng TTpooaong. TEToia TepIBAANOvVTA gival T DIKTUAKA
TTEPIBAANOVTA OTTWG TTEPIYPAPOVTAI O OEVAPIA VIO TA ETTEPXOPEVA CUCTHAPATA KIVNTAG
ETTIKOIVWVIAG TTEPTITAG YEVIAGS (5G). O gv AOyw Mnxaviopog atroTeAEiTal atrd eTINEPOUG
MNXAVIOPOUG TTOU €X0OUV TNV dUVATOTNTA VA AEITOUPYROOUV EITE 0OV AUTOTEAEIG OVTOTNTEG
Kal va BEATIWOOUV OUYKEKPINEVA OTOIXEIQ TNG Agimoupyiag Tou OIKTUOU, EiTE
OUNTTANPWHATIKA IO PIG OMIOTIKA QVTIUETWTTION TOU TTPORARUATOS TNG dlaxXEipiong Twv
aoUpUATWYV TTOPWV O€ €TEPOYEVI DIKTUAKA TTEPIBAAAOVTA 5Nn¢G yeviag. O Mnxaviopog
atroTeAEl éva OXNUa PE TO OTTOI0 UTTOPEl €va ) TTEPICOOTEPA OIKTUAKA OTOIXEIa va
MOVTEAOTTOIOUV TO TTEPIBAAAOV TOUG KaI VA TTAIPVOUV ATTOPACEIG VIO TNV KATAOTAON OTNV
oTToia BpiokovTal, KABwWG Kal TN BEATIOTOTTOINCON TNG dIAVOMNG TWV ACUPUATWY TTOPWV
OTIG KIVNTEG CUOKEUEG TTOU TOUG KATAVAAWVOUV, AKOUA KOl OTAV QUTEG £XOUV DIAPOPETIKEG
TEAEIWG ATTAITACEIG PETALU TOuG. ETTITTAéov, XpnoiyoTTolouvTal PnXaviouoi ekpadnong
WOoTE O€ evOEXOPEVN aAAayr TwWV ouvVONKWY Tou TTEPIBAAANOVTOG, 0 Mnxavioudg va €xel Tn
duvatoTnTa va etmavagiohoynoel 1o TrEPIBAAAoOV, va egeliooel To oxXAPa avtiAnyng
TPEXOUOOG KATAOTAONG BACIOPEVO OTNV €GENIEN TWV TTEPIBAAAOUCWY CUVONKWY, KAl PE
autév TOV TPOTTO va ataAlayei 10 ouoTnua omd TNV avAykn Tng XElpokivnTng
TTOPAPETPOTTIOINONG, N OTTOIA €ival XpovoRoOpa Kal ETTIPPETTNG O GQAAPATA.

‘Eva ouoTtnua Olaxeipiong OIKTUOKWY TTOPpWV acuppaTtng mTpdofaong JE ETTiyvwon
TIAQICIOU EVOWPATWVEI ONEG EKEIVEG TIG AEITOUPYIEG TTOU TOU ETTITPETTOUV VA TTAPATNPEI TO
TePIBAANOV TOU, va avTIAauBAveTal Tnv KAtaoTacn OTnV OTroia BPIoKETAl, KAl OTn
ouvéXela va AapBaver Tig BEATIOTEG aTTOPACEIS yia Tn dIAXEIPION Kal dIAvouR TwV TTOPWV
QUTWV OTIG DI0BETIPEG KIVNTEG OUOKEUEG.

KUpio koppdt TNG Asitoupyiag TETOIWV oUOTNUATWY, gival n duvaTtdTnNTd TOoug (Kal Twv
QVTIOTOIXWV BIKTUAKWY OTOIXEiIWV) va TTapatnPouV 10 TTEPIBAANAOV Kal VA TTPOXWPEOUV O€
avadAuon TnG KataoTaong, Yiod va avayvwpioouv TTPORANUATIKEG KATAOTACEIS 1
EVOEXOUEVEG EUKAIPIEG BEATIOTOTTOINONG TNG AEITOUPYIAG TOU OUOTHUATOG. H TTapatravw
dladikaoia ava@EpETal wg AEITOUPYIKOTNTA ETTiyvwong Kardotaong r mAaiciou. H
OUYKEKPIPEVN AcIToupyia €xel TTPOTABEI aTTd d1APOoPOoUG epeuvnTEG OTN BIBAIoypagia. 2Ta
TTAdiola TG TpEXoUoag dIaTPIBRG, avaAuBnkav OAoI oI UTTAPXOVTEG DIAYOPETIKOI TPOTTOI
QVTIMETWTTIONG, KOBWG KAl OAEG TIG QVTITIPOCWTTEUTIKEG TTPOTACEIS TNG PIBAIoypagiag. H
AUon 1Tou evidooeTal o€ auTr) Tn dIaTPIRN TTAPOUCIALEl CNUAVTIKA TTAEOVEKTAUATA —OTTWG
atTOOEIKVUETAI AVAAUTIKA OTN OUVEXEIO- VIO TN OUYKEKPIMEVN QUON TWV OUCTNPATWYV
KIVNTAG ETTIKOIVWVIOG £TEPOYEVWV SIKTUWYV, o€ TrepIBdAlovTa 5™ yevidg.

Ta ouCTAPATA KIVATWV ETTIKOIVWVIWY TTEPTTTNG YEVIAGS (5G), EPOG TWV OTTOIWV £XOUV dNn
¢ekiviioel va dokigacovtal Aiyo TTpIv AEITOUPYOOUV yid TO KOIVO, Ba QVTIUETWTTIOOUV
TIPWTOQPAVEIG ATTAITACEIG OO0V APOPd T XwpPNTIKOTNTA TOU CUCTHUATOG, TOUG puBuOoUg
METAdOONG, TOUG XPOVOoUuG KaBuoTépnong, KABwG Kal Tov apiBud Twv OUVOEDEUEVWV
OUOKEUWV. Ta PeAAOVTIKA cuoTtiiuata OIkTuou 5G Ba TrepiAapBdvouv pia TTAnBwpa
ETEPOYEVWV TEXVOAOYIWV padloeTikoivwviag 6Tmwg 1o 3G, To 4G A LTE, 10 5G New Radio,
10 WIFi, 10 Bluetooth, kTA. Ta oevdpia avamTugng yia Ta cuoThpata 5™ yevidg
TIPOPBAETTOUV OUVOUAONUO TTOAUCTPWHATIKWY HUAKPOKUWEAWY Kal PIKPOKUWEAWY, OTTOU
TTOAUAEITOUPYIKEG OUOKEUEG, UTTOOTNPICOVTAG DIAPOPETIKEG EQAPHOYEG, EEUTTNPETOUVTAI
armoé  OIOQPOPETIKEG  TEXVOAOYiEG acuppaTtng TpooPaong. Or  TTEPIOPICPOI  TTOU
dnuIoupyndnkav atrd Ta TTAAAIOTEPA CUCTANOTA TTPETTEI va £CAAEIPOOUV, avoiyovTag To
OpPOMO YIa éva VEO KUPA UTTNPECIWY KAl Y1 VEA CUVOAIKN EUTTEIPIA YIO TOV XPROTN.



Q¢ ek TOUTOU, N OIOXEIPION TWV ACUPHOTWY TTOPWV PECW TNG XapToypdenong Kai
dIaVOUNG TOUG OTIG (TENIKEG) KIVNTEG OUOKEUEG, HEOW TNG TTAEOV KATAAANANG TEXVOAOYiOg
TTPOCBAONG, N OTTOIA EGUTTNPETEI TIG AVAYKEG TWV OUYKEKPIPEVWV UTTNPECIWV/EQAPHOYWV
ATTOKTA TTPWTAPXIKA onuacia. Or1 kupiol pgnxaviopoi diaxeipiong padiomopwy (Radio
Resource Management), dnAadry n emAoyl kuwéAng (cell selection/reselection), n
TTapadoon utrnpeciag armo TN yia KUWEAN otnv aAAn (handover), kaBwg kal 0 €Aeyxog
eloaywyng kKAoswv/utrnpeoiwy (call/service admission control), gival auToi TTOU TEAIKWG
Ba PTTOPECOUV VA TTPOOPEPOUV OTOUG XPrOTEG ECAIPETIKA UWPNAR TTOIOTNTA UTTNPECIWV
(Quality of Service - QoS) kai eptreipiag (Quality of Experience - QoE) 11pog Tig TTOAU
ATTAITNTIKEG TTEPITITWOEIS XpAong Tou 5G. Auté Ba Trpayparotroindei yéow TNG Kal
xaptoypdenong (mapping), KaBwg Kal BEATIONG AVTIOTOIXIONG METAEU TwV OIAPOPWY
TEANIKWV OUOKEUWV KOl TWV CUVUTTAPXOVTWV dIaBEoiywy  dIKTUWV  TTpOCcBaong.
MapadAAnAa pe 10 XPrioTN, OI TTAPOXOI CUCTNPATWY KIVNTWV BIKTUWV (Mobile Network
Operators - MNOs) Ba emmw@eAnBouv etmiong amdé TN MEYIOTN ATTOOOTIKOTNTA KAl
aglotmoinon Twv —0aTTavnpwyv- aoUPUATWY TTOPWV. Oa TIPETTEl -WG €K TOUTOU- VA
€100Y00UV eUQUEIG BEATIOTOTTOINOEIG, KABWG KAl ATTOOOTIKEG AUCEIG KOOTOUG KAl EVEPYEING
oTa dikTua 5™ yevidg, TTpoKeIyévou va TTpowenBei £va CUVEKTIKO OIKOGUOTNUA ECTIOOUEVO
OTO XPNoTn, KaBwg Kal GAOUG TOUG TUTTOUG BEDOUEVWY TTOU PETadidovTal.

Otmrwg tmpoava@Epbnke, 10 oUoTnUa OlaXEIPIONG TTOU AvaTITUXONKE OTa TTAQioia NG
OI10aKTOPIKNG dIATPIBAG AUTAG, aTTOTEAEITAI ATTO TPEIG ETTINEPOUG PNXAVIOUOUG. O TTPWTOG
MNXavIoPOG gival To COmMpASS, évag pnxaviopog emmAoyng TexvoAloyiag Acuppartng
MpdoBaong TTOANATTAWY KPITNPIWV PE ETTIYVWON KATAoTaoNG TTEPIBAANOVTAG TTOU KAVEI
xprion Aocagoug Aoyikng (Fuzzy Logic). To kuplo pépog Tou COmMpAsS AeIToupyei otnv
mAeupd Tou EgomAiopou  Xpnotn (UE), eAhaxioTtotroiwviag TIG  €TMRAPUVOEIG
onNPaTodoTNOoNG TTAVW aTrd TN dIETTAPI AEPA KAl TO POPTIO UTTOAOYIOUOU OTOUG OTABPOUG
Baong. O unxaviopog COMpASS ekTeAE TTOPAKOAOUONON KAl KATAYPAPr) TWV OUVONKWV
Tou OIKTUOU O€ TTPAYMATIKO XPOVO Kal, 0€ CUVOUACHO e €va OUVOAO TTPOKABOPIoHEVWV
KAVOVWV —TOUG OTTOIOUG OpiCeEl 0 EKAOTOTE DIAXEIPIOTAG TOU OIKTUOU-, UTTOAOYICEI p1a AioTa
TTPOTEPAIOTATAG TTOU arraptieTal ato TIG KATOAANAOTEPEG/DIOBETIUEG
emAoyég/Texvohoyieg  TpooPaong  Oiktuou. Ta  TmAgovekTApata Tou COmMpAsS
TTaPOUCIAloVTal HEOW PIAG EKTETAPEVNG OEIPAG OEVAPIWY TTPOCOUOIWONG, WG NEPOG TWV
TTEPITITWOEWV XPNong €CaIPETIKA TTUKVWY OIKTUWV 5G (Ultra Dense Networks). Ta
ATTOTEAEOUATA ATTOOEIKVUOUV TOV TPOTIO HE TOV OTIOI0O O TTPOTEIVOPEVOG HNXOVIOPOG
BeAtioToTrolei Toug Baoikoug deikteg €mdooewv (Key Performance Indicators - KPIs),
OTAV QVTITTOPATIOEVTAI O TTAPAdOCIAKOUG UNXaviopoug Tou LTE. O deuTtepog unXaviopog
TTOU TTPOTEIVETAI ATTOTEAEI pIa pnxavry avaAuong TTAnpo@opiag TTAaiciou Kal ££0pugng
TPo@iA xpnotwv kal ovopaletar CEPE (Context Extraction and Profiling Engine). To
CEPE BaoiCstal o€ ynxaviopgoug INXavikng gatnong yia va avaAuoel TV TTAnpogopia
TAaiciou Kal TTEPIBAAAOVTOG, Ta TIPOTUTIA CUUTTIEPIPOPAS TWV XPNOTWV, va €LAYEI
ONMAVTIKEG YVWOEIG Kal ETTEITA EQAPUOCEl TIG HEBODOUG dlaxEipiIong Twv TTOPWVY TOU
OIKTUOU Bdoel  QUTWV TwV  TIPOTUTTWV  CUMTTEPIPOPAG/TIPOPIA  yia  BEATIOTO
TTpoypapuaTiono. H eykupdtnTa Tou CEPE Kkal n BeATIOTOTTOINGN TTOU TTPOCQEPEI OTN
dlaxeipion Twv TOpwv TOU OIKTUOU, E€TTIONG OTTOOEIKVUETAI MECA ATTO MIa OE€Ipd
TIPOCOUOIWCEWY O PEOAICTIKA Kal oUVOeTa BIKTUAKA TTepIBAAovTa 5 yevidg. O Tpitog
punxaviopog eival to CIP (Context Information Pre-Processing), éva mpdypaupa Trpo-
emTegepyaoiag TANpo@opIiwv TTEPIBAANOVTOG/TTAQICIOU, YE OTOXO TOV EVTOTTIONO Kal TNV
aTmopPIYn TTEPITTWV 1 eTTavalauBavopevwy dedopévwy TIpIV aTTtd TNV €gaywyn g
yvwong. O TeAIKOG OTOXOG TOU OUYKEKPIMEVOU UNXAVIOUOU gival n eAayIOTOTToiNON TNG
TTANPOPOPIAG TTOU EVTACOETAI OTNV onPaTodoacia eMITTAEOV TTAnpo@opiag TTAaiciou. To
CIP Ba pmopouce va Bewpndei wg avammdoTTaoTo PEPOG TWV TTPOAVAPEPBEVTWV
oxnuaTwy, dnAadr Ta COmpAsS kai CEPE. O unxaviopuog tou CIP trepiAappaver Tnv
OUMTTIEON TTANPOQOPIWY TTAAICIOU avA HOVODIKO avayVWPIOTIKO, OTTWG N dI1EbvNg



TauTOTNTA  ouvdpounty kivntoUu (IMSI) TnG OUuOKeEUng, KABWG Kal  TEXVIKEG
TIPOETTECEPYATIAG KAl QIATPAPIOPATOG TTOU OXETICOVTAI PE TNV AVAYVWPION KAl Tnv
aTmoppIYn TTEPITTWV TTANPOPOPIWV TTPOPIA XPACTN TIPIV aTTd OTTOIONdATIOTE PETADOON
mpog 10 CEPE. Ta képdn tou CIP o¢ oxéon pe TN peEiwon onuarodooiag dIKTUOU
ATTOOEIKVUOVTAI HEOW AETTTOPNEPOUG AVAAUTIKNAG TTPOCEYYIONG, N OTTOIA TTAQICIWVETAI ATTO
TIG KaBiepwuéves atraitioelg Xpnong 5G. O1 TpEIS auToi unXaviouoi TTou ava@épnkav
TTOPATTAVW TTEPIANTITIKA, TTEPIYPAPOVTAI OTO TEAEUTAIO PEPOG TNG DIATPIRAG WG HEPOG TWV
BACIKWY SOUIKWV SIKTUAKWY OTOIXEIWY TOU CUCTHAPATOS KIVITWY ETTIKOIVWVIWY 5™ yevidg,
TTOPOUCIACETAI PIa EKTETAPEVN OUCATNON YIO TO POAO TTOU ETTITEAEI TO KABEVA, KABWG Kal
TIG AVAYKAIEG TTPOCAPMOYEG TTOU ATTAITOUVTAl £TOI WOTE N AEIToupyia Toug va eivai
oupparr pe éva 5G diktuo. EmimmAéov, emmekTeiveral n RRM AeitoupyikdTnNTa TOUG PE TNV
EVOWNATWON Twv TeEXVoAoyiwv TnG AikTuwong Baoiopévng oto Aoyiopikd (Software
Defined Networking) kaBwg kair Tng TEXVOAoyiag «Tepayiopou» AikTuakwyv Moépwv
(Network Slicing), kaTd TIG OTTOIEG, HEPOG TWV UTTOOOPWYV KAl TV dIABECINWY TTOPWVY TOU
OUCTHPATOG, dIATIOEVTAI ATTOKAEIOTIKA KAl QUVANIKA VIO OUYKEKPIPEVA €iBN UTTNPECIWV HE
KABOPIOUEVEG ATTAITAOEIG O€ EUPOG PAOUATOG, AsIToupyieg dIkTUou (network functions),
EMTPETTOPEVEG KABUOTEPNOEIG BATEI TIG KPIOINOTNTAG TNG UTINPETIAG, KTA. TO OUVOAIKO
OIKTUO «TepayiCeTal» PE AUTO TOV TPOTTO O€ MIKPOTEPA UTTODIKTUA, PE TTPOCAPUOOUEVA
XOPAKTNPIOTIKA, TA OTroia BEATIOTOTTOIOUV TNV OTTOO00N OUYKEKPIUEVWY «KABETWV»
epapuoywv Kal Topéwv («5G vertical domains»).

H ouykekpiuyévn diatpiBf TepIAaupBavel evvéa Ke@AaAaia. To TTPWTO KEQAAQIO ATTOTEAEI
TNV €1I0Qywyr OTO QVTIKEIPEVO TNG OIATPIBAG. € QUTO TO KEPAAQIO QTTOTUTTWVOVTAI Ol
TEXVOAOYIKEG €CEAICEIC KAl O TTIPOKAACEIG TWV PEANOVTIKWYV OIKTUWV ETTIKOIVWVIWY. Ol
TIPOKANOCEIG QUTEG OQOPOUV KUPIWG OTn duvatotnTa Twv OIKTUOKWY OTOIXEIWV va
AeiToupyrioouv o€ TTOAU TTUKVA OIKTUOKG TTEPIBAAAOVTA (UDNS): n TTUKVOTNTA OXETICETAI
ME TOV OPIBUO TWV OIKTUOKWY OUOKEUWV KAl TNV evOEXOUEVN OIOAEITOUPYIKOTNTA KOl
OUVEPYOOIa TOUG PE OKOTTO va €EUTTNPETOUVTAI OAOI Ol TEPUATIKEG (KIVNTEG) OUOKEUEG HE
IKavoTroInTIKOG BaBud utrnpeoiag (QoS). Mépa armd Tov apIBud Twv CUCKEUWYV TTou Ba
au€nBei katakdpuga kal Ba odnyrRoel oTa TTUKVA diIKTuakda TrepiBdAlovta 5™ yeviag (Ultra
Dense Networks — UDNs), augavovTal cuveXwg Kal Ol aTTaITOEIS OTTWG Kal 0 OYKOG TNG
TTANpo@opiag TTou TIPETTEI va PETAdIOETAI ava e@apuoyn, €LAITiOC TNG AUENONG TWV
TTPOCPEPOUEVWYV UTINPECIWV (UWPNAOTEPN avAAuon Bivieo, HIKPOTEPEG KOBUOTEPNOEIG
QATTOKPIONG YIO KPICIUEG UTINPECIEG OTTWG UTTNPECIEG OUVOEDEUEVWV «NUI-OUTOVOUWV»
oxnuatwy, KTA.). EmirAéov, Ta TTOAU TTUKVA dikTua UDNSs xapakTtnpifovtal atrd ueyain
TTUKVOTNTA EYKATEOTNPEVWY OTABUWY BAONG, O OTTOI0I UTTOPOUV VA TTOIKIAOUV O€ €id0g,
avaAoya PE TO €UPOG Kal TNV 10XU €KTTOPTIAG Toug: lépa atmd Toug TTapadooiakoug
oTaBUOUG BACNG eupeiag EPPEAEIAG, -OTTWG TOUG YVWPICAUE KAl OTIG TIPONYOUNEVEG YEVIEG
OIKTUWV 3G, 4G, KTA.-, véol oTaBuoi Baong, MIKPOTEPNG I0XUOG EKTTOUTIAG —KaI MIKPOTEPNG
euBEAeIaG- (pico cells, micro cells, femto cells, KTA.) €xouv AdN ekIvAOEl va eykaBioTavTail
yla TNV BEATIOTOTTOINON TOU OXEDIOOWOU KAl TNG EEUTTNPETNONG TTEPIOXWYV PE ATTAITACEIG
Ol OTTOIEG DEV PTTOPOUV VA AVTIMETWTTIOTOUV PE TA ONUEPIVA DEDOMEVA. € OUVOUAONO HE
TIG MIKPOKUWEAEG TUTTOU pico, femto, KTA., ota UDNs cuvuttdpxouv Kail avTioToixXol TOTTIKOI
o1aBuoi Baong dAAwv Texvoloyiwy, oTTwg WiFi APs. O1 TTpokAACEIG TTou dnuioupyouvTal
ETTOMEVWG, OXETICOVTAl MPE TO TIOIEG UTTNPECIEG KAl TIOIEG KIVNTEG OUOKEUEG Ba
ecuttnPeTNBOUV a1t Trola  TEXVOAoyia/KuWwéAn pe BEATIOTO TPOTTO, £T01 WOTE VA
IKOVOTTOIOUVTAI OI ATTAITACEIG XPHOEIG OAWV.

270 OeUTEPO KEPAAQIO, apxika TrapaTiBevral KATToI0l BACIKOi OpIoHOI Opwv TTOU
XpnoigoTtrolouvTal eTavelNAnuéva Katd mn dIapKeia NG diatpIPng, OTTwg 0 opIouOg TNG
emmiyvwong mAaioiou (Context Awareness), Twv erepoyevwy OIKTUWV (Heterogeneous
Networks), n diaxeipion acupuatwy Tépwv TTPocPaocng (Radio Resource Management),
n OpopoAdynon kal o Odlaxwpiopog Tng kKivnong Oedouévwy  (Access Traffic



Steering/Splitting/Switching), n dikTuwon Paociopévn oto Aoyiopikd (Software Defined
Networking), kaBwg kai n TexvoAoyia Tepaxiopou diktuou (Network Slicing). 21n ouvéxeia
Tou 2° kegahaiou, avaAUsTal TO BEUa Twv £TEPOYEVWV BIKTUWYV. MpoBAémetal 611 n
OUYKEKPIPEVN TAoN Ba odNynoel avaTTOPEUKTA O€ TTOAU TTUKVEG UTTODOUEG, OTIG OTTOIEG,
apevog, ol otaBuoi Baong LTE Ba ouvuttdpyouv Pe TNV EENIEN TNG 5NG YEVIAG TOUG, EVW
emtrAéov, Ta diktua 3GPP cuvuttdpyouv pe 1a pn 3GPP (kupiwg Wi-Fi), dnuioupywvTag
€TO1I MIA TTOAUETTITTEDN QPXITEKTOVIK] TTOU ATTOTEAEITAI ATTO ETEPOYEVEIG TEXVOAOYIES
aoupuatng mpooBaong. Mepikég atmod TIGC PEYOANUTEPEG TTPOKANOCEIG O TETOIO TTUKVA
aoupuata TTePIBAAAOVTa gival N atTOTEAEOUATIKA AAANAETTIOpAON KAl CUVEPYATia PETAGU
TWV KUYEAWTWY OUCTNUATWY OIaPOPETIKWY Yevewv (3G, 4G, 5G, etc.) kar Wi-Fi APs, n
BeATIOTOTTOINON TOU dIAUOIPACUOU ACUPUATWY TTOPWYV Kal KIVNTWV ouokeuwv (UE — RAT
mapping), Kabwg Kai n eAaxIoToTToiNoN Twv TTEPITTWV handovers, -0TTwWG Kal YeyovoTwv
TTOU OXETICOVTAl PE TO QAIVOUEVO ping-pong- UETALU YEITOVIKWY KUWEAWYV, Ol OTTOIEG
AVOTTOQEUKTA ETTIOEIVWVOUV TNV TTAPEXOMEVN TTOIOTNTA UTTNPECIWY TTPOG OTOUG XPrOTEG.
‘Emreira, avaAuovTtal VEEG KATEUBUVOEIG aTTO TIG opdadeg Tpodiaypagwv TnG 3GPP 1rpog
TNV KATEUBUVON TNG «OQIKTHS» dlaouvdeong TExVoAoyiwy TTpoofaong 3GPP kai un 3GPP
(3GPP Tight Interworking), yia 1n BeATioTOTTOINON TOU TTPOBAANATOG TNG XWPENTIKOTNTAG
Tou dIKTUOU. MNapouaciddovTal kal avaAuovTtal Texvoloyieg 0twg 10 Hotspot 2.0, o LWA
(LTE-WLAN integration), 0TTw¢g Kal véa TTPWTOKOAAO yia €UENIKTN dpopoAdynon Tng
Kivnong METAEU auTwy Twv TEXVOAoyIwV (T1.X., Local IP Access — LIPTA, Selected IP traffic
Offload — SIPTO, Multi-Access PDN Connectivity - MAPCON, IP Flow Mobility — IFOM).
To deuTeEPO KEPAAQIO OuveYiCel ue TNV avAAuon Tou Opou TNG ETTIYVWONG KATAOTAONG
KaBwg Kal TNV TTapouaciaon TNG OXETIKNG BIBAIOYpa@iag.

210 TPITO KEQAAAIO TTapoucIAdovTal oI TPEIG PBACIKoi Pnxaviopoi dlaxeipiong Topwv
(Radio Resource Management): 1o cell selection/reselection, To call admission control kai
T0 handover. AuToi OI TPEIG PNXOAVIOWOI €ival €KEVOI TTOU €TTNPEACOUV TEAIKWG TNV
XOapTOypA@non Kal TOTToBETNON TWV KIVNTWV OUCKEUWV OTIG QVTIOTOIXEG TEXVOAOYIEG
TTPOoBaONG —KaBWG Kal Ta avTioTolxa oTpwuata (macro, pico, femto layers, k1A.). H
diadikaoia Tou cell (re)selection Trpayuarotroicital ammd v kKivnt ocuokeury (UE), ot
avtibeon pe TIG GA\eg duo (call admission control kar handover) o1 OTT0iEg
TTPAYHATOTTOIOUVTAI ATTO TN UEPIA TOU OIKTUOU. 2€ OAEG TIG TTEPITITWOEIG, N TTPOKANON
EYKEITAI OTOV EVTOTTIONO KAl TNV TTPAYUATOTTIOINON TNG avabeong TNG BEATIOTNG KUWEANG
yIO TNV €EUTTNPETNON CUYKEKPIMEVWV ATTAITACEWYV MIAG KIVATG OUOKEUAG ATTO TO DIiKTUO.
270 TeAeuTaio KOUMATI Tou 3°Y Ke@aAaiou TTAPATIOEVTAI AVAAUTIKA OAEG Ol TIPOCPATEG
BIBAIOYPA@IKEG AVAPOPES TTOU OXETICOVTAI PE TO OUYKEKPIMEVA EPEUVNTIKA KOUMNATIO.

210 TETAPTO KEQAAAIO avaAuetar o€ BAaBog o pnxaviouog Tou COmpAsS. Otmwg
TTpoavapépBnke, 10 COmMpAsSS aroteAei évav  pnxaviopd emAoyng TexvoAoyiag
Acuppatng MpooBaong TTOANATTAWY KPITNPIWV JE ETTIYVWOTN KATAoTAoNG TTEPIBAAOVTAG
Tou Kavel xprion Acagoug Aoyikng (Fuzzy Logic). To kupio pépog tou COmMpAsS
Aeitoupyei otnv TMAeupd Tou EgommAiopou  Xpriotn (UE), eAaxioTOTTOIWVTOG  TIG
emPBapuvoelg onuaroddtnong TTavw atro TN JIETTAQPr AEpa Kal TO QYOPTIO UTTOAOYIOUOU
oToug oTadpoug Bdong. O unxaviopdg COmMpASS ekTeAET KaTaypa@r) Twv ouvBnKwyv Tou
OIKTUOU O€ TTPAYMATIKO XPOVO Kal, 0€ OUVOUACHPO MPE €va OUVOAO TTPOKOBOPIOHEVWV
Kavovwy, UTttoloyifel  pia  AioTa  TTPOTEPAIOTNTOG  TTOU  ATTOPTICETAl AT TIG
KATOAANAOTEPEG/DI0BETIUEG ETTIAOYEG/TEXVOAOYiEG TTPOORaong dIKTUOU, yia KABE pia atro
TIG EVEPYEG POEG dedopévwy Tou UE. O1 ouvBrkeg dIKTUOU, OI OTTOiEG KaTaypdagovTal atrd
10 COmMPpASS kal avaAuovTtal yia Tnv dnuioupyia TnG AioTag TTpoTePaIOTNTAG Eival TO OPTO
TOU OTABPOU BACNG (APIBUOG CUVOEDEPEVWIV KIVITWY CUCKEUWY KOl TTOOOOTO XProng Tou
OuUVOAIKOU 8106€01uoU puBuoU PJETAdOONG), TO YOPTO TOU KUPIOU PEPOUG TOU OIKTUOU OTO
oTToio ouvdEsovTal ol oTabpoi Baong (backhaul link), n petpikl RSRQ (Reference Signal
Received Quality) kai n otroia oxeTieTal ye TNV TTOIGTNTA TOU AaUBaAVOUEVOU OANOTOG TOU



UE a1t 10 0108p06 Bdong, n kivamikoTnTa Tou UE (mMobility), kaBwg kail 1o €idog TNG pong
OEDOUEVWV/UTINPEDIAG N OTTOIa MEAETATAI KAI CUYKEKPIPEVA N AVTIOTOIXN euaiocbnaoia Tng
pong aTtnv kabuoTépnon (e@doov avaeEPOnKe OTI N AioTa TTpOTEPAIOTNTAG dNUIOUPYEITAI
ava por) dedopévwy, Kal OXI yevikd avad UE). To ouotnua Aca@oug AOYIKAG TTou
EQPAPMOLETAI OTOV OUYKEKPIMEVO pnxaviopd AauBAavel wg €l0000UG TIG TTAPATIAVW TTEVTE
TTOPANETPOUG KOl €€ayel TNV METPIK NG  KataAAnAotntag («Suitability»). H
KataAAnAoTnTa uttoAoyietal yia KGBe pia atrd TIG evepyEég poég dedopévwy (data flows)
Tou UE, €iTe QUTEG avTIOTOIXOUV O€ DIOPOPETIKEG UTTNPETIEG/EQPAPUOYEG, €iTE OTNV idIA.
levik@, n oxéon Tou €xel KABe pia atrd TIg 5 PETABANTEG €10000U eival n €¢nRG: OO0
MEYAAUTEPO gival TO POPTO VOGS 0TABPOU Baong, To AapBavouevo RSRQ, i To @6pTO TOU
backhaul link Tou cuykekpipgévou oTaBuou, T6oo AiyoTepo KAtAAANAN etTIAoyn Bewpeital.
Ooo uynAoTepn cival n kKivamIKOTNTA Tou UE TOOO KATAAANAOTEPEG YivovTal ETTIAOYEG
MEYAAWYV KUWEAWYV, OTTOU KaI ATTOPEUYOVTAI UE QUTO TOV TPOTTO OI TTOAAATTAEG KAl OUVEXEIG
aAlayég otaBuou gcutnpéTnong (handovers, ping-pong effects). T€Aog, 600 uywnAoTEPN
gival n evaioBnaoia otnv KaBuoTépnon OIKTUOU, TOOO TTPOTIWVTAI ETTIAOYEG OTOOUWY HE
gyyunuévn toidTnTa utinpeciag (QoS), omwg yia mapdadeiyua éva WiFi AP. Z10o 4°
KEPAAQIO, O TTAPOUCIAZOVTAl OAEG OI AETTTOUEPEIEG TOU OAYOPIBUOU TTOU EQAPUOCTNKE, N
OPXITEKTOVIKI} TOU OUOTAMOTOG €VTAyUEVN OTO  €UPUTEPO OUOCTNPO  KIVATAG, N
MovTeAOTTOINON ME TN Xpnon TG Acagoug AOYIKAG, MIA aVOAUTIKI) TTPOCEyyIon TTou
OXeTiCETAl PE TO KOOTOG ONPATOdOCIAG TOU MPNXOVIOPOU, KABWG Kal AETTTOUEPN
atroTeAéOATA TTOU TTAPXBnoav Pe TN Xpron Tou TTpocouoIwTh NS-3, o€ apKeTd oUvOeTa
epIBAAovTa TToU TTpocopoldlouv eTepoyevn dikTua 57 yevidc.

210 TTEPTITO KEPAAAIO, TTAPOUCIAdeTal O Pnxaviopog tou CEPE, pia unxavr) avaAuong
TTANpo@opiag TTAaigiou kal £€6pugng TTPo@iA Xpnotwv (Context Extraction and Profiling
Engine). To CEPE Bacifetal og pnxaviopoug gNXavikiAg pabnong yia va avaAuoel Tnv
TTANpo@opia TTAaIciou Kal TTEPIBAAAOVTOG, TO TTPOTUTTA CUMTTEPIPOPAS TWV XPNOTWY, vad
€CAYEI ONUAVTIKEG YVWOEIG KAl ETTEITA EQAPUOOEI TIG HEBODOUG BIaXEIPIONG TWV TTOPWV TOU
OIKTUOU BdAoel  QUTWV TwV  TIPOTUTTWV  CUMTTEPIPOPAG/TIPOPIA  yia  BEATIOTO
TIPOYPOAUMATIONS. ZTNV apXr TOU KEQAAQiou TTapoucIAlovTal GUVOTITIKA OI TTIPOOEYYIOEIG
TNG MNXAVIKAG HABNoNG TTOU ITTOPOUV VA EQAPUOCTOUV Kal ETTEITA EENYEITAI N TTPOCEYYION
TToU TEAIKA €TTIAEXTNKE KAl akoAouBrnonke. To CEPE cuAAfyel TTAnpogopieg OXETIKA ME
TOUG XPAOTEG, TIG UTTNPECIEG TTOU XPNOIYOTTIOIOUV, TIG KIVNTEG OUOKEUEG, KOBWG Kal TIG
ouvOnkeg Tou OIKTUOU Kal BacifeTal o pEBodo etmegepyaoiag Xwpic ouvdeon (offline
mode) yia va aTToKTAOEl £va JOVTEAO YVWONG, TO OTTOIO OTN CUVEXEIQ XPNOIYOTIOIEITAI VIO
TN BeATIOTOTTOINON TWV KUPIWV pnxaviopwy RRM, dnAadr to call admission control, 10
handover kai 1o cell (re)selection. Napouoiddetal avaAuTikd To povTéNo dedopévwy (data
model) TTou €@apudleTal, KaBwg Kal oI ETTIHEPOUG TTAPAUETPOI TG KABE OVTOTATAG TTOU
OUYKEVTPWVEI KAl avaAuel To govTéAo Tou CEPE. ETTiTAéov, 0 unxaviopuog evidooETal 0TO
guputepo EPC (Evolved Packet Core) dikTuo TTou xpnoipoTrolsital ata SikTua 4" yevidg
Kl TTOPOUCIAZETAI N CUPPBATOTNTA KAl O DIETTAPES TOU PE TIG UTTAPXOUCES OVTOTNTEG TTOU
oxetiCovral ge autov. H Biwoipydtnta Kal n eykupdTnNTa TOU PNXAVIOUOU ETTIOEIKVUETAI
MEOW BUO EKTETANEVWYV OEVAPIWY TTPOTOUoIwaNG ae pealioTIKG TrepiBdAAova 5™ yevidg
ME MEYAAO OPIOPO TEPUATIKWYV TTOU KIVOUVTAI OTOXAOTIKA KAl KATAVAAWVOUV OIOPOPETIKEG,
ATTAITNTIKEG —0€ PUBUS PETAdOONG OEDOPEVWV- UTTNPETIEG.

To ékT0 Ke@AAaio TTapouaialel To unxaviouod CIP (Context Information Preprocessing). O
OUYKEKPIMEVOG UNXAVIOUOG AEITOUPYEI CUUTTANPWUATIKA O€ PNXavIoPoug avaAuong
TTAaIoiou Kal €50pugng TTAnpogopiag —OTTwsG o CEPE-, piag kal Bacikd avTIKEiueVO Tou
gival n ehaxioToTTOiNON TNG TTANPOYOPIOG TToU MPETAdIOETAI YOO OTO OIKTUO yIa TNV
ETTiyVwOon TTAAIoioU, KAl WG €K TOUTOU, N EAAXIOTOTTOINGN TOU KOOTOUG onuaTtodoaoiag. To
KUPIO OKETITIKO OTNV UAOTTOINON TOU HNXAvioPou €ival To QIATPAPIoPa KABe €idoug
TTANPOPOPIAG TTOU CUAAEYETAI TTPIV OTTOONKEUTEI YIa va ATTOOTAAEI OTN PNXavr ££6pugng



TAnpogopiag (1m.x. CEPE ammd €dw kal 010 £¢N1G). KABe BIKTUOKO OTOIXEIO DIOBETEI TNV
MovTeEAOTTOINUEVN TTANPOPOpPIa (TT.X. TTPOQIA XpnoTwV) TTou £Xel e€ayel To CEPE péow piag
KATAVEPNMEVNG APXITEKTOVIKNAG. 2€ TAKTA SIACTHPATA, TA TTPOQPIA AUTA avavewovTal 0€ OAa
Ta OIKTUAKGA OToIXEia, oUTE WOTE OAA VA €ival EVNUEPWHEVA PE TNV TTIO TTPOCPATN BAon
TTPOQPIA XpnoTwv. KaBe @opd 1Tou £va DIKTUAKO OTOIXEIO KATaypAQEl KATTOIO OEDOUEVO
Tou TmBavwg «evolapEpel» 10 CEPE yia va avavewoel 1n BAacn Twv TTPOQIA TOU,
TTPAYUOTOTTIOIEI €vAV OUOXETIONO PE TO ATTOONKEUMEVO TTPOYIA TOU ouyKekpipgévou UE, 1O
OTT0i0 aPopPd n TTANPogopia. Edv 1o veoattokTNBEY EQOPEVO Eival CUNQPWVO UE TO TTPOQIA
Tou Non éxel mapagel To CEPE, 1616 Bewpeital TeEPITTO TTPOG EKTTOUTI, OTTOTE KAl
QTTOPPITITETAI, EVW EVNUEPWVETAI EvaG OXETIKOG OeikTNG-ueTPNTAGS (Consistency Index).
‘Eva  avaAuTikG TTapddsiypya divetar oTo OTroio BAMa Tpog PBApa n  diadikacia
aTroBrkeuong f amoppiyng TTANpo@opiwv TTAaiciou. ETTITTAéov, 0TO TEAEUTAIO HEPOG TOU
KEQaAQiou TTapaTiOeTal PIa avAAUTIKA HaBNUATIKA TTPOCEYYION 1N OTTOI TTOCOTIKOTTOIEI TO
KEPDOG XPrONG TOU TTPOTEIVOUEVOU PNXAVIOPOU —O00V a@opd TO KOOTOG CNPATOd0CIaG-
o€ peaNIoTIKG SIKTUAKA TTEPIBAAAOVTA 5 yevidc.

210 €BOOPO KEPAAQIO, TTAPOUCIAZETAlI TO TTPOTEIVOUEVO TTAdiolo pnxaviopwyv (CEPE,
COmpAsS kar CIP) cav €vag eviaiog pnxaviopudg Kal evTAOOETAl OTNV TEAEUTAIQ,
TTPOTEIVOUEVN apXITeKTOVIK TNG 3GPP yia Tta diktua 5" yevidg, ouvdéoviag Tnv
TIPOTEIVOUEVN AEITOUPYIKOTNTA TWV 3 PNXAVIOPWY UE TIG VEEG DIKTUAKEG OVTOTNTEG TTOU
TTEPIYPAPOVTAl 0TO VEO cuoTnua 5G. ApyxIKd, TTapaTtiOeTal gia oufATNoN N OTToIa AVAAUEI
TN CUPTTANPWHATIKOTNTA TWV dUO BACIKWY pnxaviopwy diaxeipiong mépwv — CEPE kai
COmMpAsS-, Baocel TnG Baoiknig diagopdg oTn AsitoupyikdTNTa Toug: T0 CEPE Acitoupyei
atro TN pepId Tou Core dikTUoU, evw To COmMpAsSS atd 1n pepid Tou UE. OTTwg civai
QVOUEVOUEVO, OUYKEKPIPEVA TTAEOVEKTANATA KOl PEIOVEKTAUATA TNG KABE TTPOCEyyIong —
OTAV QUTEG AEITOUPYOUV EEXWPIOTA-, ATTODEIKVUOUV TN XPNOINOTNTA KAl TN BEATIOTOTTOINON
oTn dlaxeipion Twv TTOPWYV ToU BIKTUOU KATA TNV TTapAAANAn Kal cuvToviopévn AsiToupyia
Toug: O1 BaoikéG TTOMITIKEG TOU BIKTUOU divovTal atrd To CEPE. AuTtég cival ekeiveg 61TOU
Ba kaBopioouv TEAIKG TOUuG TTOPOUG TToU Ba dIaTEBOUV yia pPIa CUYKEKPIPEVN pon
oedopévwy evog UE. KadBe UE ammd tnv GAAn, €xel T duvatdtnta PE T XpHon Tou
COmMPpASS va TAnpo@opei 10 dikTUO (KaIl WG €K TouTou, To CEPE), yia Tn BEATIOTN €1TIAOYA
—0€ TIPAYMATIKO XpPOvo- piag ndn evepyotroinuévng ouvedpiag. To CEPE éxel 1n
duvaToTNTA OXEDIAOMOU YIa PIa OUVOAIKOTEPN OIKTUOKK TTEPIOXT], XPNOIMOTTOIWVTAG KAl
TNG duvaTOTNTEG TTPOPRAEWYNS XPAONG UTTNPECIWY Kal KIVNTIKOTNTAG TWv UE TTOU d10B£TEI.
2€ OXéon ME TNV apxITeKTOVIK Tou 5G dIKTUOU, TTapoucidfovTtal dUo véa OIKTUOKA
OTOIXEIQ/OVTOTNTEG, TA OTTOIA TTEPIYPAPOVTAI TIPOCPATWG OTIG TEAEUTAIEG ONUOCIEVOTEIG TNG
3GPP: mpokeital yia o Network Data Analytics Function (NWDAF) kai To Access Traffic
Steering, Switching and Splitting (ATSSS). To CEPE, w¢ avaAutig dedopévwyv Kai
MNXaVIOPOG TTPORAEWNnG Oedouévwy, €ival ouolaoTIKA €£va OOUOOTOIXEIO IKavO va
utToOoTNPIgEl TTANPWGS auth TN Asitoupyia Tou NWDAF, atmoTeAWvVTag PO CUYKEKPIPEVN
uAotroinory Tou, oTnv etmikeiyevn apxitektovikp 5G. To NWDAF-CEPE Ba trapéxel
TTANPOYOpPIEG O OXEDN WE TO POPTO O¢€ ETTITTEDO “TEpA)ioU” dikTUOU (network slice). Me Tn
Xpnon 1ng texvoAloyiag tng Aiktuwong Baoiopévng oto Aoyiopiké (SDN), diveral n
duvaToTNTA dNUIOUPYIAG TTONITIKWY KAl KAVOVWY TTOU ONPIOUPYOUV UTTODIKTUAQ/TEMAXIA YE
OUYKEKPIMEVA XAPOAKTNPIOTIKA KOl TA OTTOIO AVATIOEVTAI DUVANIKA OTIG UTTAPXOUOEG KIVNTEG
OUOKEUEG. ETTITTAéOV, HEOW OUYKEKPIPEVWYV DIETTAPWY TTOU AVATITUCOOVTAl PETALU TOU
NWDAF kai Tng ovtdétnTag mmou Ba diaxelpiCeTal TOug unxaviopoug Tou slicing oto 5G
(6mmwg 10 Network Slice Selection Function - NSSF), 61Twg kai dieTTapuwy PETAEU TOU
NWDAF kai Tou PCF (Policy Control Function, 61twg ka1 oto EPC), o NWDAF-CEPE 6a
METAPEPEI TTPOYIA, TTPOTUTTA TTPOBAEYNGS KAl TTONITIKEG OTIG ovTOTNTEG aAUTEG. To ATSSS
gival utteUBuvo yia Tn dlaxeipion Twv powv dedopévwy Twv UE Kal Tnv ouvdeon Tng KABe
pong Pe TNV avrioToixn BEATIOTN, dlaBEoiun TexvoAloyia TTpdoBaong. H avtioToixion autr
0a Baoiletal TTPWTIOTWG OTIG TTONITIKEG TTou AapBavovtal amd To NWDAF-CEPE, aAAG



deuTepeUOVTWG Kal atrd 10 UE Bdaoel rapapéTpwy mTAaiciou TTou Ba opiotouv. Me autdv
Tov TPOTTO dtixveral Twg COmMpAsS kai CEPE ouvepyalovralr oto TTAQiolo g véag
apxITekToVIKNAG 5™ yevidg. Téhog, 1o CIP Ba trpoeme€epyddetal TNV TTANpogopia Trou
avtaAdooeTal HEOW OAwv Twv TTpoavagepBeicwv dieTapwy, evw 70 COmMpAsS 6a
eK@PAlel atrd T pepId Tou 5G-UE TIG BEATIOTEG ETTIAOYEG O€ TTPAYMATIKO XPOVO, Ol OTTOIEG
Ba kataypdagovtal kal Ba agioAoyouvtal atro 1o diktuo (NWDAF-CEPE).

210 TIpoTEAEUTAIO, OYdOO KEQPAAQIO, TIAPOUCIACOVTAl KATTOIEG OCUMTTIANPWUATIKEG
OuVEIOPOPEG TNG OIOTPIRAG. TO TTPWTO KOPUATI TTAPOUCIAdel pia HEAETN oXETIKN Pe Traffic
Engineering, TTpoBAswn @OpTOU KAl QPIBUOU XPNOTWYV, PE avTtioToixn Olaxeipion Kal
MEAETN TOU OIKTUOU, N oTroia €xel BaoioTei oAokAnpwTiKA oTo CEPE. To d€UTEPO KOPUATI
TTOPOUOCIACEl JIO OUYKEKPIPEVN €apuoyr) Smart Farming ota tAaiola Tou Internet of
Things, Kal TwV ATTAITACEWY TTOU auTd TTapouciAlel yia To oUaTNUA KIVATWY SIKTOWY 5™
YEVIQG.

TéNOG, OTO €vato KEPAAQIO OUVOWICETAI N E€PEUVNTIKA OUVEICQOPA TNG dIaTPIRAG.
EmmAéov armrotuttwvovTal Ta TTPORAAUATA TTOU EVTOTTIOTNKAV KAl Ol TTPOTEIVOUEVEG
AUoeig. H 1p€xouaa diaTpiBry KaTaAryel TTapoucIAlovTag TIG ONPAVTIKOTEPES TTPOEKTACEIG
TWV EPEUVNTIKWY BEPATWY TTOU PEAETABNKAV KATA TNV eKTTOVNON TNG OIaTPIBAG KAl
eVOIOQPEPOUOEG HEANOVTIKEG ETTEKTAOEIG.
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Context-based Resource Management and Slicing for SDN-enabled 5G Smart, Connected Environments

1. INTRODUCTION

1.1 Towards 5G Networks

In the following years, the number of wireless and mobile devices is expected to increase
considerably. Along with it, a huge increase of mobile traffic [1] will also take place. More
specifically, the mobile traffic in 2016 was nearly 30 times the size of the entire global
Internet in 2000. Almost half a billion mobile devices and connections were added in 2016,
while at the same time, average smartphone usage grew 20% in the same year. In
addition, the actual traffic volume per subscriber increases 25-40% per year, thus
exceeding the expectations set by ITU [2]. The deployment of 5G cellular networks targets
to support this vast number of devices, while at the same time existing 3GPP
specifications will keep on supporting legacy cellular access networks (e.g., GSM, HSPA,
LTE, LTE-A), as well as alternative radio access technologies (e.g., Wi-Fi). In this
environment, the end users will have access to a diverse set of services (high definition
video and audio, web browsing, games, etc.). It is worth pointing out in parallel that the
high penetration of smartphones and tablets on the market [3] will enable end users to
make use of all these services while on the move.
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Figure 1: LTE Connections 2010 — 2015 "
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Figure 2: LTE and 5G Forecast 2016 — 2021 2
5G networks are expected to support billions of small end devices (e.g., sensors,

' World Cellular Information Service (WCIS), Ovum, October 2016.
2 Ericsson mobility report 2016
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actuators, etc.) as well as communicating vehicles [4] in the context of Machine Type
Communication (MTC). The vision is that 5G networks will manage to materialize the
Internet of Things (loT) ecosystem. This realization will unveil new requirements to the
network operators and telecom manufacturers. Significant problems arise due to the fact
that these -billions of- devices, which communicate short messages in periodic or
asynchronous mode, will compete with typical User Equipment (UE) devices for the 5G
resources. Moreover, these devices will support a variety of services with their own
requirements (e.g., short packet size, burst traffic, sensitivity to delay or losses). Besides
the tremendous growth, which is expected in terms of number of devices, due to an
increasingly diverse set of new and yet unforeseen services, users and applications
(including machine-to-machine (M2M) modules, Smart Cities, industrial automation, etc.),
novel and less predictable mobile traffic patterns are also expected to emerge. The
aforementioned requirements should also be taken into consideration by the underlying
network infrastructure. Overall, existing mechanisms used for the communication of end
terminals are inadequate to support the future needs. Towards improving efficiency, well-
established mechanisms have to be redesigned. One of the most important areas 5G
networks have to improve is the mapping of smart devices and services to different RATs
and layers (i.e., macro, micro, pico, femto cells). This mapping affects the Key
Performance Indicators (KPIs) of a network in relation to the experienced grade of service
(e.g., blocking probabilities, throughput, delay, jitter, etc.). The placement of a UE to a
RAT or a cell layer, that is either in idle or a connected mode, is primarily realized via
three vital RRM mechanisms, namely: a) Cell-(re)Selection (CS), b) Access/Admission
Control (AC) and c) Handover (HO).

Subscriptions/lines, subscribers (billion)

Figure 3: Growth of mobile subscriptions3
1.2 Motivation and Research Challenges

Network densification manifesting in deployments of Small Cells (SCs) is an ongoing
trend in contemporary cellular networks. Although SCs were already commercially
available for the 2G and 3G technologies, the LTE and LTE-A standards provide technical
solutions that exploit the local nature of such deployments. SCs are well suited for
handling large traffic demands in hotspot areas with noticeable proliferation over the last
years of high-end devices capable of processing data heavy content, e.g. high definition
video. Moreover, people expect to have a broadband experience not only at home or

® Ericsson mobility report 2016
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office, but also outdoors. These two trends combined create a massive upsurge of cellular
traffic, often referred to as the x1000 traffic volume challenge [5]. The next generation of
cellular technology —5G- is expected to provide an economically justified system that will
cater for this massive demand and extravagant user requirements.

The performance of modern cellular networks, mainly limited by the radio access network,
is usually enhanced through solutions aiming at improving spectral efficiency, such as
advanced antenna techniques (including the use of massive number of antennas) and
endeavors of cellular industry to obtain more spectrum for wireless transmission in low
and high frequency bands [5]. Despite technical challenges, this way forward is definitely
a promising direction to improve capacity of future 5G networks, but, without a doubt, they
will not be sufficient to provide a ubiquitous high-end user experience for the 2020-and-
beyond mobile society. As proven in contemporary cellular networks, in order to satisfy
growing user demands, improved spectral efficiency should be accompanied by further
cell densification, especially in dense urban areas and indoors. Massive roll-out of SCs
immediately poses a question on its economic feasibility. SC solutions available today
rely on methods such as distributed antenna systems, unlicensed spectrum, or user-
deployed SCs in order to bring down the deployment costs. SCs can be also extended to
moving relays or nomadic cells where antenna systems exploiting wireless backhaul are
mounted on cars, buses or trains, in order to provide a broadband experience to users
inside or in proximity of vehicles.

The above-mentioned factors suggest that further deployment densification, resulting in
UDNs is inevitable, which has interesting consequences for future networks operations.
Shrunken cell sizes lead to reduced number of users served simultaneously by individual
SCs over a geographical area, and hence to sharing the radio resources among fewer
users. Moreover, smaller user-to-access-node distances decrease the probability of
severe shadowing. This factor plays a major role in wave propagation at higher
frequencies, which are interesting due to the availability of large bandwidths. Higher
frequencies are a perfect fit for UDNs since, paradoxically, their higher attenuation
limits the interference to neighbouring sites and users. On the other hand, fewer
users per cell leads to a more bursty activity profile of SCs. In combination with the
time division duplexing (TDD) mode, which is expected to be extensively used in 5G due
to its capability to adapt to dynamic traffic demands, this will pose a significant challenge
to future 5G resource allocation schemes. It is still an open question to which extent
advanced receivers and transmission schemes will be able to cope with the dynamic
interferences [6].

Another challenge expected in UDNs is the heterogeneity of the 5G deployment, i.e. the
5G UDN Heterogeneous Networks (HetNets). 5G is expected not only to introduce new
access technologies, but also to reuse legacy 3GPP systems as well as IEEE
technologies in order to provide the required user experience exactly where it is needed.
This complicated deployment is very demanding from the mobility point of view, but it is
also an opportunity for future devices to use specific technologies or layers in order to
provide the necessary performance. How to efficiently detect and exploit this
heterogeneous environment is definitely one of the most important challenges for the
UDN design.

All aforementioned factors pose a question mark on the interference, resource and
mobility management schemes that are used in current cellular networks, and they call
for new methods, which will be able to fully exploit the benefits of heterogeneous UDN
deployments of the 5th generation networks.

1.3 Thesis Contribution

The contributions of this dissertation move towards the following major directions:
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a) COmpAsS, a user-oriented context-based scheme for RAT selection and traffic
steering/switching, which processes context in real-time and produces a RAT
suitability list to be used for handover management reasons,

b) CEPE, a knowledge extraction engine based on data mining techniques towards
user profiling and network policies formulation,

c) CIP, a context information pre-processing scheme, which acts in an augmenting
manner to the former two, in order to minimize the high context acquisition
signaling overhead.

d) A study on CEPE-COmpAsS interworking in an SDN-enabled, 5G architecture,
capable of applying network slicing approaches.

Supplementary contributions, which enforce the research carried out in the
aforementioned primary four directions and also comprise parts of the next steps to be
made in the context of this research domain are:

- the architectural perspective of the proposed schemes, which takes into account
the latest 3GPP standardization guidelines and attempts to provide a valid and
viable solution towards the forthcoming 5G architecture,

- a study on network traffic engineering policies, which can exploit CEPE and user
profiling methodology is included,

- an attempt to describe from a common point of view 3 primary RRM mechanisms,
i.e. cell (re)selection, handover and call admission control via a comprehensive
categorization of the existing approaches, both from the academic area, as well as
from the industry, by incorporating the available patents as well, and finally

- a 5G use case application related to loT and Precision Farming, which highlights
specific requirements related to industrial applications, ultra-low delay
requirements, etc.

The first major contribution of this thesis is COmpAsS, a context-aware, user-oriented
RAT selection mechanism, which operates on the User Equipment (UE) side and
ultimately produces a list of the most suitable RATs per active traffic flow/session, towards
QoS optimization. One of the greatest advantages of the UE-based solution is the
minimization signaling overhead over the air interface, as well as the computation load
on the base stations. COmpAsS collects information related to the network status, such
as the load of the base stations, the load of the backhaul link, the Reference Received
Signal Quality (RSRQ), user mobility information, such as the velocity of the UE, as well
as the specific QoS requirements of the type of traffic to be transmitted, in order to assess
-in real-time- the most suitable RAT and/or cell layer, which should serve the UE’s active
sessions. COmpAsS mechanism adopts Fuzzy Logic (FL) as one the core logic modules,
responsible for the perception of the network situation and, in combination with a set of
pre-defined rules, calculates a list of the most suitable available access network options.
Furthermore, we propose an evolution of 3GPP’s Access Network Discovery and
Selection (ANDSF) function, as one of the primary Evolved Packet Core (EPC) network
functions collaborating with COmpAsS for the exchange of the required context
information. The merits of COmpAsS are showcased via an extensive series of simulation
scenarios, as part of 5G ultra dense networks (UDN) use cases. The results prove how
the proposed mechanism optimises Key Performance Indicators (KPIs), when juxtaposed
to a well-established LTE handover algorithm.

The second major contribution of the current thesis the Context Extraction and
Profiling Engine (CEPE), a resource management framework, which collects diverse
types of context information and performs data mining techniques in order to extract
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meaningful knowledge. The context information, which is aggregated, primarily relates to
four categories: network operation data, user behavior information, terminal
capabilities and application/service data. CEPE analyzes this information, extracts
meaningful knowledge and performs user profiling in order to apply it for optimal resource
planning, as well as prediction of resource requirements. CEPE collects information about
users, services, terminals and network conditions and —based on offline processing—
derives a knowledge model, which is subsequently used for the optimization of the
primary RRM mechanisms, i.e. handover, cell selection and call admission control. From
a methodological point of view, initially the KPIs that will be employed are identified in
order to assess the efficiency of the mechanism. Next, the types of data that should be
monitored are identified (network operation data, user behaviour information, etc.). Then,
the extracted context information is translated into user profiles and is finally applied as
input for enhanced cell (re)selection, handover or admission control. CEPE’s operation is
tightly connected to the scheme, which follows, CIP, and focuses on the pre-processing
of the vast amount of information, which is collected, towards minimizing the signaling
overhead. The viability and validity of CEPE is demonstrated via an extensive set of
simulation scenarios.

The third major contribution is CIP, a Context Information Pre-processing scheme, aiming
to identify and discard redundant or unnecessary data before knowledge extraction. CIP
could be considered as an integral part of the afore described profiling schemes, i.e.
COmpAsS and CEPE. CIP comprises a framework that primarily relies upon data
aggregation and pre-processing techniques. Context information processing and
knowledge extraction is considered a great tool towards the optimisation of several
network functions; nevertheless, the acquisition of the context is often a very costly
process —in terms of signaling burden imposed on the network. The module comprises
aggregating and compressing mobile network-related context information per unique
identifier, such as the end device’s International Mobile Subscriber Identity (IMSI), as well
as techniques related to identifying and discarding user profile-redundant or unnecessary
context data, before any transmission to CEPE. CIP gains are illustrated via a detailed
analytical approach, guided by well-established 5G use case requirements.

The fourth major contribution of this thesis is a mapping of the proposed scheme in a
Software Defined Networking-enabled 5G architecture, as proposed by the latest
3GPP standardization, capable of applying Network Slicing approaches for further
optimizing the network resources distribution and sharing and addressing the challenging
5G use cases, such as massive loT.

1.4 The Structure of the Thesis

The current thesis is structured into nine chapters. Following the current chapter, the
structure is briefly presented below:

Section 2 provides the background of the specific domain and introduces the main
concept to the reader. The definitions of the primary concepts and terminology is
provided. Next, a sub-section focusing on the Heterogeneous Radio Access
Technologies towards 5G is provided, which describes in detail the challenges, use cases
and characteristics of the forthcoming 5G environment. At the end of Section 2, the notion
of Context Awareness is defined, while a discussion takes place as well with regard to
the Data Analytics approaches for Network Resource Management.

Section 3 provides a comprehensive review of the literature and industry patents, related
to Radio Access Technology (RAT) selection processes, and more specifically, the three
primary operations related to RAT selection, i.e., Cell (Re-)selection, Admission Control
and Handover.
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Section 4 describes COmMpASsS, the first of the three primary contributions of this thesis.
An overview of the proposed solution is provided, along with a discussion with regard to
the architectural aspect. A detailed description of COmpAsS algorithm is given, as well
as a comprehensive definition of the Fuzzy Logic-based component. The signaling costs
of the proposed scheme are quantified, targeting to evaluate the validity of COmpAsS.
The last part of the section, focuses on the experimental evaluation of the scheme.

Section 5 focuses on the second proposed mechanism, CEPE. Similarly with Section 4,
an overview of the mechanism is initially provided. Next, CEPE deployment in the EPC
network architecture is discussed in detail, while in the last part of Section 5, the
evaluation of the proposed framework takes place, via an extensive experimental
evaluation.

Section 6 provides a comprehensive description of the third primary contribution of the
thesis, i.e. CIP. An overview of the Context Information Pre-Processing engine is initially
provided. Later in the section, an analytical approach is followed in order to evaluate CIP
and quantify the overall system signaling reduction gains.

Section 7 make a link between the three proposed mechanisms, i.e., COmpAsS, CEPE
and CIP, in the context of the latest 5G proposed architecture, as described in the latest
standardization by 3GPP. A detailed description of the mechanisms’ roles in the novel
system is provided, along with a mapping between the novel 5G network components,
and the proposed schemes.

Section 8 provides insights in relation to the supplementary work, which took place in the
context of the thesis, and is not indirectly link to the aforementioned solutions.

Section 9 finally, concludes this work, makes an overall assessment of the thesis
contributions and architectural proposals and identifies potential future research
directions.
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2. BACKGROUND

In this section, the basic principles and notions are being introduced, along with an initial
discussion on the specific characteristics and requirements that emerge due to the
forthcoming 5G heterogeneous environments. Initially, a detailed discussion on the
Heterogeneous Networks takes place, and the directions of the standardization bodies is
provided. Technologies such as the Access Network Discovery and Selection Function
and Hotspot 2.0 are introduced, which are of upmost importance for the forthcoming
developments of 5G HetNets. The LTE-Wi-Fi interworking is highlighted, as one of the
highest priorities towards network densification. The initiatives of the aforementioned
interworking are provided, as well as the latest efforts from the literature. Both
technologies are considered potential core parts of the forthcoming 3GPP — WLAN
integration activities. The second part of this section brings in the notion of Context, one
of the core concepts of this thesis, on which the overall proposed RRM procedures rely
on. Besides the analysis that takes place, a comprehensive listing of the state of the art,
which relates to Context is provided.

2.1 Definitions

The definitions of the main concepts that are used throughout this chapter are
summarized below:

Radio Access Technology or RAT is the underlying physical connection method for a
radio based communication network. Many modern phones or User Equipment (UEs) in
general support several RATs in one device such as Bluetooth, Wi-Fi, and 3G, 4G or LTE.
More recently, the term RAT is used in discussions of heterogeneous wireless networks.
The term is used when a user device selects between the type of RAT being used to
connect to the Internet. This is often performed similar to access point selection in IEEE
802.11 (Wi-Fi) based networks. Tightly linked to the notion of RAT is the Radio Access
Network.

Radio Access Network or RAN is the part of a mobile telecommunication system, which
implements a RAT. Conceptually, it resides between a device such as a mobile phone, a
computer, or any remotely controlled machine and provides connection with its core
network (CN). Examples of radio network types are GRAN (GSM radio access network),
GERAN (similar with GRAN but specifying also the inclusion of EDGE packet radio
services), UTRAN (UMTS radio access network), E-UTRAN (the LTE access network).

Radio Resource Management or RRM is the system level management of co-channel
interference, radio resources, as well as other radio transmission characteristics in
wireless communication systems, such as cellular networks, wireless local are networks
(WLANs) and wireless sensor systems (WSNs). RRM incorporates policies and
algorithms related to power transmission, user allocation, data rates, handover criteria,
modulation scheme selection, scheduling, etc. The ultimate objective is to utilize the
limited radio-frequency spectrum as efficiently as possible.

Heterogeneous Network or HetNet is described the type of network deployment, in
which macro-, micro-, pico- and femto- cells from diverse Radio Access Technologies
(such as LTE, Wi-Fi, Bluetooth, etc.) operate concurrently. This densification improves
network coverage, improves spectral efficiency and reduces the UE power consumption
due to the nearby cell. At the same time, however, critical challenges emerge mainly
related to intelligent dynamic traffic steering of the network, as well as interference
management, due to the uncoordinated manner that small cells usually operate.

Context is defined as the circumstances that form the setting for an event, statement, or
idea, and in terms of which it can be fully understood.
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Context Awareness or CA in the research area of pervasive computing is firstly
employed in [153] and generally refers to the ability of computing systems to acquire and
reason about the context information and adapt accordingly the corresponding
applications. Context, as introduced by Dey in [157], “is any information that can be used
to characterize the situation of an entity. An entity is a person, place, or object that is
considered relevant to the interaction between a user and an application, including the
user and application themselves”.

Access Traffic Steering: The procedure that selects an access network for a new data
flow and transfers the traffic of this data flow over the selected access network. Access
traffic steering is applicable between 3GPP and non-3GPP accesses.

Access Traffic Switching: The procedure that moves all traffic of an ongoing data flow
from one access network to another access network in a way that maintains the continuity
of the data flow. Access traffic switching is applicable between 3GPP and non-3GPP
accesses.

Access Traffic Splitting: The procedure that splits the traffic of a data flow across
multiple access networks. When traffic splitting is applied to a data flow, some traffic of
the data flow is transferred via one access and some other traffic of the same data flow
is transferred via another access. Access traffic splitting is applicable between 3GPP and
non- 3GPP accesses.

Software Defined Networking: A novel technology, which facilitates network
management by enabling programmatically efficient network configuration in order to
improve network performance and monitoring. SDN centralizes network intelligence in
one network component by disassociating the forwarding process of network packets
(Data Plane) from the routing process (Control plane).

Network Slicing: A procedure that enables flexibility, as it allows multiple logical
networks to be created on top of a common shared physical infrastructure.

2.2 Heterogeneous Radio Access Technologies Towards 5G

Heterogeneous Networks or HetNets is described the type of network deployment, in
which macro-, micro-, pico- and femto- cells (3GPP or non-3GPP such as WiFi) operate
concurrently. Due to the high demand of very high data rates in future 5G applications,
as well as the ultra-low latency requirements, which are posed, the network operators
have already deploying hundreds of small cells in limited geographical areas, i.e.
densifying the radio environment, in order to increase the access bandwidth. This
densification improves network coverage, improves spectral efficiency and reduces the
UE power consumption due to the nearby by cell. At the same time, however, critical
challenges emerge mainly related to traffic steering choices of the network, as well as
interference management, due to the uncoordinated manner that small cells usually
operate.

It is envisaged that the aforementioned trend will inevitably result in very dense
deployments, in which on the one hand, UMTS or Long Term Evolution (LTE) base
stations (BSs) will co-exist with their 5G evolution, while in addition, 3GPP networks will
co-exist with the non-3GPP ones (primarily Wi-Fi), creating thus a multi-tier architecture
consisting of heterogeneous radio access technologies. Some of the greatest challenges
in such dense wireless environments are the efficient inter-working between the legacy
with the latest cellular systems, as well as with Wi-Fi APs, the optimization of the UE
placement — RAT selection procedures, as well as the minimization of the unnecessary
handovers — and ping-pong effect-related events — between adjacent RATs and cells,
which inevitably deteriorate the provided QoS to the users: The handover procedure in
the current Evolved Packet Core (EPC)/4G system involves latency overheads, even in
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limited coverage areas over the GPRS Tunneling Protocol (GTP) tunnel. In order to
enable seamless UE mobility when moving across the different (H)eNBs, the S-GW (at
the network core) communicates with the eNBs (at the network edge) to perform
handover management; QoS allocation, traffic condition monitoring, user terminal mobility
management and security tasks are also forwarded to the Packet Gateway (P-GW). At
the same time, the eNB, the S-GW, and the P-GW perform several signaling procedures
to handle the session setup at different levels. Such an approach decreases considerably
the network performance by increasing the latency and thereby reducing the QoS
required for the future real-time applications. Thus, it becomes of utmost importance that
frequent or unnecessary handovers in such ultra-dense network environments are
minimized; latency overheads should be minimized and the optimal RAT options for the
UEs should be available in an efficient way via a viable RAT selection approach.

2.21 LTE - WLAN Interworking Standardization activities

Lately, new directions have been presented by 3GPP’s specification groups ([7]) towards
the network capacity issue optimization and the so called tight interworking of 3GPP and
non-3GPP access technologies, with plenty of these novel directions and standards
already partially integrated and planned to be fully integrated in the forthcoming releases.
In relation to the efficient interworking between heterogeneous wireless systems (e.g.,
LTE and Wi-Fi), although during the last decade there has been considerable progress
in terms of specifications and standards, still a successful demonstration of a seamless
integration of Wi-Fi APs with commercial cellular networks, and in realistic 5G business
cases is missing. This is because of a number of reasons. Wi-Fi suffers from interference
issues since it operates on the unlicensed spectrum. Most importantly however, switching
from a cellular network to a Wi-Fi access point has not properly yet evolved to a fully
transparent process -from different perspectives-; for the end users, the authentication
process had to take place manually — thus, deteriorating the QoE —; further- more, the
mobility of multiple flows (even of the same service) among different PDN connections
and access technologies was only recently standardized and described [130]. In addition
to the first point — and as this is described by Hotspot 2.0 —, all the “islands” of hotspots
should be also interconnected into larger “footprints” via further roaming agreements
between Wi-Fi operators. Finally, there are still diverse strategies in the way non-3GPP
networks are handled by different devices and operating systems, meaning that the
software that handles the active UE connections (e.g. the “Connectivity Manager” in
Android) has not been standardized. In some cases, even the same OS handles
differently the connections de- pending on the version of the OS, e.g. [131].

One of the relevant technologies currently being defined and standardized by 3GPP is
the LTE-WLAN integration, i.e. LWA ([40]). LWA has been standardized by the 3GPP in
Release-13. Release 14 Enhanced LWA (eLWA) adds support for 60GHz band
(802.11ad and 802.11ay aka WiGig) with 2.16 GHz bandwidth, uplink aggregation,
mobility improvements and other enhancements.
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Figure 4: LWA: Network Architecture

In LWA, a mobile handset supporting both LTE and Wi-Fi may be configured by the
network to utilize both links simultaneously. It provides an alternative method of using
LTE in unlicensed spectrum, which unlike LAA/LTE-U can be deployed without hardware
changes to the network infrastructure equipment and mobile devices, while providing
similar performance to that of LAA. Unlike other methods of using LTE and WLAN
simultaneously (e.g. Multipath TCP), LWA allows using both links for a single traffic flow
and is generally more efficient, due to coordination at lower protocol stack layers.

For a user, LWA offers seamless usage of both LTE and Wi-Fi networks and substantially
increased performance. For a cellular operator, LWA simplifies Wi-Fi deployment,
improves system utilization and reduces network operation and management costs. LWA
can be deployed in collocated manner, where the eNB and the Wi-Fi AP or AC are
integrated into the same physical device or in non-collocated manner, where the eNB and
the Wi-Fi AP or AC are connected via a standardized interface referred to as Xw. The
latter deployment option is particularly suitable for the case when Wi-Fi needs to cover
large areas and/or Wi-Fi services are provided by a 3rd party (e.g. a university campus),
rather than a cellular operator.

From the network perspective, there are two options that provide flexibility when looking
at deploying LWA - collocated and non-collocated. LWA design primarily follows LTE Dual
Connectivity (DC) architecture as defined in 3GPP Release 12, which allows a UE to
connect to multiple base stations simultaneously, with WLAN used instead of LTE
Secondary eNB (SeNB).

In the user plane, LTE and WLAN are aggregated at the Packet Data Convergence
Protocol (PDCP) level. In the downlink, the eNB may schedule PDCP PDUs of the same
bearer to be delivered to the UE either via LTE or WLAN. In order to perform efficient
scheduling and to assign packets to LTE and WLAN links in the most efficient manner,
the eNB can receive radio information about both links, including flow control indication.
In order to avoid changes to the WLAN MAC, LWA uses an EtherType allocated for this
purpose, so that LWA traffic is transparent to WLAN AP.

In the control plane, Evolved Node B (eNB) is responsible for LWA activation, de-
activation and the decision as to which bearers are offloaded to the WLAN. It does so
using WLAN measurement information reported by the UE. Once LWA is activated, the
eNB configures the UE with a list of WLAN identifiers (referred to as the WLAN Mobility
Set) within which the UE can move without notifying the network. This is a tradeoff
between fully network controlled mobility and fully UE controlled mobility. Even though
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WLAN usage in LWA is controlled by cellular network, UE has the option to "opt out" in
order to use home WLAN (in case UE does not support concurrent WLAN operation).

In parallel to LWA, another technology from 3GPP standardization activities, LTE WLAN
Radio Level Integration with IPsec Tunnel - LWIP ([40]) is also on its way. LWIP is similar
to LWA, in the sense that both make use of unlicensed 802.11 technologies. The
difference is that LWA aggregates LTE and Wi-Fi at the PDCP layer, while LWIP
aggregates or switches between LTE and Wi-Fi links at the IP layer, just above PDCP.
Although both LWA and LWIP have been defined to integrate 802.11-based access
networks into the E-UTRAN access network, LWIP has been specifically architected to
be able to leverage legacy WLAN infrastructure. Both LWA and LWIP can be contrasted
with LAA and its pre-standard version LTE-U that use a modified LTE waveform in the
unlicensed band instead of Wi-Fi. Further, in Release 13, LWIP is the only technique
defined by 3GPP that is able to send uplink data over the unlicensed spectrum, with the
others approaches being purely focusing on enhancing the LTE downlink capabilities.

a
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Figure 5: LWIP: Network Architecture

Besides LWA and LWIP, 3GPP has worked towards additional RAT integration solutions
that depend upon whether the core network is a UMTS Core network (I-WLAN, [8]) or an
Enhanced Packet Core (EPC) network ([9], [10]). The current dissertation focuses on the
latter category. The new standards introduce trusted and non- trusted access networks
mainly from the point of view of the operator. Thus, they require additional security
mechanisms, they provide connections of the Policy and Charging Rules Function
(PCRF) to gateway functions and they define the Access Network Discovery and
Selection Function (ANDSF, [11]). The ANDSF functionality enables the operator to store
policies for the discovery and selection of RATs (e.g. Wi-Fi hotspots) in a server and
communicate them to UEs via push or pull methods.

For the interworking between 3GPP and non-3GPP networks, mobility of IP-Flows among
them is defined. Mobility maybe handled differently depending if the IP address of UE is
preserved (seamless) or not (non-seamless), or if it is handling on per IP-flow or on a per
UE basis. Different mobility solutions take into consideration the use of the GPRS
Tunneling Protocol (GTP), Proxy Mobile IP (PMIP) or Dual Stack Mobile IP (DSMIP). In
all cases, the mobility process is triggered by the UE and not by the network, although
efforts are underway to standardize network initiated mobility. Furthermore, as described
in [12], a number of protocols (e.g., Local IP Access — LIPTA, Selected IP traffic Offload
— SIPTO, Multi-Access PDN Connectivity - MAPCON, IP Flow Mobility - IFOM) are

designed for flexible traffic steering.
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At the same time, the Wi-Fi Alliance has defined in the context of Hotspot 2.0, the means
to assist in the selection of Wi-Fi hotspots and address security issues that today are
complex and non-transparent to the users. Hotspot 2.0 standard from Wi-Fi Alliance
improves the ability of WLAN devices to discover and connect in a secure way to public
Wi-Fi APs. Hotspot 2.0 builds on 802.11u specifications ([132]) that enable devices to
discover information about the available roaming partners using query mechanisms. The
Access Network Query Protocol (ANQP) ([132]) is the query and response protocol, which
supports Hotspot 2.0. ANQP, apart from the operator's domain name, the accessible
roaming partners, the type of the access point (private, public free, public chargeable,
etc.), is capable of collecting the load information (i.e., total number of currently
associated de- vices to the AP, channel utilization percentage and an estimate of the
remaining available admission capacity). With load being one of the most crucial
parameters linked with the QoS provided by a BS or Wi-Fi AP, this feature is of upmost
importance when it comes to the evaluation and selection of the most appropriate RAT.

SaMOG [133] allows UEs to seamlessly handover between cellular and Wi-Fi network.
According to SaMOG specification, the Wi-Fi gateway does not connect directly to the
EPC via the Packet Gateway (PGW). Another network entity, the Trusted Wireless
Access Gateway (TWAG) is used, acting as the perimeter security entity of the EPC
network and connects to the PGW over a secure GTP tunnel.

ANDSF [11] is a cellular technology standard -closely coupled with the Policy and
Charging Rules Function (PCRF) [134] — that implements dynamic data offload for the
User Equipment (UE) in a structured method, while in addition, enables the operator to
store its policies for discovery and selection of RATs on a server. The UEs are updated
with these polices by the server. The policies within ANDSF contain information on which
of the available Wi- Fi hotspots are preferable during a specific time or day, and at a
specific location as well, based on indications from past measurements.

The ANDSF Management Object (MO) is the primary representation of ANDSF. ANDSF
MO may contain information with regard to the UE location, Inter-System Mobility Policies
(ISMPs) and Inter-System Routing Policies (ISRPs) [28]. The ISRPs are available for
UEs, which support IP Flow Mobility (IFOM), multiple- access Packet Data Network (PDN)
connectivity (MAPCON), or non- seamless offload ([135]-[137]). MAPCON enabled UEs
may establish different PDN connections through different RATs. IFOM enabled terminals
may establish a single PDN connection via multiple access networks, for instance 3G/LTE
and Wireless Local Area Network (WLAN). For such UEs, IFOM enables to move
individual IP flows from one access network to another with session continuity. The
ANDSF prioritized rules in the case of MAPCON apply per PDN connections, while in
IFOM and non-seamless offload cases per flow. ANDSF communicates with the UE over
the S14 reference point.

The WLAN_NS working item of 3GPP ([14]) is working to enhance 3GPP solutions for
WLAN and access network selection based on Hotspot 2.0 and ensure that data, i.e.
Management Objects (MO) and policies provided via HotSpot 2.0 and ANDSF are
consistent. This alignment of ANDSF and HotSpot 2.0 provides an excellent basis for the
complementarity of ANDSF and Hotspot 2.0, as well a number of multi-operator scenarios
that can be supported. In [15], a rather exhaustive list of possible scenarios is presented,
where cellular operators and wireless Internet service providers can cooperate and allow
UEs to roam among them.

From the analysis above it is clear that current standards and solutions pave the way to
the operators to deploy flexible solutions where data flow can be handled, even on a per
session basis, using various RATSs. Also, much effort has been spent to communicate an
operator's RAT selection policies to UEs. Although we have highlighted many key
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enablers from the standardization efforts that have evolved recently, there are still open
problems that the industry needs to address before Wi-Fi/Cellular integration can be fully
realized. These technical enablers on the one hand facilitate the design and development
of a new generation of RAT selection mechanisms, — something required for the
realization of 5G networks and their high QoS requirements —, however, they need to be
federated by novel mechanisms that will bridge the gap between these integration efforts
and the intelligent handling of the 5G HetNets. In particular, many of the challenges facing
Wi-Fi/Cellular integration have to do with realizing a complete intelligent network selection
solution that allows operators to steer traffic in a manner that maximizes user experience
and addresses some of the challenges at the boundaries between RATSs.

Current shortcomings, such as the static nature of the routing rules that are applied have
to be addressed; thus, real-time dynamic RAT selection and traffic steering protocols will
further federate the current efforts. ANDSF provides a very useful framework for
distributing operator policies, however, there is additional in- formation, which is likely
available, and which could be used to improve network selection decisions. Avoiding
“‘unhealthy choices” such as the selection of a Wi-Fi AP with a strong signal but very
limited bandwidth or high load, or the choice of a RAT leading to ping-pong effects in cell
edges are issues that still need to be tackled.

2.2.2 LTE - Wi-Fi coexistence from the literature perspective

The co-existence of LTE and Wi-Fi has also been studied in the literature; the key
inferences identified in such efforts ([138], [139]) also confirm the aforediscussed
potentials along with the issues and limitations that accompany the tighter coupling. In
[17] the authors describe the numerous degrees, in which the Radio Access Network
(RAN)-level integration may improve the LTE/Wi-Fi cooperation in the context of the
emerging Heterogeneous Networks (HetNets). At the same time, however, they highlight
the fact that novel multi-RAT and multi-tier solutions require additional infrastructure
enablers, such as network management interfaces, able to deliver flexible core network
connectivity for the envisioned system architecture of next-generation 5G systems.
According to the authors in [140] the LTE-Wi-Fi interworking is a promising solution,
however, due to its considerable drawbacks (i.e., signal attenuation through walls,
CSMA/CA limitations allowing only one link to be active at one time, etc.), supplementary
solutions could be considered such as optical wireless communication systems, such as
Li-Fi [141]. Still, they also conclude that big standardization efforts are required in order
to define new modes of simultaneous transmissions to multiple users, adding also the
challenge of the complexity limits with larger number of antennas.

2.3 Context Awareness and Data Analytics towards Network Resource
Management and QoS Optimization

2.3.1 Introduction on Context Awareness

Optimized resource management solutions will be of paramount importance in 5G cellular
networks. The tremendous increase of constantly connected devices requiring respective
resources will inevitably pose significant challenges to the policies, according to which, a
network operator handles available resources. This device- and technology-wise
heterogeneous environment calls for a novel, holistic and comprehensive framework,
which will build on the available contextual information and optimize network resource
distribution and RAT placement among users and devices.
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Figure 6: Example Context Information Items for RAT selection in UDNs

User centric information (i.e. all user-related historical context data such as traces, calls
e.tc.) can be employed in order to build personalized profiles that adequately capture
specific behavioral patterns in terms of mobility, location, services, etc. Data analytics
schemes for context-extraction can utilize historical context information related to User
Equipment (UE) behavior and produce context-based models and/or UE profiles. Apart
from UE-related information, context generated from the core network entities can also
be exploited. Network context information processing and sharing is obviously necessary
for context-based management and control schemes in the context of a 5G ecosystem.

The various contextual items collected by a UE can be randomly transmitted to a
knowledge extraction entity multiple times as required, thus increasing the signaling
overhead induced. In parallel, when dealing with historical information coming from UEs,
and/or the core network, we expect that a repeated pattern can be identified due to the
strong temporal and spatial nature of their activity. This repeated data pattern —when
processed by data analytics schemes— typically does not provide additional knowledge
to already available models. Evidently, when considering thousands or millions of
coexisting devices this comprises a huge overhead in terms of network and computing
resources.

In order to support the communication requirements of 5G networks while in parallel
facilitate information exchange among network entities for context extraction, novel,
sophisticated solutions have to be developed and deployed. These solutions should
address data pre-processing prior to transmission by means of aggregations, data
reduction, outlier removal or filtering in order to minimize the number of messages as well
as the data size. Relevant frameworks should both target on one hand to extract
knowledge from network information while —on the other- refrain from excessively
increasing the induced signaling overhead. Evidently, building on the derived knowledge,
databases of policies and rules that facilitate the mapping of user profile classes to
specific RATs and cell layers (macro, pico, femto, etc.) can be populated. Ultimately, the
network operators via such tools will be able to maximize the efficiency of the placement
of the various UEs, optimizing network resources’ provision and distribution, as well as
the quality of service and users’ quality experience.

2.3.2 Context Data Analytics towards 5G: Current status in 3GPP

3GPP’s latest standardization reports move towards proposing the Network Data
Analytics module (NWDA) ([154]); NWDA Function (NWDAF) provides slice-specific
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network data analytics to the PCF (Policy Control Function). NWDAF provides network
data analytics to PCF on a network slice level and the NWDAF is not required to be aware
of the current subscribers using the slice. The data may be aggregated from various
network elements and functions, such as PCF (Policy Control Function), ANDSF, OFCS,
NMS, etc. Based on data analytics methodologies, contextual information with regard to
the subscribers’ traffic and mobility patterns is extracted and utilized towards resource
management optimization.

2.3.3 Context Information Aggregation and Processing: State of the Art

The context-aware optimization of RAT/cell layer selection or other RRM operations in
general has been addressed by numerous solutions. Context is typically built using
network and/or UE data typically comprising several parameters — derived in principle
from historical measurements — such as user location, device capabilities (e.g. CPU, OS,
RAM, RAT support etc.), type of consumed service etc.

Besides the definitions provided in the previous section, the context definition is further
enhanced in [156] by the concepts of inferred knowledge (apart from the simple
understanding of the environment stimuli), context information dissemination among
potentially heterogeneous and remote entities, as well as context building based on
interactions between users and environment. Apart from the definition of the notion of
context, the authors go one-step further and introduce the key functionalities of a Context
Aware Mobile and Wireless Networking (CAMoWiN) system; the main functionalities
related to a CAMoWiN system are the following (Figure 7):

- Context Acquisition: the functionality of acquiring raw data and extracting a first
version of context. The raw data are measurements (from the wireless medium).
Then cleansing and simple correlations are being performed for extracting the “low
level context”. The context acquisition approaches should be easy to deploy, easy
to use, and non-intrusive for the end users [158].

- Context Modeling: the modeling functionality interprets low level context into
higher-level context. This is related to derivation of further implications and
representation in such way, that may be stored/retrieved/exploited efficiently. The
context modeling is responsible for acquiring the low level context and enhancing
it (to high level context).

- Context Exchange: Context exchange deals with propagation of low and higher-
level context information from sources to sinks. In general, it is considered that
context that it is not being exchanged is useless.

- Context Evaluation: Context evaluation is related to the linking between higher
level context to final system actions. The context evaluation shall be dynamic, QoS
aware and user oriented. At the same time the context evaluation shall minimize
human intervention.

- Business Logic: Business logic is the link between final system actions (i.e.,
Context Evaluation) and the strategic business decisions. Business decisions are
in general related to business modeling, service personalization (i.e., consumers’
profiling, service impacts, etc.), and even non-technical dimensions (i.e., socio-
economical, ethical, psychological etc.).
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Figure 7: Main functionalities related to Context-based approaches

Similar functionalities and requirements are also considered in [159], [160]. A context-
aware framework that assumes all the aforementioned functionalities in order to perform
energy aware HO is introduced in [161]. The framework groups the key functions
differently however, it assumes the same key operations. The extracted context
(measured locally or introduced manually by the use) is based on service inputs (Quality
of Service (QoS)/ Quality of Experience (QoE) class, delay tolerance, transmission power
rate, battery consumption, etc.) and is not further processed/ enhanced.

In [162] and [163] authors propose a dual-purpose context aware system. The proposed
CA system enables sophisticated service provision (UE grouping/multicast) or enhanced
RRM (sophisticated handover, admission control, etc.). The first case capitalizes on
users’ grouping and enables group service provision for efficient resource usage. This
approach covers all the CAMoWiN functionalities and exploits the current network view
for context extraction. The second case additionally exploits position information for
performing proper handover decisions and minimizing the number of unnecessary
handovers. It is worth pointing out the proposal in [163] — an idea closely related to our
own — where the authors employ data mining techniques in order to cluster users and
optimize service provision. However, the proposal does not take into account historic
information and confines itself to the current network view. Moreover, the proposed
scheme is only capable of grouped service provision (e.g. multicast). In general, however,
the context extraction schemes follow simple approaches that are policy-based or
objective function based ([161], [162]). A few schemes use more sophisticated
approaches for identifying correlations between parameters such as Bayesian networks
([164]-[167]).

From a holistic point of view, the afore-mentioned mechanisms that utilize user behavioral
information are primarily based on direct/ online gathering of information and non-optimal
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information transmission (i.e., without any pre-aggregation of information, pre-processing,
filtering, compression, etc.). As a result, existing approaches result in excessive signaling
overhead. Few efforts attempt to combine the context-based knowledge extraction with
context preprocessing for signaling minimization between involved network entities. In
[168] authors describe a framework that comprises preprocessing primitive context
information and transferring it into knowledge via tools like categorization, correction or
compression. However, the particular framework remains purely at the data management
level, as it does not cope with the problem from the perspective of the network signaling
optimization, since the actual information exchanged between network entities is never
referenced. Similarly, authors in [169] propose a model-based autonomic context
management system that can dynamically configure its context information gathering and
pre-processing functionality in order to provide fault tolerant provisioning of context
information. The approach aims at increasing openness, interoperability of context-aware
systems; however, it does not manage to present an overall solution from the network
signaling perspective.

In addition to the academic research efforts, several patents have been claimed related
to context information preprocessing mechanisms, compression techniques, redundant
traffic reduction, routing optimization methods etc. Due to space limitations, in the context
of this paper, we present the most relevant, advanced and indicative solutions. Authors
in [170] consider bandwidth limited communication links and evaluate the efficiency of the
compression of a communication protocol. Packet header compression is another
method ([171]) that minimizes the signaling overhead, however, no context awareness is
taken into account, resulting only in minor improvement. Besides compression,
information transfer optimization can be achieved by enhancing routing techniques as
well. Optimizing mobile traffic data management via optimized polling intervals ([172]) is
a paradigm that attempts to enhance the information sharing and minimize signaling
overhead in mobile networks. Such methods include batching data that are directed to a
mobile device received over multiple transactions, so that a connection is established
only once and not for every transaction. However, it does not apply redundant information
identification and removal. Another approach to implement redundant traffic reduction in
wireless networks ([173]) — especially when a device requests data download from the
network — is by identifying another device in the same network that has at least a portion
of the requested data. In this way, the initiating device eventually requests the remaining
portion, offloading this way the wireless network. Such solutions are based on caches
residing on each computing system for making the portion comparison. Finally, as
described in [174], the pre-fetching and preparation of certain content may serve as a
means for optimizing the information sharing process among network entities. The idea
is to store content data replicas in two or more network locations and perform prediction
regarding context requests by users and devices. The processing step includes content
transcoding in order to ensure compatibility with the predicted user and his device. The
method, however, claims no context consistency evaluation or redundant data
identification and removal.

To summarize, the afore-mentioned mechanisms attempt to address several aspects of
the context information processing, however no holistic, end-to-end solution is currently
available. It is clear that existing solutions are either too simple to implement but achieve
sub-optimal solutions, or they provide significant improvements but their complexity and
the burden — in terms of signaling overhead — placed on the network components makes
them unattractive for a real deployment by the operators. It is therefore evident that
existing solutions need to cover a significant gap in order to efficiently and realistically
support the real needs of 5G networks. Our approach is based on sophisticated data
mining schemes and aims at using the context information for extracting user profiles. We
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also address the need for minimization of the signaling overhead between network
entities, requiring information exchange, via context and user profile-related filtering
techniques. The forecasted tremendous increase in the number of devices in the near
future, and — as a direct consequence — the resulted excessive signaling cost, make the
need of such a solution imperative.
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3. RAT SELECTION OVERVIEW: CELL (RE-)SELECTION, ADMISSION
CONTROL AND HANDOVER
FROM A COMMON POINT OF VIEW

3.1 Introduction

In 5G networks a plethora of 3GPP (GSM, HSPA, LTE, LTE-A) and non-3GGP Radio
Access Technologies - RATs - (e.g., Wi-Fi) will be co-existing. The deployment scenarios
mainly consist of a multi-layer use of macro, micro and femto-cells. Thus, multi-mode end
devices, supporting different applications with diverse QoS requirements, will be served
by different technologies. The mapping of end devices to the most appropriate RAT/layer
is a complex process. Special care needs to be taken from the mechanisms that will
decide and execute this mapping, as - especially in future ultra-dense environments- sub-
optimal configuration of the networks elements will affect -on the one hand- specific
critical 5G use cases with strict QoS requirements (industrial M2M scenarios with ultra-
low delay requirements), as well as the overall performance of the network. Typically, in
cellular networks three mechanisms affect for the appropriate placement of end devices
to RATs/layers, namely: cell (re)selection, admission control and handover.

Cell (re)selection is a device control operation while admission control and handover (in
the case of horizontal handovers) are network controlled operations assisted by the end
devices. The cell selection procedure is related to the identification by a UE of the most
appropriate cell to associate to, from all the available frequencies of each supported RAT.
This procedure must be efficient in terms of the required time to select the most
appropriate cell. This requirement becomes even more challenging when the number of
cells, frequencies, and RATSs to be evaluated increases. Once a UE decides which is the
optimal cell for it to be camped in, it starts a process to re-evaluate its situation and
possibly to discover a more suitable cell. Such process is named cell reselection. This
process starts only after the UE is being camped in a cell for at least a specific amount of
time (operator-configurable cell reselection parameter).

Admission control is the procedure of admitting a new incoming session by considering
the available resources of the network, in conjunction with the user requirements as well.
It should be noted that the admission control procedure is closely related to the transition
from the RRC IDLE to RRC CONNECTED mode. When the UE tries to change its state
and start transmitting, the net- work will evaluate its current status (as well as the available
resources) and decide whether to allow to the UE to change its state and allocate to it the
corresponding resources.

Similarly, to the previous mechanisms, handover is one of the key mobility mechanisms
related to network resource management. In the majority of the cases, the decision for
handover regarding a specific UE is based on the radio conditions that the UE is
experiencing while being in RRC CONNECTED mode (in contrast to the cell reselection
that is linked to RRC IDLE mode). According to one of the first 3GPP definitions, the
handover process is defined as the process, in which the radio access network changes
the radio transmitters or radio access mode or radio system used to provide the bearer
services, while maintaining a defined bearer service QoS ([17]).

In order to provide a comprehensive overview of the UE placement process to the
respective RATs and cell layers, we consider as extremely useful to study all three afore-
mentioned mechanisms following the similar methodology and from a common point of
view. The challenges, which stem from the forthcoming 5G use case requirements
influence to a great extent all three procedures, as the management of the network
resources in the future heterogeneous networks of 5G will have a critical impact both on
the Quality of Service and Experience for the users, as well as the efficiency, safety and
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scalability of critical uUMTC or mMTC use cases. Furthermore, the outcome of each one
of these mechanisms’ decisions on the network operation has a direct impact on the other
two, as all are directly linked to the selection of the optimal RAT or cell layer for a specific
UE with specific QoS requirements. As a result, the need for a framework, which
ultimately acts on top of all three RAT selection mechanisms, having the decisions’ and
policies’ overview is imperative.

As we will present later in this section, existing standards rely mainly on a set of dynamic
parameters like the signal strength, the network load, the current mobility of a user, etc.
More sophisticated research proposals take into consideration inputs like the user
preferences, although it is not clear how these preferences are defined. Other proposals
suggest using real time and past information such as the location and speed of a terminal,
the type of service, the experienced QoS, the available bandwidth, the energy
consumption, the user profile, etc. All this information is referred as context information
and it has been shown to improve the network performance and eventually the quality of
experience for the users while satisfying the network operator policies. Context
information will be analyzed in the next section of this thesis. All these mechanisms use
appropriate tools (e.g., utility functions, fuzzy logic, etc.) to evaluate the context
information as a multi-criteria decision problem and reach a decision.

Diverse information is used by the three primary RRM mechanisms. In general, they use
some type of contextual information as input to a clearly defined strategy. For example,
upon identification of a fast moving UE, it should always be placed in macro cells in order
to avoid unnecessary handovers. Or, consider the case of users that are mainly/ only
accessing voice services; these subscribers should be placed in legacy RATs (e.g., 2G)
so as to reduce the signaling and data load of an LTE access network for more demanding
users. On the other hand, these mechanisms should meet the operator’s policies for
reduced signaling, low blocking probabilities, energy savings and increased capacity.

3.2 Cell (re-)selection

3.2.1 Cell (re-)selection procedures according to 3GPP

In the 3GPP specifications ([18]), the cell selection procedure is based on the S-criterion
which is linked to two parameters, namely the Reference Signal Received Power (RSRP)
and the Reference Signal Received Quality (RSRQ) that indicate the link quality level.
For avoiding ping - pong effects, the sensed values of the target cell shall be higher of
the corresponding values of the cell where the User Equipment (UE) is camped plus an
offset. In order to make this procedure more efficient, the UE searches only the RATs of
a specific Mobile Network Operator (MNO) and it may also exploit information from
previous accessed cells. It should be added that when a UE turns from connected to idle
mode, it may not remain camped at the cell where it was connected. This could happen
because the connection release message can include network information directing the
UE to search for a cell on a particular frequency.

In conjunction with the cell selection, the cell reselection takes place by the UE in order
to re-evaluate its situation and possibly to discover a more suitable cell. The cell
reselection procedure is based on a set of requirements and evaluations. Such
evaluations are related to the following aspects:

- Measurement Rules: measurement rules are applied for enabling the UE to save
battery power. The rules define that the UE shall perform intra and inter frequency
measurements when the quality of the serving cell is below or equal to a predefined
threshold, minimizing this way the energy that is consumed for the measurement
process.
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- Frequency/ RAT evaluation: the network may propose to the UE frequency/ RAT
priorities for performing cell selection and reselection. This implies that the network
sends to the UE proposals on the frequency that is more preferable to associate.
The UE, when the measurements of the higher pri- ority frequency is below a
certain threshold for a time-window then the UE starts evaluating other frequencies
as well.

- Cell ranking: the cell ranking of the same frequency (intra-frequency cell selection)
is being performed using the R-criterion. Similarly, to the S- criterion, the measured
RSRP or RSRQ value is being augmented using an offset -provided by the
network- so as to avoid Ping-Pong effects. Addition- ally, considering the user
mobility, the offset may be increased by specific values, so as to make some cells
unattractive for highly moving users.

- Accessibility aspects: Accessibility aspects are related to cell access restrictions
by a closed subscriber group (CSG) in a small cell (i.e., macro, femto, pico cell) or
even access to a cell due to emergency or priority services.

3.2.2 Related papers

In the literature, several approaches have been proposed regarding cell selection and
reselection for future cellular networks. These solutions attempt to improve the
performance towards two directions, namely: a) on avoiding useless handovers, when
the user initiates a service in an unsuitable cell and b) on minimizing the probability for a
UE to receive a call admission control reject when it initiates a new session.

In general, the cell selection and the cell reselection are based on reference signal
received power (RSRP) or reference signal received quality (RSRQ) measurements. It
should be noted that RSRP and RSRQ bias is something typical in such types of
algorithms for avoiding ping - pong effects. The cell (re)selection procedure may be either
centralized (taking place primarily on the network side) or decentralized (mainly on the
UE side). In the majority of the surveyed schemes ([19]-[33]), the authors describe
decentralized solutions. Several of the aforementioned mechanisms ([19], [22], [23], [26],
[30], [33]) utilize contextual information to facilitate the cell selection decision. Such
contextual information comprises historical information, current capacity of the backhaul
network, bandwidth of the base station, etc. In some of the mechanisms, projections and
probabilities are also being used ([19], [26], [30], [33]), for instance, in order to estimate
expected data rates for particular QoS class traffic flows. Furthermore, some of the
mechanisms focus on interference management, either by interference mitigation
techniques ([21], [27], [28], [31]), Almost Blank Subframes (ABS) techniques ([22], [29],
[32]) or power control schemes in general ([21], [25], [26], [31]). From a more general
perspective, all proposed schemes are taking into account some metric related to the
received signal strength. Indicatively, numerous proposals ([19], [26], [27], [28], [30])
utilize the SINR metric. Other schemes ([20], [21], [25], [29]) use the RSRP metric without
bias, while several others are using bias factors as well ([20], [29], [30], [30]). In parallel,
several mechanisms integrate more complex methods in their solutions or validation,
typically combined with the afore-mentioned techniques and metrics, such as objective
functions ([22]), game theory ([26]) and ergodic theory ([27]). The afore-presented
literature proposals are further elaborated in the following paragraphs.

Some mechanisms have proposed the Range Expansion (RE), a typical RSRP with bias
scheme ([19]-[26]). After experimenting with several bias levels it is reported in [19] that
even without the bias, a significant number of users associate to the small cells, whereas,
as the bias level increases, the cell spectral efficiency decreases. Similarly, in [20], in an
extension of the previous scheme; instead of associating a UE with the cell with the
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highest RSRP augmented with the bias value, the authors propose to form a priority list
consisting of all the cells that are above the predefined RSRP thresholds and camp to the
first small cell of the list. This approach should be complemented with an Inter Cell
Interference Coordination (ICIC), in the presence of which, the cell edge spectral
efficiency is being significantly benefited. The introduction of the priority list further
benefits the spectral efficiency of the system, because the users that are close to the
small cells prefer to associate with them, but only if their basic service requirements are
being satisfied (above a certain threshold). Another Range Expansion approach is
proposed in [21] where the authors propose a small threshold of 1dB. Their main
innovation however lies in the incorporation of different types of small cells; incorporated
small cells are pico cells (i.e., operator deployed) and femto cells (i.e., user deployed).
Their conclusion is that users associated to small cells with unlimited backhaul capacity
are significantly benefited. Three schemes of cell selection, namely, the max RSRP
scheme, the RE scheme and the expected data rate scheme using ABS are being
considered and compared in [22]. ABS are sub-frames without any activity or only
transmitting the reference signals without any types of control or data signals ([23]). In
the RE scheme, they experiment with both static and dynamic offset setting. The
simulation results show that when the offset value of the cell range expansion increases,
more UEs are offloaded to pico cells even if they are far from the pico cells. Range
expansion is also studied in [24] combined with techniques such cell splitting, range
expansion, semi-static resource negotiation on third-party backhaul connections, and fast
dynamic interference management for QoS via over-the-air signaling. RE scheme
combined with bit rate probability estimation as a function of the ABS is studied in [25].
Simulation results show that the performance of the proposed cell selection scheme
improves the average user data rate and increase the number of offloaded users as the
ABS ratio increases. In [26], the exploitation of information related to shadowing that
impacts cell selection is presented. A cell selection scheme for cell selection exploiting
downlink data rate probability coverage and Range Expansion is once more shown. In
addition, long term shadowing is being proposed in order to avoid using instant
calculations. Aimost Blank Sub-frames are being considered also in [27], however, in this
paper, instead of the Range Expansion method, the cell selection procedure is based on
an objective function, which takes into account as parameters the available ABS and the
available bandwidth. The simulation results show that the multiple objective function for
cell selection leads to significant gains in the average downlink capacity and the number
of associated users.

The received signal strength and quality-related metrics, i.e. SINR, RSRP and RSRQ are
widely used in the majority of the proposed schemes ([26]-[32]). In [28], the authors
experiment with all three metrics associated with ICIC in heterogeneous networks in the
LTE-Advanced (LTE-A) downlink. Simulation results show that the downlink cell and cell-
edge user throughput levels of the RSRP based cell selection are degraded compared to
those of SINR-based cell selection. A (decentralized) SINR based method combined with
interference avoidance schemes for MIMO mode selection in multi-cell environments is
proposed in [29]. The scheme is validated using ergodic theory and the simulation
analysis shows that the proposed scheme outperforms typical schemes based on
Fractional Frequency Reuse (FFR) with regards to spectral efficiency. An enhanced cell
selection scheme that considers scheduling opportunities available at the femto cell is
analyzed in [30]. The main purpose of this solution is to utilize the underutilized resources
of the femto cell. The scheme in [31], is based on the concept of Dynamic Cell Selection
(DCS). According to this, when a user is in a multi-coverage region, he may have
opportunities to select another link better than the serving sector. In the DCS enhanced
with ABS so as to mute the interferers, muting is applied to the cell with the second highest
instantaneous received power for decreasing the interference to cell-edge UEs. In [32],
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the problem of cell selection and resource allocation in heterogeneous wireless networks
is being investigated and formulated as a two-tier game. Specifically, the authors propose
a distributed cell selection and resource allocation mechanism, in which UEs perform the
cell selection and resource allocation processes independently. Finally, in [33], the
authors propose a cell selection and reselection scheme for several tier networks; each
tier has different path loss model. According to the proposed scheme, a pico cell may
claim a user even though he has stronger macro cell signal because the user “connects”
to the (H)eNB that offers the maximum long term averaged received power (with biasing).

The following table summarizes the findings of the performed state of the art analysis.
More specifically, we observe that all the methods consider RSS measurements in
several ways, namely pure RSS, and RSRP. In general, bias in favor of the small cells is
used. In some cases, the expected bit rate is calculated using the Shannon capacity
formula. Furthermore, all but one approaches, are decentralized/UE-oriented. The one
approach that it is centralized exploits the UE RSRP measurements and proceeds in
power control for interference management. Most of the methods assume collaboration
with interference management/coordination ~ schemes.  The interference
management/coordination methods in some cases are part of the cell selection and
reselection. ABS and power control are the most popular interference management
schemes. The ABS schemes are also used for the identification of the available/expected
throughput. Regarding the use of the available context information, in general the
exploitation is poor. In some cases projections are being done with regards to
available/expected throughput in a cell. In two cases the backhaul link and the available
BW of a cell are considered.

Besides the plethora of solutions that was presented above, in the literature, no case has
been identified to our knowledge that exploits detailed past information about a user
habits (e.g., specific cells/RATs in a location/time/day) and needs (which kind of service
usually the user requests). The exploitation of such information could be proven beneficial
especially in cases where an operator has deployed a multi-RAT network, since users
tend to repeat similar behaviors with regard to mobility patterns, service and application
usage, etc.

Table 1: Cell (re) selection mechanisms state of the art overview
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[27] X X X Statistical &
Ergodic

[28] X X X X

[29] X X X X X
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[31] X X X X Objective
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[33] X X X

3.2.3 Related patents

The benefits from proper cell selection and re-selection has attracted the interest from
researchers and industrial organizations to claim patents. Thus, several patents have
been proposed and introduced in this scientific area. Similarly with the efforts presented
from the literature, mainly the focus is in simple RSS/RSRP/SINR based solutions using
bias ([34], [35], [37]-[39]). The decisions in all cases are performed in the UEs, based on
local view as well. A UE makes its decision based on its own measurements.
Furthermore, contrary to the research papers, where the proposals are in general related
to interference management/mitigation schemes, the patents do not correlate cell
selection/reselection to (e)lCIC. Moreover, it is worth mentioning that several
mechanisms are focusing only in cell reselection, assuming the presence of a cell
selection scheme (RSS/SINR based). Regarding context, the proposed patents only
focus on the available bandwidth in the target cell, or the probability of being served by a
specific cell. The following paragraph provides some further details in relation to the
analyzed patents:

In [34], a method for performing a selection or a reselection of a cell in a UMTS or LTE
network, based on a parameter taking into account the traffic load level of the cell is
claimed. The cell selection and reselection procedure is a decentralized UE decision and
is based on (link) quality measurement for all cells and the load information (such
information is being broadcasted). In [35], the authors propose a cell re-selection scheme
using a ranking algorithm. The method is located at the UE side and is based on priority-
based selection of cells of the same or different technologies. The criteria (i.e., RSRP,
and received signal code power (RSCP)) used for the selection depend on technologies
that are available in each case. The scheme also proposes an adaptable offset so as to
minimize the ping-pong effects. In [36] it is proposed to apply prioritization on the selection
of the HeNBs over eNBs. The following approaches are proposed: a) the use of SIBs for
the transmission of differentiation information, b) the use of different Location Area Codes
(LAC) for eNBs and HeNBs, c) the use of previous knowledge regarding the layer of the
eNBs, d) the use of specific bit sequences (scrambling codes) for differentiating the layers
of the eNBs. In [37] the authors claim an SINR based scheme, using bias for small cells.
According to this approach, all carrier frequencies may be directly compared, using
different bias margins, depending on the technology (i.e., different adaptability thresholds
for each technology). An SINR cell (re)selection scheme is proposed in [38]. This scheme
takes into account Mobility Management aspects, -and more specifically-, in cases where
the UE sensed RSRP from the candidate cell is not significantly higher than that the RSRP
of the camped cell, the UE sends Tracking Area Update (TAU) messages and in case the
Mobility Management Entity (MME) replies in the micro cell then the UE is static so it
should be camped to the microcell. In [39] the authors claim a cell reselection method in
heterogeneous networks. The method relies on an adaptable threshold, based on the
resources used for Cell Reference Signal (CRS - cell-specific reference signals
transmission). If the same resources are used, then a negative bias is used to make the
candidate cell less preferable, whereas if different resources are being used, a positive
bias makes the candidate cell more preferable. Finally, in a network and cell selection
and reselection for LTE inter-radio access network based on mobility drivers is claimed.
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Ten mobility drivers have been defined in the 3GPP Technical Specification TS 36.300
([40]), namely, best radio condition, camp load balancing, traffic load balancing, wireless
device capability, hierarchical cell structures, network sharing, private networks/home
cells, subscription-based mobility control, service-based mobility control, and Multimedia
Broadcast Multicast Services (MBMS). These mobility drivers are targeted to be
optimized by a centralized decision entity. Additionally, typical inputs for cell selection and
reselection, such as the RSRP and RSRQ are being used. The centralized decision entity,
exploits the overall network view that it is available, as well as the knowledge of the device
and eNBs capabilities and decides the optimal camping (and placement) of the devices
in the network.

In Table 2, which follows, the reader may easily identify where the researchers have
turned their interest up to now. It must be highlighted that despite the diverse
methodologies that have been applied, -both in literature, as well as in the listed patents-
, what still has not been identified is a solution that relies on a greater extent on past
context information or profiling of the UEs. The 5G environments will introduce much more
complex ecosystems with multiple co-existing RATSs, cell layers, UE types and traffic
patterns. A solution that builds upon this past context information, extracts UE profiles
and uses them in order to optimize —even on a personalized level- the policies of the
network with regard to RAT selection and UE placement is of high value.

Table 2: Cell (re-)selection patents overview
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3.3 Admission Control

3.3.1 Admission Control procedures according to 3GPP

As already discussed in the previous section, call admission control is the procedure of
admitting a new incoming call/session by considering the available resources of the
network, in conjunction with the user requirements. Call admission control procedure, -
being closely linked to RRC IDLE to RRC CONNECTED UE modes-, involves the RRC
connection establishment procedure that can be triggered by either the UE or the network.
For example, the UE triggers RRC connection establishment if the UE moves into a new
Tracking Area and has to complete the Tracking Area Update signaling procedure. The
network triggers the RRC connection establishment procedure by sending a Paging
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message. The flat network architecture of LTE removes the requirement for these
signaling procedures. In the case of LTE, the initial Non-Access Stratum (NAS) message
is transferred as part of the RRC connection establishment procedure. In the case of
UMTS, the initial NAS message is transferred after the RRC connection establishment
procedure. The approach used by LTE helps to reduce connection establishment delay.
RRC connection establishment configures signaling Radio Bearer (SRB) 1 and allows
subsequent signaling to use the Dedicated Control Channel (DCCH) rather than the
Common Control Channel (CCCH) used by SRB 0. The entire procedure is completed
using only RRC signaling. The RRC Connection Request message is sent as part of the
Random Access procedure. There is no scope for the UE to report any measurements
within the RRC Connection Request message. The UMTS version of the RRC Connection
Request message allows the UE to report CPICH measurements, which can
subsequently be used for downlink open loop power control calculations. In the RRC
connection request the establishment cause is included; the cause may be one of the
following ones:

- Mobile originated signaling,

- Mobile originated data,

- Mobile terminated access (paging response),
- Emergency.

The UE starts the “T300 timer” after transmitting the RRC Connection Request message.
LTE uses the T300 timer to define how long the UE waits for a response to the RRC
Connection Request message. The establishment procedure fails if T300 expires before
receiving an RRC Connection Setup message. The procedure also fails if the UE
completes a cell re-selection prior to receiving the RRC Connection Setup message. This
increases the delay associated with connection establishment but does not cause the
overall procedure to fail unless the maximum number of preamble transmissions has
been reached.

The decision whether to accept or not an RRC connection request lies on the eNodeB;
whether it has available resources or not and is implementation-specific. In case the
eNodeB rejects an RRC connection request, it sends an RRC Connection Reject
message, which includes a wait time. This is in contrast to the equivalent UMTS message,
which also includes a rejection cause, although the UMTS rejection cause can only be
defined as congestion or unspecified. The UMTS message can also include redirection
information to direct the UE towards another RF carrier, or Radio Access Technology
(RAT).

Upon receiving an RRC Connection Reject message, the UE starts the T302 timer with
its value set equal to the wait time. Access Class barring for mobile originating calls,
mobile originating signaling and mobile terminating access is applied until T302 expires,
i.e. the UE is not allowed to send another RRC Connection Request for those connection
types, and to the same cell, until T302 expires. T302 is stopped if the UE completes cell
reselection. In that case, the UE is permitted to send an RRC Connection Request to the
new cell.

3.3.2 Related papers

The topic of call admission control is one of the best studied in the literature of networking.
In this section, we provide the key findings and view of industry through existing patents.
The survey in [41] proposes a classification of user-based call admission policies in
cellular networks. According to the authors, a good CAC algorithm must have the
following features in order of importance:
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Maximize the channel utilization in a fair manner to all calls,
Minimize the dropping probability of connected calls,
Minimize the reduction of the QoS of the connected calls and

> wbh -

Minimize the blocking probability of new calls.

It is proposed that CAC polices may be divided into different categories depending on the
comparison basis, namely user (number)-based CAC and interference-based CAC
policies. In [42] a new categorization is presented: prioritized, non-prioritized and optimal
policies. In non-prioritized policies, all calls are accepted when the requested channels
are free; in prioritized, one group of calls may have higher priority than other groups and
some calls may be queued or rejected when the requested channels are not available.
Optimized CAC policies accept or reject calls in order to maximize the throughput of the
network. In [43] the authors propose a different categorization method based on
deterministic/stochastic guarantee aspects, distributed/local control and adaptivity to
traffic conditions. In this survey, several CAC schemes are compared in terms of
performance and complexity; the common characteristic of all these schemes is the
handover prioritization; i.e., providing priority to on-going sessions that request a
handover, rather than new sessions that are being initiated. The authors consider both
optimal and non-optimal schemes and evaluate schemes designed for multi-service
networks, hierarchical systems, complete knowledge schemes, as well as schemes using
pricing for CAC.

Further, according to [44], in the CAC schemes there is significant need for:

* Use of realistic (non-exponential) mobility and traffic models (packet-based). Novel
mobility models should not preserve necessarily the Markovian property. On the
contrary, a more accurate description of traffic dynamics is targeted via new traffic
modeling techniques. Self-similarity ([45]) is one of the recent findings in traffic
analysis that should be taken into consideration.

* Application of cross-layer design in order to improve the performance of CAC
schemes and achieve bit-level, packet-level and call-level QoS.

* Design of CAC schemes for multiple services networks in order to support
multimedia services, by efficiently sharing the wireless medium.

» Consideration of heterogeneous networks in order to achieve global roaming and
end-to-end QoS. This implies that a CAC scheme must be able to communicate
with other control components of the network through standard mechanisms to
provide end-to-end QoS guarantees.

We analyze a number of CAC mechanisms so as to highlight the outcomes of the
aforementioned observations and identify the gaps in the state of the art. From an
overview perspective, the majority of the proposed schemes apply the admission control
procedure on the level of the eNodeB ([45], [46], [48], [49], [50]). The rest ([47], [51]) have
a more generic overview of the network environment when admitting or rejecting new UE
sessions. In addition, most of the schemes utilize some kind of contextual information. In
particular, the bandwidth seems to be the most popular option, as the majority of the
schemes ([45]-[48], [51], [52]) take into account the available bandwidth when making a
decision. The latter two combine the bandwidth parameter with additional contextual
information, such as the type of the service request ([51]), or the policies of the network
([52])- An interesting point is that two of the proposed solutions link their implementation
to the handover mechanism ([52], [53]). More details regarding the afore-mentioned
mechanisms follows.
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Markov chain-based solutions are usually found in literature ([45]-[47]). A higher-order
Markov chain based performance model for call admission control in a heterogeneous
wireless network environment is proposed in [45], while in [46] and [47] the authors
propose Joint Call Admission Control (JCAC) algorithms, modeling their described
policies based on multi-dimensional Markov chains. The afore-mentioned solutions target
to reduce the call blocking probability by applying fairness models among mobile
terminals (single-mode, dual-mode, triple-mode etc.). Also in [48], the authors propose a
CAC scheme for services with unfixed-size data packet or non-periodic transmission
(known as non Unsolicited Grant Services — non-UGS) focusing on providing fairness
among services, with UGS arrival kept constant. Fairness is achieved through
reservation of bandwidth when VolP traffic exceeds a certain threshold. A CAC scheme
with different admit policies for the CSG (Closed Subscriber Group) members is proposed
in [49]. The proposed model is based on resources reservation of a part of the available
BW only for the CSG members. The rest of the resources are allocated for both CSG and
non-CSG members. Fuzzy-logic (FL) is a methodology that has also been applied in past
efforts ([50]). FL is used in order to generate the optimal quantity of the channel thresholds
so as to assign radio resource efficiently and guarantee the Quality of Service. The
investigated FL approach is investigated based on real-time measurements and is a
threshold-based CAC combined with the FL policy. Furthermore, a QoS-based CAC
mechanism is presented in [51] for avoiding resource overloading in femto cells,
combining traffic policing and traffic shaping; the solution is based on the quality of the
on-going voice calls passing through the HeNB GW.

As already mentioned earlier, there have been also proposals about correlating the call
admission control policies with the handover ones. In [52], the authors emphasize the
correlation that should be built between vertical handover decisions and call admission
control policies. Using an analytical model, they evaluate the impact on vertical handover
by the dropping probability of handover calls derived from the CAC policy in
heterogeneous wireless networks. The proposed algorithm, -which integrates CAC
policies as well-, is claimed to maximize network utilization while meeting user
satisfaction. Similarly, in [53], the algorithm that is proposed is a mobility-aware solution
(MA-CAC) with a handover queue (HQ) in mobile hotspots. As it is described, different
CAC policies are applied, depending on the vehicle mobility. An analytical model is
described in this research approach. To verify it, the authors present simulation results
from runs on an event-driven simulator. It is demonstrated, that the dropping probability
decreases, while maintaining high channel utilization.

The previously described solutions are being summarized in Table 3. In general, the
approaches focus on base stations (BSs) located solutions without specifying the layer
(macro/micro/pico/femto cell) or the RAT that it is being used. A few schemes are
exploiting the greater network view for making admission control. Furthermore, we
observe that all the schemes are considering the available bandwidth, either for making
admission control based on the currently available bandwidth or (using
projections/estimations) the bandwidth availability in the future. Also a few schemes are
considering special admission control strategies based on service consideration inputs;
the user context may also be exploited for CAC (mobility measurements). Finally, we
observe that a set of mechanisms link the CAC with the HO, which also highlights that
these two procedures are closely related to each other; in other words, efficient CAC will
minimize the number of the HO.

What it should be mentioned and it is apparent from the summary table is that the previous
knowledge is not being used for proper admission control. This is of course a very rational
choice since the CAC problem simply focuses on how services requirements can be
serviced by the available network resources. However, we argue that the predicted user
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behavior, based on the analysis of past information could be beneficial for efficient CAC
since a requested service can be accommodated in the appropriate RAT or layer so as
to minimize any subsequent HOs or even reserve resources in a RAT or layer so as to
support an anticipated future traffic. In any case, Table 3 illustrates that this information
is not being extracted or exploited in any way.

Table 3: CAC schemes state of the art overview
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3.3.3 Related patents

The Call Admission Control and its apparent benefits to users’ QoS have attracted the
interest of researchers and industrial organizations for claiming patents, apart from
producing literature proposals. A significant number of patents is analysed below. We
have tried to cluster the different mechanisms according to their architectural
implementation characteristics (centralized, decentralized), the contextual information
that they take into account for the decision-making, as well as other input parameters,
such as QoS classes, bandwidth, etc. Link quality-related parameters are also
considered, such as CQl, SINR, PER, etc.

Most of the claimed patents are based on centralized mechanisms ([54]-[56], [58], [59],
[61]-[67], [69], [72]-[80]). In addition, several types of context information is evaluated,
such as historical data ([67], [68]), location ([60], [77]), while one of the most popular types
of context is the service type, which is used by [57], [59], [71], [72], [74], [78], [80]. Almost
all CAC schemes evaluate the available bandwidth of the respective base station, while
fewer consider in addition the bandwidth of the backhaul as well ([54], [55]). Link quality-
related metrics for the CAC mechanisms are found in almost claimed patents as well.
Examples of such metrics are general QoS provision ([54][55]), QoS classes ([55], [56],
[77]-[79]), CQIl metric ([62]-[64]), SINR ([65], [66], [77]) and PER ([58], [72], [73]). In the
following paragraphs, additional insights are provided for some of the most indicative
cases.

In [54], a CAC scheme that evaluates the available backhaul (wired) link and decides
whether to admit the call or not is described. The authors propose a CAC scheme where
a user requests to initiate a call via femtocell. The focus of such scheme is to support a
minimum Quality of Service for the incoming call. In [56], the authors claim a system for
providing call admission control for Long Term Evolution (LTE) network resources shared
between a number of user classes. The resources are provided to the users —if they are
available- exploiting the policies and the aforementioned user classes. In [59] VolP
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networks are considered; a CAC trying to achieve the best link utilization is proposed.
Various points in the network are polled to generate a link utilization parameter.
Parameters denoting threshold values of link utilization in the network are compared to
the link utilization parameter, while in the context of the proposed algorithm, comparisons
are made between the current link utilization parameter and the candidate links’
respective parameters. In [60] a CAC scheme based on a central CAC point is proposed.
The scheme focuses on BW water filling, by taking into consideration location, maximum
bandwidth allowed, allocated bandwidth, per call bandwidth, currently used bandwidth,
and a low bandwidth threshold. In [61] they consider the CAC problem as a scheduling
problem for both the downlink and the uplink. Compared to the rest of the BW based
schemes, in [62] a logarithmic function BW for resource reservation depending on the
users’ number is being claimed. In [64] the authors propose a call admission control
scheme, which exploits the radio channel quality (Channel Quality Indication — CQl)
information from several BS. Then the UEs are being admitted based on the target
transmission data rate, the contract type and the terminal type.

A set of schemes relate admission control with interference management or interference
metrics/KPIs. One of such interference metrics is Interference Signal Code Power (ISCP).
In [65] ISCP is used, taking into account in addition the load of the target cell and the
neighbouring cells, while in [66] ISCP is combined with the carrier power of the downlink.

Respectively, a group of techniques link CA with power control and management ([68]-
[70]). More specifically in [67] an apparatus for call admission control based on
transmission power of base station is claimed. The decisions are based on past samples
of total base transmission power. In [68] a patent for estimating the load of a call and the
impact that this call will have to the network is being proposed. The patent is based on
both measured and historical performance data. In [69], the authors focus on transmission
power adjustments for the shared channel, in order to satisfy a predetermined target
transmission date rate. In [70], they are exploiting load thresholds for performing CAC;
the BSs are responsible for identifying overload events and setting the ratio of
transmission power over maximum transmission power.

A set of mechanisms is moving towards service admission control instead of CAC
([711,[72]). This is realized per service using typical water filling considering the available
BW; in some cases, focusing on specific type of cells, such as femto base stations ([72]).

Some patents are assuming projections for predicting the network performance and
considering the currently available resources, by predicting for example the effect to KPlIs,
such as the frame error rate (FER) ([73]) the delivered QoS ([74]), the outage probability
([75]), or potential congestions by estimating the future users’ transmission bandwidth

([76]).

Several mechanisms are trying to perform CAC by identifying the significance of the
incoming call. Classification of the users that make the call is proposed or
characterization/priotization of the calls; such schemes are linked to policy-based
approaches for handling the classes. The decision may be based on several parameters,
such as the time up to completing the communication, the transmission data amount, the
power required by communication equipment for performing the communication, the
interference amount caused on other on-going calls, the location/speed, etc. ([77]).
Furthermore, prioritization of call classes may be created based on previously induced
policies ([80]).

Table 4 summarizes the findings of the survey in available patents up to now. Initially we
observe that in most of the cases the CAC is performed by the BSs exploiting their local
view (BW, backhaul link, location etc.) and local projections. We observe that several
schemes assume user classes (QoS classes) or QoS requirements of the users. In the
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latter case, the QoS requirements of the users are extracted by the service that the user
tries to admit, or by rough BW requirements also posed by the users (this also may be
extracted by service the user tries to admit). In the former case, of the QoS classes, the
CAC mechanisms categorize the UEs to high/low priority or their service admission
requests to high/low priority in a static manner (i.e., previously defined classes). In
general, all the schemes take into account the local load, which is in general expressed
as consumed BW, number of associated users, etc. Additionally, the CAC schemes try to
evaluate the quality of the link between the UE and the CAC control point by evaluating
the link quality (i.e., CQIl, SINR, Received Power etc.). Furthermore, it should be
highlighted that all the CAC schemes (with three exceptions) do not refer to specific BS
layer (i.e., macro, pico, femto). One single patent links the CAC to its effect to HOs that
may take place in the future. Finally, two mechanisms are exploiting previous knowledge,
which however is used only for making BW requirements projections (i.e., how much BW
a service call may require in the future) and do not exploit the generic user behavior.

Table 4: CAC patents overview
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3.4 Handover

3.4.1 Handover procedures according to 3GPP

Fast and seamless handover is one of the main goals of all cellular systems, but for LTE
this is even more significant, as it is characterized by a distributed and “flat” architecture,
which consists of only one type of node, the eNodeB. The Evolved Packet System is
purely IP-based, meaning that both real-time, as well as data services will be carried by
the IP protocol. The LTE access network is just a network of base stations (eNodeBs,
eNBs), leading, thus, to this afore-mentioned flat architecture. No centralized intelligent
controller is found, while the eNBs are interconnected via the X2 interface with each other,
while towards the core network, the S1-interface is utilized. By distributing the
“‘intelligence” among the LTE eNBs the connection set-up time is shortened, while the
handover delay is also decreased. It is obvious, that the User Experience is influenced
up to a large extent from the efficiency of the handover mechanism. The handovers in
LTE are characterized as “hard” handovers, meaning that there is short service
interruption during the handover procedure. However, 3GPP supports different types of
handover depending on the systems under consideration or even the different
alternatives supported for LTE/SAE.

A handover may be from an LTE eNB to another eNB, to a femtocell (HeNB), or even to
a completely different RAT, within 3GPP standards (e.g. UTRAN technology network), or
out of the 3GPP specified technologies (e.g., Wi-Fi). The second type of handover is
characterized as vertical handover.

Another categorization is related to trusted and non-3GGP trusted access. The word
“trusted” mostly refers to the trust by the operator. In the case of a Wi-Fi network for
example, a trusted network would be one, which is owned and/or managed by the
operator of the cellular system. For Intra RAT (LTE) handover, they key network entities
are the Mobility Management Entity (MME) and the Serving Gateway (S-GW) ([81])
(Figure 8).

$1(CP) S1 (UP)

i

Uu (CP & UP)
CP = control plane
UP = user plane

Figure 8: Network interfaces for i;ltra-LTE handover

In case of extreme conditions (e.g., MME overload), the users can be relocated after there
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is a trigger from the overloaded MME. Multiple entities inside the network can be relocated
and update each other with new information, with this very much depending on the type
of the handover that is performed. LTE handover is performed in two main phases:
preparation and execution phase.

In LTE, as mentioned before, there are two main modes of operation for a UE at a specific
time: “RRC_IDLE?” (i.e. idle) and “RRC_CONENCTED (i.e. active) mode. While in active
mode, the UE has an active signaling connection and one or more active bearers and
data transmission may be on-going. When there is a cell that is considered to be better
than the serving cell, and in order to limit interference and provide the UE with a
satisfactory bearer, the UE changes from the serving cell to another through handover.
In order to determine the most suitable time to perform a handover, the UE measures the
signal strength of the serving as well as the neighbor cells in a regular basis. In E-UTRAN
the eNBs can perform direct handover via the direct interface (X2) between eNBs. Very
often though, the X2 interface is not available between (H)eNBs. In such a case, the eNB
can initiate a handover involving signaling via the core network (S1- based handover).

A well-established HO policy in LTE is the «Strongest cell handover decision policy». The
strongest cell, in terms of the received power can be based either on RSRP or RSRQ
metric. The trigger of the mechanism can be activated by some pre-defined events: A2,
A3 and A4. The A2 — A4 RSRQ algorithm is triggered when either A2 or A4 event is
triggered. A2 event describes the situation when the serving cell's RSRQ becomes worse
than a pre-defined threshold, while A4 the situation when a neighbor cell's RSRQ
becomes better than another pre-defined threshold. The A3 — RSRP mechanism is
triggered similarly, when the A3 event is triggered, i.e., when the RSRP of a neighbor cell
becomes better that the RSRP of the serving cell.

In the following paragraphs, we discuss briefly the horizontal and vertical handover cases
along with their main scenarios.

Handover to/from femto cells

Small cells are considered as one of the most promising solutions for macro-cellular
network layouts. Small cells are low-power, short-range as a result, and relatively low-
cost cellular access points that, although support fewer users than the macro cells, may
significantly enhance the system capacity. Femto-cells usually feature self-configuration,
self-optimization, self-healing, as well as advanced radio resource, interference and
mobility management schemes. In a two-tier macro/femto cell environment, the following
handover execution scenarios are identified:

Table 5: HO Execution Scenarios

HO scenario | Serving cell | Target cell Access HO Type HO Execution
Control Interface
1 eNB eNB Does not Regular E- X2
apply UTRAN
2 HeNB eNB Does not Outbound S1
apply from HeNB
3 (H)eNB HeNB Yes Inbound to S1
HeNB
4 eNB HeNB No Inbound to S1
HeNB
5 HeNB HeNB No Inbound to X2/S1
HeNB

LIPA and SIPTO are two femtocell, -as well as Wi-Fi off-loading methods- for coping with
traffic in the backhaul and core part of the network ([82]). The aim of these mechanisms
is to avoid traversing the core part of the network, when the traffic for 2 UES is within the
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local IP network, —a case in which direct connection would be sufficient -, or when the
traffic originates from or terminates within the public Internet, a case in which the data
can be offloaded either within the broadband backhaul network or at the femtocell. The
LIPA function enables an IP capable UE connected via a HeNB to access other IP
capable entities in the same residential/enterprise IP network without the user plane
traversing the mobile operator's network except HeNB subsystem ([82]). The SIPTO
function enables an operator to offload certain types of traffic at a network node close to
that UE's point of attachment to the access network.

LTE interworking with GSM, UMTS, HSPA and non-3GPP access technologies

One of the most crucial aspects of the mobility management in the LTE networks is
interworking with existing access networks while retaining IP connectivity. The EPC
architecture allows for “session continuity”, that is that an IP connectivity session, which
is established over any of the allowed access networks actually will survive movements
between the different access networks due to loss of radio coverage. 3GPP has defined
two different options for how to interconnect LTE and WCDMA/HSPA or GSM/GPRS.
Similarly, with the MME for LTE, in WCDMA/HSPA/GSM/GPRS access technologies, the
Serving GPRS Support Node (SGSN) is the one that serves the UE (maintains IP
continuity, etc.) upon attachment with the network.

Besides the interworking with the afore-mentioned 3GPP access technologies, the
vertical handover mechanism provides connectivity between LTE and non-3GPP
networks, such as Wi-Fi. Although cellular and non-3GPP technologies originated from
two fundamentally different objectives, -on the one side voice communication, and on the
other side wireless data communication respectively-, the last years a need for
interworking between the two has emerged. Two initiatives are currently being developed;
on the one hand, Hotspot 2.0 by the Wi-Fi Alliance, and on the other, I-WLAN
(Interworking WLAN) by the 3GPP ([83]). Hotspot 2.0 focuses on network discovery,
authentication and roaming between networks. [-WLAN initiative aims to integrate WLAN
technology into the core mobile network of the EPC architecture. Already, since the LTE
release 10 and thereafter, an extended functionality to the -per UE- handover has started
being defined, described in the MAPCON (Multi-Access Packet Data Network
Connectivity) and IFOM (IP Flow Mobility) work items. The mobility management is
gradually shifting from a single UE to the PDN connections as well as the IP flows,
associated with the particular UE. In addition to the afore-mentioned technologies, the
Access Network Discovery and Selection Function (ANDSF) ([84]) is an EPC entity, the
role of which is to assist a UE to discover non-3GPP RATS, such as Wi-Fi or WIMAX.

3.4.2 Related papers

After presenting the standardized procedures by 3GPP in the previous section, in this
section, we provide an analysis of the state of the art with regard to the handover
mechanisms, which can be found in the literature. There has been a lot of effort into
further optimizing the standardized mechanisms, and plenty of proposals and algorithmic
solutions into further improving the policies, which lead the network and/or the UE to the
handover procedure. In this section, a detailed categorization of these mechanisms is
presented. More than half of the proposed mechanisms ([85], [88]-[91],[102]-
[107],[111],[112]) rely on RSS/RSRP/RSRQ-based criteria. The signal strength and the
signal quality, although often not adequate, are used as the first criterion before
proceeding to more complicated handover decision algorithms. Furthermore, diverse
context information sources are suggested from almost the schemes, such as the UE
mobility speed and mobility patters ([85],[87],[92]-[94],[102],[109],[111],[112]), network or
traffic-related parameters ([85],[93],[98]-[106],[108],[111]-[114]), or power-related
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parameters, such as the UE power class or battery ([85],[95],[97],[102],[104]-
[106],[108],[113]). As it can be inferred, a scheme usually takes advantage of more than
one of the afore-mentioned input parameter types, attempting this way to optimise the
final handover decision.

In [85] the authors attempt to optimize the classic handover trigger mechanism in LTE.
What is claimed is that in the existing mechanism the handover trigger depends on the
measurement report trigger timing in the UE, as well as the delay of the measurement
report. The proposed mechanism is based on separate signaling mechanisms to identify
the target cell and to trigger the handover. In addition, Channel Quality Indication (CQl)
thresholds are taken into account as well —apart from the classic RSRQ metric-, in order
to optimize the handover trigger parameters.

In [87] the authors propose an advanced UE history information based handover
prediction mechanism. In 3GPP Release 8 the UE history information recorded by the
eNB includes the Cell ID, as well as the time the UE stayed in a cell. What is described
in this work is including Region-Domain Time-Domain, as well as Time-To-Trigger
parameters into the UE history, in order to reduce the handover and Ping-Pong handover
rates. Via simulation results they show that the proposed scheme on the one hand
reduces the handover failure rate, while at the same time reduces the frequency of
handover phenomena.

The survey by Xenakis et al. ([85]) presents an overview of the main HO decision criteria
in the current literature and presents a classification of existing HO decision algorithms
for femto-cells. A significant number of efforts, according to the authors, emphasize on
the received power, prioritizing the femto-cell access and without taking into account
context-related parameters like the profile of the user, the base station load or the speed
of the UE. As the authors describe, in those schemes the final HO decision outcome is
based either on the RSRP measurement, the Received Interference Power (RIP) metric,
or the RSRQ measurement performed at the UE ([88]-[91]). According to the same
survey, other efforts comprise received power — based decisions linked with the UE
mobility information (speed, past patterns, etc.) in order to reduce the unnecessary
handover attempts for high-speed users ([92], [93], [94]). Key energy-efficient criteria are
the UE battery power ([95]), the mean UE transmit power ([96]), and the UE power
consumption ([97]). The type of the traffic is one of the widely used parameters as well
([93], [98]-[101]). Some proposals, finally, combine multiple criteria (battery lifetime, traffic
type, cell load, RSS, speed, etc.) relying on cost functions to produce the final outcome
for the handover decision. Summarizing, the majority of the mechanisms listed focus on
very specific criteria in order to take the final HO decision, without taking into account
wider context-related information regarding either the UE or the network side. None of
them takes into account the preferences of the user or attempts to relate the mobility
pattern to the traffic type thus, failing to exploit user past information or build in such a
way a complete user profile, towards which the decision for a HO could be optimized.

In addition to the previous survey, which discusses the macro to femto-cell HO decision
policy in principle, the authors in another survey ([102]), present an overview of the
vertical handover mechanisms available in literature, with Wi-Fi, WiMAX and UMTS are
the main heterogeneous RATs. To begin, what is described in the survey, is an initial
categorization of the information parameters of the VHO processes found in the literature
into layers: application (e.g., user preferences, speed), transport (e.g. network load),
network (e.g. network configuration, topology, routing information), data-link (e.g. link
status) and physical (i.e. available access media). From the network perspective the ones
highlighted are: latency, coverage, RSS, RTT, number of retransmissions, Bit Error Rate
(BER), SINR, packet loss, throughput, bandwidth, network jitter and number of connected
users. From the UE perspective the parameters, which are presented are user monetary
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budget, preferred network (user choice), location, movement (change of direction),
velocity, technologies available in the device, as well as battery consumption. Many of
the proposed mechanisms that this survey presents attempt to create an overall context-
aware mechanism, by combining several of the afore-mentioned parameters for the VHO
decision outcome. Some of them do attempt to take into account user-oriented
information; however, none of them, actually links this user-oriented information to the
actual traffic generated by the user, as well as network metrics, in order to properly build
the user’s profile.

Having an overall look in the afore-presented survey on VHO handover mechanisms, it
is made clear that several efforts attempt to combine various parameters from both the
network as well as the UE side. None of them seems to take into account the afore-
mentioned types of past information in order to address the issue of creating a proper
user-profile based on the mobility of the UE, the traffic type that is generated and the user
preferences though.

Several other existing surveys attempt to present a unifying perspective with regard to
HO mechanisms (vertical or not). The authors in [103] deal with the network selection
concept as a perspective approach to the always best connected and served paradigm
in heterogeneous wireless environment. The HO decision criteria that may be considered
in network selection process can be subjective or objective with minimizing or maximizing
nature. From the origin point of view, they classify them in four categories: network-related
criteria, terminal-related, service-related (e.g., QoS) and finally, user-related (e.g., user
preferences). In addition, in [104]-[106], several efforts are described which aim to
improve the selection mechanisms, which support heterogeneous RATSs. In principle, all
mechanisms combine several parameters like RSS, bandwidth, mobility, power
consumption of the UE, security, monetary cost and user preferences.

Beyond the overview surveys presented earlier, we also discuss some latest research
proposals. In [107], the authors deal with handover decision based on predicted received
signal strength (RSS) of networks and dwell time. The dwell time is adapted in order to
reduce the ping-pong effect or unnecessary handovers. In [108], a different idea is
presented: two “conflicting” objectives are being dealt with in the proposed handover
mechanism, i.e. the load balancing and the energy consumption. The user part’s objective
is the decrease of the energy consumption, while the operator’s part benefits from the
load balancing among the different cells. The presented simulations in [108] show that
applying the hybrid proposed mechanism is beneficial for both the operator and the
customers. Adoption Direction Prediction and Adaptive Time To Trigger (TTT) have also
been proposed plenty of times to minimize the number of unnecessary handovers ([109]).
The proposed mechanism however, although it takes into account the UE’s previous
location and estimates the direction of the UE, acting in a proactive way, it does not
address at all the relation between the actual traffic type and this mobility information, in
order to correlate them and create a profile for the particular user.

With regard to the processing of the input parameters after their aggregation, in the
literature many authors have proposed Fuzzy Logic Inference Systems ([110]) in order to
assess the inputs and generate an HO decision outcome ([111]-[114],). Fuzzy Logic (FL)
is a tool for handling multi-variable problems, where a joint correlation analysis of several
inputs is required. Indicatively, the authors in [111] propose a scheme, which takes into
consideration the actual RSS, as well a predicted RSS, and they combine it with the
speed of the UE in order to determine if a handover should be made or not. Moreover,
they estimate the suitability of a RAT for handover, taking as input the current RSS, the
estimated RSS, as well as the available bandwidth. In [112], the authors describe a multi-
criteria RAT selection mechanism for 5G networks. Diverse context input parameters are
taken into account, using FL, for the handover decision such as the UE’s mobility, the
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load of the base stations, as well as the type of service related to the handover. In [113],
the authors propose a mechanism, which takes as input the available bandwidth, the
delay, the charging information and the power consumption of the UE in order to calculate
the most suitable RAT. In addition, they use GPS, in order to adapt the monitoring rate of
the afore-mentioned values. In [114], once more, the bandwidth, jitter, Bit Error Rate
(BER) and delay are used as inputs into a FL component to decide whether a vertical
handover should take place or not.

Summarizing, it is becoming obvious that a large number of efforts can be found in the
literature with many different approaches and different focus. Most of the proposals are
taking into account RSS and interference-related metrics (RSRP, RSRQ, RIP, etc.) as
inputs for the final decision. Moreover, the majority of the afore-described mechanisms
are using some network-oriented metrics for evaluating the HO decision, i.e. latency,
bandwidth, jitter, coverage, number of connected users etc. A considerable amount of the
existing effort is focusing on the energy efficiency, trying to minimize for both the UE and
the network sides the consumption. UE mobility information is also common (i.e. location,
direction, velocity) in the literature. Last but not least, the user preferences are often taken
into account, usually in the form of the budget and price preferences, as well as, type of
RAT user preferences. Table 6, which follows, provides an overview of all the afore-
described literature efforts, aggregating all the discussed parameters. According to the
above reporting, and to the best of our knowledge, no proposal exists in the literature,
which properly addresses the user profile creation based on past measurements related
to the mobility of the UE, specific data traffic patterns (with varying requirements
according to the specific service) and the preferences of the user with regard to cost and
RAT technology.
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Table 6: Handover schemes state of the art — Decision parameters overview
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3.4.3 Related patents

In addition to the analysis that was presented earlier, based on the research and the
proposed solutions and mechanisms found in literature, a significant number of the
patents have been claimed from the researchers ([115]-[128]). A considerable number of
patents claim methods based on the processing of network parameters, such as the base
station load, the network throughput, the available bandwidth, etc.
([115],[117],[124],[125],[127]-[128]). Some of the efforts take into account application-
related information ([115],[123],[124]), while this may be combined in some cases with
location patterns of the user and prediction techniques based on historical user location
information ([115],[123],[124],[128]). Finally, user related parameter-based schemes are
claimed, such as user preferences, RAT selection per application type, cost preferences,
etc. ([124],[127],[128]). Further insights with regard to these published patents is
presented below.

In [115], the claimed application relates to mobility management in mobile networks based
on context information and making a decision on a network service. The inventors by
context-related information they are referring to one or more of the following: user profile,
user history, network location and/or network topology, network capabilities, network
services, charging models, potential next access points, location information, location
prediction. According to the patent’s description, however, no correlation between these
inputs is made towards building on overall user profile that will be taken into account for
the management of the user’s mobility.

In [116], the described application includes a method for enhanced handover procedure.
This method comprises transmitting an indication from the HeNB GW to a source HeNB
connected to the HeNB GW, in response to receiving a UE Context Release Request
message with an explicit GW Context Release Indication. The indication includes
information on (a) whether the UE context stored in the HeNB GW has been released or
not, (b) whether the target HeNB is connected or not to the same HeNB GW with the
source HeNB and (c) whether or not the HeNB has to indicate to the HeNB GW that a
subsequent handover from the source to the target HeNB has been performed.

The patent in [117] relates to a handover method for redirecting an on-going
communication of a connected UE from a serving cell to a target cell. The method
comprises receiving (a) a cell attenuation measurement, (b) a supplemental hysteresis
parameter, which load depends on the load of the target cell and (c) a threshold
parameter.

In [118], the authors describe scenarios, in which a UE is handling data traffic requiring a
high level of QoS, while also handling traffic for which best effort delivery suffices. In [119]
the patent describes a UE capable of storing identity information associated with a source
cell, and using this information in accessing other target cells subsequent to radio link
failure so as to facilitate access to context information of the UE. [120] describes a system
and a method for enhancing using Mobility Management (MM) and Session Management
(SM) procedures in an SAE/LTE system. These procedures modify several MM and SM
procedures by 3GPP for other access systems (e.g. UTRAN). With respect to the
signaling, the present invention re-uses the existing information element definitions for
each parameter included in a message.

[121] claims a method for supporting handoff from GPRS/GERAN to LTE E-UTRAN,
relating to a method for use in LTE MME comprising: Receiving a relocation request
message from an SGSN serving a wireless UE using GERAN technology, communicating
a handover request message to a eNB and executing the handover notifying the previous
RAT, as well as providing LTE services to the UE. In [122], the patent describes an off-
loading method from a cellular network to WLAN network and vice versa. The method
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comprises the steps of automatically detecting call handover threshold for a UE from a
specific RAT to another; selecting said second call device from a set of previously defined
target handover devices; and establishing a connection to the target RAT.

[123] proactively deploys a handover decision mechanism in relation to a handover and
in view of the operational context of the mobile device. The method comprises as well
determining at least one new access point for the mobile device using the mechanism.
The context is defined as the current location, the movement prediction, the UE speed
and the profile of applications being executed in the mobile device before or at the time
of pro-active deployment of the handover decision mechanism.

In [124], a system and method that facilitates optimizing handover is being claimed. A
rules engine can create a user-defined rule based upon at least one of a resource
requirement for each device application or a user input related to a quality of service
(QoS). In [125] a method is claimed for performing a handover in between heterogeneous
access networks. The method comprises receiving from an access network information
transfer manager being common to the plurality of heterogeneous access networks,
available access network information containing a list of available access networks in the
vicinity of the mobile terminal in form of a context. The system claimed in [126] includes
a mobility manager operable to receive link quality evaluation messages (MNE) from the
mobile nodes providing an indication of a currently available link quality from an access
network with which the mobile node is currently affiliated.

In [127] a method for deciding a handover of a mobile terminal based on context
information is claimed. The patent comprises evaluating selection priorities of network
interfaces for each transmission path for each application program based on the context
information and obtaining a handover decision value for selecting a best network interface
from among the networks by applying a cost function to the evaluated selection priority.
Finally, in [128] a priority for selecting a cell on request for the handover traffic service is
determined by considering user preferences and status of neighboring cells, and an
optimized cell is determined according to the determined priority. The priority is
determined by considering user preferences for traffic, status of cells having traffic,
battery status and velocity of mobile terminals, and traffic priority and emergency.

A summary of the above-described HO patents is provided in the table that follows (Table
7). The afore-presented analysis gave an overview of the current state of the existing
patents, each one focusing on several perspectives either for enhancing the handover
procedure itself, or in order to obtain a more holistic knowledge of the network
environment and —as a result- optimize the handover decision. Some emphasize on
context-related information collection, while others focus on several other technical
enhancements. An initial observation is that some patents focus on various technical
enhancements of the handover procedure without focusing on network-related
information, or user-related context-information. Several claimed patents are based on
network related information such as network load, bandwidth, delay etc. A smaller
number of these -besides network-related context- take into account user-related
information such as application info, prediction of location and movement, as well as user
preferences such as cost or RAT type per application preferences. None of them,
however, seems to actually correlate user history-based information to applications, past
location and mobility patterns, device characteristics and capabilities into finally building
generic user profiles, which will be used in order to realize traffic engineering from a more
holistic network point of view.
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Table 7: Handover patents overview
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3.5 Latest efforts addressing traffic steering and RAT selection

Lately, numerous novel efforts found in journal papers, which address the main RRM
mechanisms, traffic steering and RAT selection procedures for future networks have been
published ([142]-[152]). Moreover, the last three papers ([150]- [152]) take into account —
besides other parameters- ANSDF features of the latest 3GPP release.

In [142], the authors focus on the handover delay challenges, from the handover security
and user authentication perspective. Ultra Dense deployments may result in frequent
handovers, which may subsequently introduce high delay overheads. They propose the
Software Defined Networking (SDN) enabler as one of the most promising solutions;
through its centralized control capability, user-dependent security context may be
exchanged between related access points and enable delay-constrained 5G
communications. The context is shared between nodes and APs based on UE path
prediction. A redesign on the “intra-macro cell” handover procedure is described in [143],
focusing on the control/user plane split HetNets of future systems; the handover
optimization is realized by predicting the received signal quality of the UE, triggering as a
result the handover decision in a more efficient way. The authors focus on the challenges
of the handover between macro cell at high speed scenarios (railway, highway, etc.). The
respective evaluation shows that by predicting the forthcoming UE measurement reports,
the handover execution takes place in advance and the handover performance is
enhanced.

Similarly, in [144], the authors also focus on the -control and user plane separated- future
HetNets and more specifically, on the signaling latency reduction in cases of macro cell
base station fail-over periods. The proposed solution is based on a small cell controller
scheme for controlling and managing small cells boundaries in a clustered fashion, during
the corresponding macro cell’s fail-over period. The evaluation of the proposed scheme
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on the UE side demonstrates reduced signaling latency, particularly for high user
velocities; however, at the same time, the data delivery latency increases comparing to
the legacy scheme; the authors conclude that the application of the proposed scheme
can be selected on the specific signaling and data delivery latency requirements of each
use case.

The RAT selection and handover procedure have been also studied from lower levels’
perspectives as well. The very recent work in [145] focuses on the high frequency bands
above 6 GHz, which will provide considerably larger bandwidths than the legacy systems;
the challenge that the authors identify relates to the modifications that need to take place
in the design of some key functions, such as the handover in order to support future
deployments. They propose a novel frame structure, flexible and scalable to support
various numbers of beams/antennas, users, or traffic conditions. The evaluation that was
conducted involved static, as well as high velocity UEs; the authors conclude that the
proposed enabler succeeds at satisfying all the throughput and delay requirements of the
forthcoming 5G and beyond use cases.

Handover management in ultra dense heterogeneous small cell networks is studied in
[146], focusing on the cell edge users. The authors describe an architecture comprising
a cloud radio access network (C-RAN), as well as base band unit (BBU) pools, in which
resource management and control capabilities are co-located, such as handover decision
function and admission control. The proposed handover is realized between the BBU
pools. The evaluation of the proposed scheme showed that the capacity of the small cells
is increased, without increasing however the QoS of the users as well. In [147], the
authors outline the main challenges that come with the UDNs. Among numerous
challenges, such interference mitigation, backhaul issues and energy consumption, the
authors tackle the mobility and handover challenge as well. Among the enabling
technologies they propose is cell and receiver virtualization, self-backhaul solutions and
user-centric control of user information to minimize signaling.

The challenges posed by the UDNs are discussed also in [148]. The authors present an
overview of the existing solutions related to control and data plane separation architecture
(SARC), which they consider as one of they key enablers of the UDN use case, while
they focus on the coordinated multipoint (CoMP) and Device-to-Device (D2D)
communications. According to the authors, SARC can optimize considerably the
handover mechanism and minimize the signaling overheads that were imposed until now:
for example, users with no active data sessions will not have to be handed over. Similarly,
in [149], the authors study the 5G UDNs challenges and propose a novel architecture that
absorbs the Machine Type Communication (MTC) high and unpredictable traffic via home
eNBs, allowing them to significantly reduce congestion and overloading of radio access
and core networks. The main goals that the authors address are a stronger separation
between MTC and Human Type Communication (HTC), closed access femto cells , -
which will be only available to those machines that belong to a given closed subscribed
group-, as well as coverage extension. In relation to the handover mechanism, the
primary claim of this work relates to the X2 interface, serving a low-latency interface to
exchange data traffic for time critical events of MTC traffic. Via extensive evaluation
scenarios involving MTC UDNSs, the authors demonstrate considerable gains in terms of
latency in the handover procedure, energy consumption, capacity and scalability.

In relation to the ANDSF network entity, which will play a major role in the future Dense
HetNets —as discussed earlier-, we must highlight the fact that the only literature
proposals attempting to address the 5G RAT selection topic taking into account the
ANSDF features of the latest 3GPP release are [150], [151] and [152]. In [150] the authors
provide detailed insights with regard to the means that the context information is acquired
and by describing how ANDSEF is utilized for retrieving the desired information items, i.e.,
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the BS transmitted power, the cell traffic load and the user’s spectral efficiency.
Nevertheless, the authors do not address the issue of the frequent handover process
trigger as they solely rely on the A2 handover event (RSRQ threshold), while in addition
no reference is being made to the velocity of the UE, an essential parameter need to be
taken into account for also avoiding unnecessary handover triggers and ping-pong
effects. Finally, no discrimination is being made depending on the type of the traffic flow,
implying that all traffic flows —no matter their specific QoS requirements- are handled the
same way. On the other hand, in [151], the authors choose to use the ANDSF to facilitate
the discovery of non-3GPP access networks; however, the context information that may
be residing in ANDSF is not claimed to be taken into account for the optimization of the
handover procedure, as the authors select to follow the existing handover techniques.
Finally, in [152] the authors propose an energy-efficient handover mechanism, based on
the ANDSF, which attempts to minimize the overall power consumption, maintaining a
minimum QoS for the active sessions.

In most cases solutions target either handovers for macro-femto cells or vertical
handovers among different RATs as separate approaches. In this thesis, from now on we
attempt to overcome such discriminations and approach the problem from a unified
perspective, applying the conclusions, which result, to all three RAT selection
mechanisms described earlier.
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4. COMPASS: CONTEXT-AWARE, USER-DRIVEN, NETWORK-
CONTROLLED RAT SELECTION FOR 5G NETWORKS

This section introduces COmpAsS, a real-time context-monitoring, UE-oriented RAT
selection and traffic steering/switching mechanism for UDN Heterogeneous Networks
towards 5G. The section initially provides an overview of the mechanism; then it
discusses the network architecture perspective taking into account the latest 3GPP
developments, discussing also in detail all the extensions needed in the network
interfaces that enable the exchange of the required context information among the
respective network entities; afterwards, the proposed scheme is described in depth, both
from the algorithmic, as well as the Fuzzy Logic modeling perspective; the last parts of
this section comprise an evaluation of the scheme: on the hand the signaling overhead
perspective is evaluated; on the other, extensive simulation results are presented in a
complex and realistic 5G use case, illustrating the clear advantages of the proposed
approach in terms of key QoS metrics, i.e. the user-experienced throughput and delay,
both in the uplink and the downlink, proving thus the validity and viability of COmpAsS for
context-based RAT selection.

4.1 Introduction

The evolution of the Access Network Discovery and Selection Function for the core part
of the cellular network, as well as the Hotspot 2.0 approach —as presented earlier in this
thesis-, are currently being subject to thorough discussions and studies and are expected
to facilitate a seamless 3GPP-Wi-Fi interworking. Furthermore, as also illustrated in the
previous section in a comprehensive analysis of the state of the art, during the past years,
several RAT selection schemes have been proposed, however, these none of these
schemes do not take into consideration the opportunities offered by the aforementioned
new standardized approaches, i.e. ANDSF and Hotspot 2.0.

Optimizing the traffic steering strategy among dense heterogeneous network scenarios
is one of the compelling challenges in the latest releases to be addressed, as well.
Although, already before Rel.12, the Wi-Fi interworking was supported at the core-
network level (via IP-session continuity supported by GTP, MIP and PMIP protocols, the
Wi-Fi and Public Land Mobile Network (PLMN) selection mechanisms were not satisfying
enough to be deployed, and the traffic steering mechanisms via ANDSF were not
sufficient. What was missing was a mechanism to determine the access network to use
for each given IP flow. In the current release, ANDSF has been enhanced introducing the
Inter-System and Inter-APN Routing Policy (ISRP and IARP) rules ([175]), which enable
the UE to determine the access network to route its active flows, by taking into account
besides the Received Signal Strength Indicator (RSSI) levels, the Wi-Fi base station load
as well. Our mechanism that will be thoroughly described in the following sections, not
only does utilize the ANDSF; it takes the aforementioned one step further, creating an
even more holistic picture of the network conditions of the candidate RATs in a lightweight
and efficient manner.

Towards this direction of addressing the afore discussed challenges and following the
foreseen advancements on the road to 5G HetNets, this thesis proposes a novel
mechanism, which follows closely the latest 3GPP directions and guidelines and attempts
to cover the aforementioned gaps. More specifically:

a) This work concentrates on the context acquisition process: A comprehensive
analysis on the network sources, respective interfaces and context information
item types is made. In addition, an analytical approach is presented, which
provides detailed insights on the information items, which are used, along with
signaling overhead required to aggregate them. To the best of our knowledge,
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there is no previous work, which attempts to quantify the signaling overhead of the
proposed context-based mechanism.

b) The mechanism is extensively evaluated from the performance perspective: The
proposed scheme is a lightweight module, the core of which is based on a fuzzy-
logic inference system. The validity of our proposal is evaluated via numerous
simulation scenarios and diverse traffic flow types, in a realistic 5G configuration
and set-up, comprising an ultra-dense heterogeneous network environment.

c) The novelty of this work is further reinforced by the fact that the proposed scheme
is based solely on assumptions in line with the latest 3GPP standardization efforts
in terms of context information acquisition, attempting this way to highlight the
realistic and viable aspect of the solution for next generation wireless networks. To
the best of the writer's knowledge, no research proposal has attempted to limit its
assumptions totally in line with the standardization guidelines; on the contrary, the
vast majority of solutions make numerous assumptions, which often lead non-
realistic proposals.

COmpAsS has been already validated in two preliminary works ([176],[177]), as well as
a third extensive analysis ([178]), which evaluates the proposed scheme in a diverse set
of scenarios, traffic types and mobility scenarios.

During the early evaluation of this scheme in the aforementioned works, an initial, basic
rules set was evaluated, upon which the fuzzy logic scheme was based, while also the
first simulations to initially assess the validity of the proposal were performed. In the final,
evolved COmpAsS version, the algorithm of the scheme has been carefully enriched from
numerous perspectives, which will be also explained in detail in one of the next sections:
the signaling cost perspective of the mechanism has been thoroughly investigated; there
is always a crucial trade-off for context-based scheme, and this is the first time an
assessment is being made relating taking also in account the current (3GPP’s) available
information items as well; from the algorithmic perspective, the mechanism of the
triggering events has been optimized: an optimized Threshold and Hysteresis mechanism
(see next sections) is provided that optimizes its functionality from the energy
consumption, as well as network signaling perspective; furthermore, the rules set, which
is applied on the Fuzzy Inference System has been progressively fine-tuned and
optimized after numerous simulations and feedback loops assessing pre-defined Key
Performance Indicators (KPIs); next, the environment of the simulation has become more
realistic and sophisticated, having also added a building propagation model, as well as a
shadowing loss model, -which were previously missing-; last but not least, in this
comprehensive round of simulations, multiple traffic types to the UEs (VolP, FTP, etc.)
are assigned, studying the behavior of the scheme and the fine-tuned rules set for
completely diverse different types of IP flows (and QoS requirements respectively).

As far as the core evaluation mechanism is concerned, i.e. the mechanism, which
receives the input context information, processes, evaluates it and generates the
handover decision information, diverse solutions have been proposed and used. For the
proposed solution, a Fuzzy Logic (FL) model has been chosen in order to support the
decision making process. Several authors have proposed FL Inference Systems.
Indicatively, Xia et al. [179] propose a scheme taking into consideration the actual RSS,
as well a predicted RSS, and they combine it with the speed of the UE in order to
determine if a handover should be made or not. Moreover, they estimate the suitability of
a RAT for handover, taking as input the current RSS, the estimated RSS, as well as the
available bandwidth. In [180], FL is also used for estimating the output suitability of a
network based on the inputs of the environment (bandwidth, delay, charging, power
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consumption). In addition, Ma and Liao use GPS, in order to adapt the monitoring rate of
the aforementioned values.

4.2 Overview of the proposed solution

The proposed RAT selection mechanism that is presented in this work aims at enabling
the UEs to identify in an intelligent way the most suitable RAT to associate with in a
specific urban area, where a cellular operator (with deployed macro, pico or femto cells)
co-exists with Wireless Internet Service Providers (WISPs) with whom it has roaming
agreements. The mechanism is applicable for users of 5G smartphones that support a
number of RATSs.

Home eNodeB

Macro basestation
(eNodeb)

&)

WiFi AP

Figure 9: Context-based RAT selection by COmpAsS in a Heterogeneous 5G Environment

The framework is using pre-defined, customizable and fine-tuned rules for all the possible
combinations of the different aforementioned scheme’s inputs. The rules that are applied
are policies, based on objective network parameters, KPIs and general principles, derived
from the state of the art of the domain, as it was presented in the previous section. More
specifically, according to these rules/policies, a RAT, which is characterized by low
(backhaul) load and high RSS/RSRQ, is advantageous for the UE choice. In addition, the
higher the sensitivity to latencies (traffic flow type input type), the higher impact the
mobility metric has on the Suitability; high mobility UEs are preferably placed in larger
cells to avoid unnecessary handovers and/or ping-pong effects. Using Fuzzy Logic
Controllers (FLC) each UE evaluates the available RATs and identifies the most suitable
one, which optimizes the Quality of Service (in terms of pre-defined KPIs) for each
application (or type of traffic); afterwards it performs a session initiation or a per flow-
handover using existing 3GPP mechanism described in the introductory section. The KPI
that is utilized to describe the selection prioritization among heterogeneous cells and
access technologies is denoted as Suitability in our scheme (Figure 10).
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Figure 10: Fuzzy Logic Controller for the extraction of the RAT Suitability metric

In the proposed scheme, the UEs collect information from a local instance of ANDSF
(Local ANDSF - L-ANDSF) as suggested in [15] about the policies of the operator for
accessing Wi-Fis in the area, as well as information from Hotspot 2.0 protocols to evaluate
the status of Wi-Fi APs (e.g., number of users associated to the AP, the load of the
backhaul link of the AP etc.). We extend this concept by assuming that the L-ANDSF may
contain similar information (i.e., number of associated users and load of the network link)
for every (H)eNB in the area. This requires appropriate logical interfaces from the
(H)eNBs to the ANDSF. These nodes can update L-ANDSF in a coarse manner (e.g.,
Load may be characterised as “Low”, “Medium” or “High”) only when thresholds are
violated so as to minimize the required signaling exchange. The mobility pattern of a UE
can be monitored either from the accelerometer of the smartphone, or as 3GPP suggests,
from the number of the cell relocation actions that have been executed. Finally, the
categorization of applications based on their sensitivity to latency can be extracted by a
UE connection manager, from the well-known port numbers of the applications.

All in all, the Suitability metric relates separately to each one of the active UE’s traffic
flows; in other words, for each active traffic flow F and for each available RAT R there is
a different value, resulting thus, in Ng x Ngr overall values, where N and Ngr are the
number of the flows or the available RATSs respectively (see example in Table 8 for Nr =4
and Ngr =5.).

Table 8: NF x NR Suitability Calculation example for a UE with 4 active IP flows

UE active flow # RAT Suitability list
1: browsing (downlink) eNB3, WLAN SSID1, eNB2, eNB1,
WLAN SSID2
2: VolIP (uplink) WLAN SSID1, WLAN SSID2, eNB3,
eNB2, eNB1
3: VolIP (downlink) WLAN SSID1, WLAN SSID2, eNB3,
eNB2, eNB1
4: background cloud syncing (uplink) eNB1, eNB2, eNB3, WLAN SSID2,
WLAN SSID1

The proposed scheme’s decision-making process selects for each one of these active
flows the RAT, for which Suitability is maximized; afterwards, the UE makes a handover
request to the respective (H)eNB or AP in order to transfer the flow to the optimal access
technology. The process is running both on a pre-defined time interval basis, as well as
upon pre-defined trigger events, which are described in detail in the following sub-section.
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If for any reason, the handover to the highest-ranking RAT is not possible, the 2™ choice
in the Suitability list is selected, etc.

4.3 The network architecture perspective

The mechanism —as already mentioned earlier- is user-oriented, i.e. deployed on the UE
side, rather than one of the main LTE network entities. Nevertheless, its functionality is
not completely independent as the architecture of the network is directly influenced in the
sense that the context information, which is required to be aggregated by the UE, is
available in specific network components. Moreover, the mechanism is directly
associated with the network policies, in the sense that the UE-oriented decisions are
being forwarded to the central decision-making entity in the network core, which will make
the final assessment. As a result, some minor adaptations need to be realized in order to
enable the required context information acquisition. In this subsection, we address the
requirements in terms of the data sources, message types, as well as interfaces, which
are required to support the proposed mechanism.

M

- real-time (H)eNB load F
information
- UE RSRQ measurements

HeNB

S14 interface

(existing ANDSF capabilities &
additional information obtained
from (non-)3GPP RATs

UE
(ANDSF client)

= new logical interface

- HS2.0/ANQP information % L-ANDSF
- BSS load information '\/ server
- WAN metric
- Venue information WLAN AP

Figure 11: Main network entities including the proposed extensions of the Local-ANDSF (L-
ANDSF) and respective interfaces

One of the core network entities, on which COmpAsS relies is the ANDSF. As described
earlier in this paper, ANDSF is a cellular technology standard, which implements dynamic
data offloading for the UEs in a structured way. However, the purpose of ANDSF is
currently limited to provide the UE with policies with regard to access networks. Moreover,
one of the most crucial aspects in relation to offloading and handover mechanisms, which
is not contained ANDSF Management Object (MO), is real-time network conditions, such
as the load of a Base Station. This type of information, as well as additional features,
which are not provided by the ANDSF, may be provided by the Hotspot 2.0 standard
described earlier, supported by the ANQP protocol.

On the contrary, ANDSF provides WLAN AP location information, supports UE location
reporting, as well as may provide a list of preferred or restricted access networks, -
features, which are not provided by Hotspot 2.0 -.

It becomes clear that ANDSF and Hotspot 2.0 could act in a supplementary way to
maximize the available information to the UE, resulting in more efficient offloading

85 S. Barmpounakis



Context-based Resource Management and Slicing for SDN-enabled 5G Smart, Connected Environments

mechanisms. In this paper, we propose an enhanced version of the ANDSF server
capable of:

a) collecting real-time load information regarding the available 3GPP access
networks, based on a new logical interface (e.g., between the (H)eNB and the
ANDSF entity). This information is evaluated in a coarse manner (i.e., low,
medium, high).

b) supporting queries to Hotspot 2.0 enabled WLAN APs using the ANQP protocol

c) gathering information from the UE measurements regarding RSRQ measurements

In relation to the input parameters that have been taken into consideration for COmpAsS

scheme, certain inputs are already available using the existing standards (thus no further

assumptions are required), while for the rest, some additional assumptions regarding the

applied protocol (message type, etc.), as well as the respective interfaces are required.

As already mentioned briefly earlier, the UEs monitor the following contextual information

items:

» the traffic load of the cellular base stations and/or Wi-Fi APs (in terms of available
bandwidth)

* the backhaul load of the available access networks

* the mobility characteristics of the UE (speed, etc.)

* the type of the traffic flow (mapped to a specific sensitivity to latency for each flow
type)

* the RSS (or RSRQ for 3GPP networks) of the available RATs/cells/APs.

More specifically:

* The RSRQ value is already part of the UE measurements report that is used in LTE
for evaluating the quality of the signal of the neighbour base stations. Similarly, for
Wi-Fi, RSS metric is already included in the existing IEEE 802.11 reporting metrics,
even for the end-user devices.

* Asindicated in [181] the mobility state of the UE (high-mobility state, medium, etc.) is
considered and is sent via the system information broadcast from the serving cell.

* The traffic flow type, mapped to the respective sensitivity to latency for each
application/service type executed by the UE: the different application categories and
respective flow QoS requirements are extracted by the UE connection manager, from
the well-established port numbers of the applications/services.

* The traffic load of the base stations and the backhaul load of the network: In the
proposed mechanism, the UEs collect information from a local instance of ANDSF
(Local ANDSF - L-ANDSF) about the policies of the operator for accessing Wi-Fis in
the area, as well as information from Hotspot 2.0 protocols to evaluate the status of
Wi-Fi APs (e.g., number of users associated to the AP, the load of the backhaul link
of the AP etc.). The main functionality and role of the ANDSF has already been
discussed. We extend this concept by assuming that local ANDSF entities (L-ANDSF)
contain similar information (i.e., number of associated users, load of the network link,
etc.) for every (H)eNB in a specific. This distributed model radically decreases the
information exchange delays between the nodes in a limited area, comparing to a
scenario, in which one central ANDSF entity of the operator serves thousands or
millions of devices. This requires appropriate logical interfaces from the (H)eNBs to
the ANDSF. Last but not least, the nodes update L-ANDSF in a coarse manner (e.g.,
Load is Low, Medium or High) only when thresholds are violated, so as to further
minimize the signaling overhead in the network.
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The obtained information is aggregated by a Context Manager entity, part of the proposed
scheme, which resides inside the UE and processes the information in order to forward it
to the Fuzzy Inference Engine, which is described in the following sub-sections.

4.4 Description of COmpAsS algorithm

Initially, and prior to proceeding in each one of the algorithm steps description, it is
required at this point to provide some insights regarding two parameter types, which need
to be pre-set prior to the algorithm deployment on the UE. Although the FL computational
requirements are minimum, in order to further optimize the energy consumption of
COmpAsS scheme inside the UE, as well as to minimize the unnecessary handovers, the
algorithm is evaluating two types of parameters, namely:

a Suitability Threshold T (0%<T<100%): the UE evaluates the current Suitability of
its currently associated RAT/cell and compares it with a pre-defined algorithm
parameter, namely the Threshold, above which the current RAT is considered as
satisfactory for serving the UE requirements. For example, if the T=90%, no FL
computation is performed (for the particular IP flow) if the associated (current)
RAT’s Suitability is above 90% (implying that the current UE’s RAT is satisfactory
enough to attempt any new handover).

a Suitability Hysteresis (Margin) value (0%<H<100%): it describes the required
advantage difference between the candidate cell's Suitability when compared to
the current one’s in order to consider it as preferred choice. Multiple Hysteresis
values may be used for different target RATs, according to the planning of the
network administrator, for example: if HMACRO=10% and HFEMTO=3%,
examined RAT’s Suitability must be at least 10% higher than the current RAT’s, -
if a neighbor RAT is a macro cell-, or at least 3% higher than the current RAT, -if
neighbor RAT is a femto cell-, in order to trigger a handover towards the respective
candidate RAT. The higher Hysteresis in the case of macro neighbor RAT may be
chosen aiming to impel the handover to smaller RATs for offloading reasons. From
a broader perspective, the customizable HMACRO and HFEMTO values as far as
the Hysteresis is concerned provide the network administrator a wide range of
options, being able to control the interworking balance between the macro and
small cells, as well as dynamically route the offloaded traffic flows. Both the
Suitability Threshold, as well as the Hysteresis parameter evaluation follow in the
next algorithm steps.

The values of the Threshold and the Hysteresis may be configured according to the
specific needs of a particular network environment by the network administrator before
the mechanism is deployed on the UE. An extension of this feature that could also be
accommodated in the future is the enablement of an automatic adaptation of the two
control parameters, by defining the different possible “states” of the network and the
respective Threshold-Hysteresis configuration for each one of these states. For
example, for a denser, -in terms of network deployment- environment, the solution
performs better for higher Threshold and Hysteresis values. It should be also noted
that the network “state” sensing is already enabled via the available context
information that is being aggregated by the UE.
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The algorithm (Figure 12) is described thereinafter step by step: initially, the user defines
either on a per session basis (e.g., HTTP traffic to be handled only by free Wi-Fi) or
collectively (e.g., use always the RAT that minimize the energy consumption) his
preferences (i.e., “user profile” in the algorithm flowchart). For the user profile generation,
numerous solutions have been proposed, i.e. either manually or automatically using data
analytics solutions; for our algorithm, a solution that suggests the profile creation in an
automated manner is selected. The mechanism algorithm may be triggered only if there
is at least one session active in the UE. Thus, as long as there is at least one session,
pre-defined events trigger the algorithm initiation, i.e.: new information from Hotspot 2.0
is received (e.g., a Wi-Fi AP is now unloaded), a new session is initiated on the UE side,
a significant change in the terminal status (e.g. battery level is falling below a certain
threshold) or a significant change in the monitored RSS/RSRQ values is identified, etc.

By the time the process is triggered, and only if there is no time critical service to be
served, (-in which case RSS/RSRQ has fallen below a threshold and a typical HO must
urgently take place-), the UE proceeds to the information aggregation phase, which is
being supported by Hotspot 2.0 and ANDSF servers, in relation to all the available
neighbor RATs (3GPP or non-3GPP) and cell layers (macro, pico, femto cells, etc.),
without any direct association with them. This information relates to the available 3GPP
or non-3GPP cells’ and APs’ load, number of associated UEs, quality of received signal,
etc. As already discussed in Section Il, in 3GPP Rel-12 and beyond, the ANDSF
enhancement creates a sufficient RAT context source. This is achieved by incorporating
additional information items, better granularity for the existing for traffic steering
conditions, as well as integrating information from Hotspot 2.0. This information is
updated on the UE side, triggered on a per trigger-event basis. Having aggregated the
updated context information from the aforementioned sources, the UE performs an
updated calculation on the Suitability of the currently associated RAT/cell, i.e., whether it
is over the pre-set Threshold value. If yes, then no further calculation or signaling is
required and then algorithm reverts to the starting point.

However, if the Suitability of the currently associated RAT/cell is below the Threshold, the
UE continues with the aggregation of the context information of all available RATs/cell
layers (i.e. load monitoring, RSRQ indicators, mobility patterns). Then, for each one of
the active sessions in the UE (i.e. all active flows, including applications download/upload,
background services, etc.), the Suitability KPI is calculated for the available (candidate)
RATSs/cells. That results in a Suitability —based prioritized list for each one of the active
sessions/flows. Starting from the top RAT/cell, and following a top-down approach
throughout the priority list, an evaluation of the Suitability value takes place: for macro
cells (LTE, GSM, etc.), the candidate RAT’s Suitability must be higher than the current’s
RAT Suitability by Hysteresis A in order for it to be selected for session handover; for
small cells respectively (i.e., LTE femto cell/Wi-Fi AP), the candidate RAT’s Suitability
must be higher than the current RAT’s Suitability by Hysteresis B. As already discussed
above, the network administrator/traffic engineer is able to control —without altering any
other policies/rules- the offloading flow routes via dynamically adapting these two different
Hysteresis values; by increasing A value comparing to B for example, the traffic engineer
may target to induce session handovers to smaller RATSs for offloading reasons.

The RAT/cell with the highest Suitability is being selected for starting the procedure of the
handover; in case of a rejection the second in the list is being selected for initiating the
same procedure, etc. It must be noted, that in case the priority RAT list is exhausted
without satisfying the Hysteresis conditions (e.g., due to the fact that the Hysteresis value
has been set too high), —and as a result, no handover has been decided and triggered-,
the list is once more traversed without the Hysteresis values, in order to facilitate the
handover realization.
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4.5 Fuzzy Logic modeling of the solution

As already discussed earlier, we identify five input context parameter types, which are
considered the core metrics for the evaluation of the Suitability of a candidate RAT/cell
for handing over an active UE session. The acquired information is processed using a
Fuzzy Logic Controller (FLC), which is the core decision-making mechanism of the
proposed scheme. Fuzzy logic is an ideal tool for dealing with uncertainty cases, when
the inputs are rough estimated values. Furthermore, FL handles the curse of
dimensionality by using generic input and output states. Finally, the fuzzy logic is a tool
for handling multi-variable problems, where a joint correlation analysis of several inputs
is required.

Each FLC is being composed of the fuzzification component (fuzzifier), the inference
system (FIS), and the defuzzification module. The fuzzifier undertakes the transformation
(fuzzification) of the input values to the degree that these values belong to a specific state
(e.g., low, high, etc.). Then, the FIS correlates the inputs and the outputs using simple
‘IF...THEN...” rules; each rule results to a certain degree for every output. These rules
relate to the network administration policies and could be as a result related to traffic
engineering rules. Thereinafter, the output degrees for all the rules of the inference phase
are being aggregated. The output of the decision-making process, comes from the
defuzzification procedure. This degree may be obtained using several defuzzification
methods; the most popular is the centroid calculation, which returns the center of gravity
of the degrees of the aggregated outputs.

For the purposed of this thesis, we have used the MATLAB software, along with the Fuzzy
Logic Toolbox*. The proposed scheme uses three FLCs, each one for every RAT type,
i.e., macro cells (LTE, GSM, etc.), femto cells and Wi-Fi APs. Every time that the algorithm
is being triggered, all the available base stations and APs are being evaluated. The inputs
of every fuzzy reasoner are the RSRQ/RSS, the service sensitivity to latency, the load of
the (H)eNB or AP, the backhaul load of the corresponding (H)eNB/AP, as well as the UE
mobility status. The modeling of the 3 FLCs inside MATLAB s illustrated in the following
figures:

* MATLAB Fuzzy Logic Toolbox, https://www.mathworks.com/products/fuzzy-logic.htmi
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Figure 13: WiFi AP’s FLC details
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Figure 14: eNB’s FLC details
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Fuzzy Inference Processes comprise five primary parts:

* Fuzzification of the input variables

* Application of the fuzzy operator (AND or OR) in the antecedent

* Implication from the antecedent to the consequent

» Aggregation of the consequents across the rules

* Defuzzification

According to the above figures (Figure 13-Figure 15), the primary options, which are set
are:

* Mamdani-type® inference method is deployed. Mamdani-type inference, as defined
for the toolbox, expects the output membership functions to be fuzzy sets. After
the aggregation process, there is a fuzzy set for each output variable that needs
defuzzification.

* Aggregation method is max

* Implication method is min

* Centroid defuzzification method (center of gravity for the resulted final shape, after
all all rule-based initial shapes are superimposed)

Each of the inputs is being fuzzified to low, medium, and high membership functions
(MFs). All the inputs apart of the service sensitivity to latency are being fuzzified using
triangular and trapezoidal MFs for exploiting the fact that each state is in general well
defined, and has zero values for each state. On the other hand, for the service sensitivity
to latency, we have used Gaussian input MFs, for highlighting the fact that all the states

° Yager, R. and D. Filev, “Generation of Fuzzy Rules by Mountain Clustering,” Journal of Intelligent &
Fuzzy Systems, Vol. 2, No. 3, pp. 209-219, 1994.
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have non-zero values; in other words, even for the services that are considered as non-
latency sensitive the user still has (loose) latency requirements.
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Figure 16: Fuzzy Logic Designer in MATLAB's Fuzzy Logic Toolbox
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The inputs are being combined in the FIS as defined by the rule sets that have been
defined in the following format:

IF (RSRQ == high)

AND (lLoad == medium)

AND (backhaul Load == Low)

AND (mobility == Low)

AND (sensitivity to Llatency == Llow)
THEN Suitability = high

In this case for every of the 3 fuzzy reasoning modules we have defined 243 rules to
cover all the potential input combinations, resulting in 729 rules overall. As also discussed
earlier, these rules are subject to adaptations, according to the administrator’s policies.

In order to elaborate on the input parameters and the fuzzification rules and provide a
comprehensive picture of the way they influence our system, we illustrate how the input
context parameters are fuzzified inside the FLC, as well as how the output is defuzzified
as RAT Suitability, by providing a number of indicative 3D surfaces (Figure 18-Figure 25)
that have resulted from the aforementioned rule sets. The Suitability value ranges from
0,0 to 1,0 (0-100% respectively) in the vertical axis. It must be noted, in addition, that
each plot illustrates only two out of the overall five inputs at a time -for visualization
reasons-.

Service Latency Sensitivity Mobility

Figure 18: Suitabilitynacro = f (Latency Mobilty Load
sensitivity, Mobility)

S| o
RSRQ Mobility

Figure 20: Suitabilitynacro = f (RSRQ, Mobility)

As illustrated above (Figure 18), the Suitability of a macro cell ranges from 50% up to
85% (0.5 and 0.85 respectively on the z axis) for varying mobility and service latency.
Specifically, it can be seen that a macro cell becomes radically more suitable when the
mobility of the UE increases. This means that the proposed scheme prioritizes the
placement of high velocity UEs to big cells, due to their advantage over the small cells in
relation to the considerably higher time frame a fast UE may remain within a macro cell’s
boundaries. Lower time within a small cell’'s boundaries leads to increased delays that
are introduced by the connection establishment procedures upon a handover. The traffic
type’s influence on the Suitability is almost negligible, when comparing to the mobility.
Similarly with Figure 18, the UE mobility has the identical impact with the previous

93 S. Barmpounakis



Context-based Resource Management and Slicing for SDN-enabled 5G Smart, Connected Environments

example in Figure 19. Contrary to the previous case, in which the mobility played the
dominant role, this time the 2nd parameter, -the traffic load of the base station-, plays a
major role, causing the Suitability to decrease considerably when the load increases, and
vice versa. In addition, it can be observed that when the load is less than 60% (meaning
that most probably the base station is capable of serving a new UE session), only mobility
influences the final outcome. Figure 20 shows how RSRAQ influences the Suitability of a
macro cell as well. Once more, the mobility’s impact is explained in accordance with the
two previous surfaces. One detail that is worth discussing is that all RSRQ values above
20% (of the max RSRQ) are acceptable; however, below that threshold the cell becomes
inappropriate due to very poor connection quality, and the Suitability falls instantly for any
type of UE mobility.

Suitability
(=} [=3
o @

=

o
i
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Figure 22: Suitabilitysemto = f (Mobility, RSRQ)

Service Latency Sensitivity

Figure 21: Suitabilitysemto = f (Latency
sensitivity, Mobility)

Contrary to the macro cell’s selection criteria, the higher the mobility of the UE is, the
lower a femto cell’'s Suitability becomes. The reason behind this radical decrease —as it
is illustrated in Figure 21- is due to the limited time frame a UE may remain within a small
cell’'s boundaries, leading to increased delays that are introduced by the connection
establishment procedures upon consecutive handovers. In other words, the proposed
scheme mostly selects to offload traffic to femto cells by priority to static or slowly moving
UEs. Figure 22 shows the same pattern with the respective macro cell’s surface (Figure
20). The main difference relates to the inversed mobility’s impact, as also discussed
earlier.
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Suitability

Mobility

Figure 25: Suitabilityw = f (Mobility, RSS)

The selection criteria of WiFi APs resemble the femto cells’ due to their limited range and
—as a result- the time a high mobility UE may remain within the cell’'s boundaries and
avoid consecutive handovers or ping-pong effects. In addition, WiFi APs are suitable for
serving services with high sensitivity to latency (Figure 23) due to the number of resources
usually shared among fewer users, resulting in more effective resource scheduling among
them. In accordance with the aforediscussed parameters and their impact on the
respective RAT Suitability, Figure 24 and Figure 25 illustrate the Load — Mobility and
Mobility — RSS impact on the WiFi AP’s selection Suitability.

The defuzzification process comprises aggregating the outcomes of all the applying rules
and ending up to a certain degree of the final output value, i.e., RAT Suitability. The
defuzzification process uses MFs for capturing the degree that the output belongs to a
specific state. In this case, Gaussian MFs have been used, for exploiting the smooth (i.e.
the Suitability should be related to the inputs in a smooth manner without non-linear
alterations) and non-zero (the decision maker needs to conclude to a decision based on
all inputs’ range) nature at all points. The RAT/cell with the highest FL output (i.e.,
Suitability value) is being selected for starting the procedure of the handover; in case of
a rejection the algorithm traverses the list downwards (2nd, 3rd option, etc.). Based on
the above surfaces, the overview table that follows provides a comprehensive description
of the relationship between the monitored context parameters and the output Suitability
metric (Table 9, 1% column). In the second column, we depict the correlation between
different input parameters, i.e. how the impact of a specific parameter on the Suitability
may be influenced by the value of one of the rest of the parameters.

Table 9: Overview of the system’s input parameters and their impact on the system

Monitored Impact on Suitability Correlation with other input parameters
context
parameter
BS/AP load Inversely dependent (higher | a)Directly linked to the backhaul load
load, lower Suitability) b) The higher the RSS/RSRQ the lower the

impact of load on the Suitability

Backhaul load Inversely dependent a) Directly linked to the BS/AP load
b) The higher the RSS/RSRQ the lower the
impact of backhaul load on the Suitability

UE mobility Inversely dependent for small | Linked with the traffic flow type: the more
cells (femto/Wi-Fi) | sensitive to latency, the higher the impact of
Proportional for large cells | the mobility on the Suitability

(higher mobility, higher
Suitability)

Traffic flow type/ | Inversely dependent for small | a)Linked with the UE mobility (see above)

Sensitivity to | cells (femto/Wi-Fi)
latency
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b) Influenced by the RSRQ/RSS: the higher
the RSS, the less Suitability is influenced
by the Sensitivity to Latency

RSRQ/RSS Proportional (higher RSRQ, | N/A
higher Suitability)

Summarizing, the main rationale behind the rules composition is the following. The UE
tends to consider as optimal points of attachment the RATs/layers that are being sensed
with high RSS/RSRQ, if they are not heavy loaded, or their backhaul links are not loaded.
On the other hand, regardless if a point of attachment is being sensed by the UE with
high RSS/RSRQ, if it is loaded (both access or backhaul link), it is unattractive for high
data rate services. The UE mobility parameter influences the decision on whether a macro
or a smaller (pico, femto, WiFi AP) cell will be selected. Pico/femto cells are avoided by
high mobility UEs reducing this way the consecutive and redundant handovers. On the
contrary, static UEs preferably are linked to smaller cells, in order to offload the traffic of
the macro ones, so that they are available for the high velocity users. Finally, the higher
the sensitivity to latency of the specific traffic flow, the more the mobility of the UE
influences the Suitability.

4.6 Signaling - related issues

There is a compelling trade-off concerning all context-based schemes: on the one hand,
the more information that is aggregated and processed, the higher the potential to build
a comprehensive and holistic context for the user; at the same time, the drawbacks of
both the burden that is placed on the network for exchanging this excessive information,
as well as the computational costs on the processing entity (core network, UE, etc.)
should in no way be overseen. It may be argued that if additional context inputs are taken
into account, higher granularity context about each RAT/cell may be generated: Latency,
coverage, RTT, number of retransmissions, BER, SINR, packet loss, throughput,
bandwidth, network jitter, user monetary budget, location are all additional context
parameters, which could possibly add information in the decision-making process.
However, it must be very carefully taken into account that excessive context information
acquisition is tightly associated with excessive signaling, posing as a consequence a
redundant burden on the network, particularly when referring to very dense environments
comprising thousands of UEs and tens/hundreds of available RATs. Evidently, in our
scheme, the required input information for extracting the needed context has been
selected carefully taking into consideration the crucial target of minimal signaling
overhead; apart from the enriched ANDSF management we assume that includes the
traffic load of the base stations and their respective backhaul link’s, the rest of the input
information required by COmpAsS is already available by existing 3GPP-stanadradized
messages and interfaces. As a result, the signaling overhead imposed by the proposed
scheme comprises potentially a) the signaling required for acquiring all the input
parameters at the UE side (Oinput) and b) the Suitability output reporting (Ooutput) back to
the core network’s final decision-making entity.

We assume that O.uput €quals zero, as the Suitability output report of the UE plays an
identical role to the current 3GPP’s UE Measurements Report consisting of the reported
RSRQ values. As a result, input signaling cost is directly linked to the five input
parameters (Equation 1)
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Ooveralt = Oinput + Ooutput = Oinput

U R
00verall = Z (Z (SRSRQ + Smobility + Sflowtype + Sload + Sbackhaul))

m=1 n=1
Equation 1: Signaling Cost

U is the overall number of UEs in a particular network environment. R is the overall
number of the available RATs, which are evaluated by the UE. Sxrefers to the additional
signaling payload of the respective input parameter. According to the earlier analysis, 3
out of the 5 input parameters (Srsrarss, Smobiity@Nd Showtype) actually correspond to zero
overhead as they are already available in the UE according to the current 3GPP
standards. The traffic load information both for the access, as well as the backhaul link
are described in a coarse manner (low, medium, high); as a result, we append the
additional required number of bits in the signaling messages. The traffic load information
both for the access, as well as the backhaul link are described in a coarse manner (low,
medium, high); as a result, we append the additional required number of bits in the
signaling messages.

The figure that follows (Figure 26) illustrates how the signaling increases for the legacy
RSRQ/RSS-based mechanism and the proposed one in several 5G use cases. The
evaluation has been made for one evaluation of all available RATs by all the UEs in an
area. To further elaborate, we consider some of the most challenging 5G use cases,
which follow the METIS project specifications [182]. According to these specs, each use
case corresponds to a different number of
a) UEs and b) RAT choices, in the specific network environment; virtual reality office,
shopping mall, traffic jam, and stadium/open-air festival are some key examples, which
demonstrate an increasing number of users and available RAT options in a specific area,
ranging from a few UEs and RATs in an a area (Virtual Reality Office) to thousands
(Stadium).
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Figure 26: Signaling overhead for advanced context acquisition in diverse 5G use cases
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Evidently, there is an increase in the signaling burden for acquiring the additional context
parameters from the ANDSF in the case of COmpAsS. This is the case for any context-
based mechanism that attempts to walk one step further from the simple RSRQ-RSRP
based solutions. According to our knowledge, there is no previous work, which attempts
to quantify the signaling overhead of the proposed mechanism by linking it to the current
3GPP specifications. In addition, we emphasize the fact that despite the slightly increased
signaling cost, the network-related KPIs that will be presented in the Experimental
Evaluation (following section) demonstrate a clear superiority of the proposed scheme
both in terms of delay and throughput against the RSRQ/RSS based legacy scheme,
evidently compensating thus, for the extra signaling cost.

4.7 COmpAsS Experimental Evaluation

The performance of COmpAsS is demonstrated via a series of simulation scenarios. In
this section, 3 rounds of experiments will be presented, along with the respective
assumptions, topologies and outcomes.

All simulations were carried out using the open-source NS-3 discrete-event network
simulator ([183]). The implementation of COmpAsS inside NS-3 resulted in a custom build
of NS-3.19 release, including fuzzylite, a fuzzy logic control library written in C++
language.

In all scenarios, which will follow, COmpAsS is juxtaposed against A2A4 RSRQ
mechanism (Figure 27) —a well-established handover algorithm found often in the
literature-. A2-A4-RSRQ may be triggered by the two events; Event A2 is defined as the
situation during the serving cell's RSRQ becomes worse than a threshold. A4 event
describes the situation when a neighbor cell’'s RSRQ becomes better than a threshold.

((5 i (E (H ((é)) ((é))

FemtoCell 1 FemtoCell 2 FemtoCell 3 FemtoCell 4 FemtoCell 5 FemtoCell 6
{ { { I {
User Device User Device User Device User Device User Device User Device

Handover Process A2A4 scheme based on RSRQ

Figure 27: A2A4 RSRQ based Handover mechanism

Furthermore, throughout the experiments specific Key Performance Indicators (KPIs)
were chosen, which reflect the performance of RAT selection scheme from diverse
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perspectives and provide a holistic picture of the results. The pool of KPIs, which are used
comprise a) the number of overall handovers which took place during the simulation, b)
the downlink and uplink system throughput, c) the uplink and downlink delay, as well as
the downlink and uplink packet loss throughout the experiment duration.

Last but not least, in all scenario the Shopping Mall 5G use case has been selected
([184]). We selected this set-up, as a typical setting for a future extended rich
communication environment, involving both “traditional” radio networks, as well as
wireless sensor networks, where customers access mobile broadband communication
services while they are directly addressed by personalized location-based services of the
shopping environment.

4.7.1 Experiment 1: Simplified Shopping Mall use case

The first scenario presents a simplified version of a shopping mall test case; two rows of
femto cells (assuming they are inside the mall’'s shops) and a pedestrian corridor in the
middle, while macro cells (LTE eNBs) co-exist at a distance of around 1km which is a
typical range for an urban — suburban location (Figure 28). In our simulation scenarios,
we included 2 eNBs and 5 HeNBs. For simplicity’s sake, no WiFi APs were used in the
scenario, as the large-small cell handling evaluation of our mechanism was achieved by
using LTE macro and femto cells. It is furthermore assumed that inside the mall area,
several UEs are either static or moving at pedestrian’s speeds, i.e. 0 — 1.5 m/s. These
UEs —being attached to the mall's HeNBs- contribute as well in the creation of the load
that needs to be taken into account for selecting the appropriate RAT from UE.

) fea F 4% )
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Figure 28: Simple topology (Experiment 1) towards proof of concept

The simulations were made using three moving UEs at pedestrian speed: low, medium
and high. In order to evaluate the performance of the algorithms, we increased the load
of two out of the five overall HeNBs gradually, reaching from zero load to very high load.
The background traffic in all rest (H)eNBs causes them to be in a medium load state
during simulation time. By load, we are referring to both Load and Backhaul Load —as
they were presented in the previous sub-sections-, which is calculated by the number of
the rest static UEs, associated to each (H)eNB, as well as the number of bearers per UE.
The table below summarizes the simulation parameters:

Table 10: Experiment 1 simulation details

eNB (macrocell) HeNB (femtocell)
Number of eNBs | 2 Number of 5
HeNBs

Carrier Downlink: Carrier Downlink: 2120.0
frequency (MHz) | 2120.0 frequency Uplink: 1930

Uplink: 1930
Channel 50 RBs Channel 15 RBs
bandwidth bandwidth
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Transmit power | 35.0 dBm Transmit power | 23.0 dBm
Rest parameters

Simulation time 225 s

Simulation time unit 01s

Test UEs Sensitivity to Latency High (0.7/1.0)

UE mobility UE 1: linear low velocity (0.4 m/s)
UE 2: linear medium velocity (0.8
m/s)

UE 3: linear high velocity (1.4 m/s)
Rest attached UEs: static close to
the associated (H)eNBs

The KPIs, which are assessed, are the overall number of handovers that took place, the
average throughput as well as the average experienced delay for the three moving UEs.
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Figure 29: Overall number of handovers that took place

Figure 29 illustrates the performance of the two algorithms in terms of the overall number
of handovers that took place from the 3 UEs. Noticeably, the A2A4 RSRQ algorithm’s
decisions are not influenced neither by the higher mobility of the UEs, nor by the
increasing load of the HeNBs. On the contrary, the proposed mechanism tends to
minimize handovers in the afore-mentioned cases. When the load is low, the number of
handovers is reduced by 53.8% -due to reduced number of executed handovers of the
high mobile UEs-, while when the load increases, the overall handovers are reduced by
84.6% since the suitability factor of candidate (H)eNB is low.

Figure 30 illustrates the performance of the algorithms with regard to the calculated
average throughput both in the downlink and the uplink. The FL-based RAT selection
outperforms the A2A4 RSRQ in terms of throughput; both in the downlink, as well as the
uplink case by an offset of 300 kbps roughly as load increases. An interesting observation
in the case of the proposed mechanism’s performance is the increase of the throughput
when the load of the HeNBs is extremely high; this advantage results from the fact that
as load increases the suitability of the femto cells is constantly decreasing, tending to
retain the UE from doing a handover to them. As a result, throughput and delay
performance are directly related to the handover decisions presented earlier.

Similarly, the difference in the delay (measured as A2A4 RSRQ average packet delay
minus the FL-based average packet delay) remains positive in all scenarios. Once more,
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as load increases radically, the FL-based mechanism tends to increase its performance
since the UE keeps its connection to medium loaded eNB.
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Figure 30: (a) Downlink Throughput, (b) Uplink Throughput, (c) Downlink Delay, (d) Uplink Delay

4.7.2 Experiment 2: Realistic Shopping Mall use case

The 2nd experiment presents a realistic business case scenario of a shopping mall
comprising 3 floors (ground floor, 1st and 2nd floor), and 20 shops per floor (Figure 31).
The UEs are either static or moving, and are roaming around the shopping mall rooms
(shops, cafes, etc.). Several HeNBs are deployed in the three floors. In addition, two
macro cells (eNBs) exist outside the mall area in a distance of 200m to different directions.
Due to the fact that COmpAsS handles Wi-Fi APs and HeNBs in a similar way, with regard
to the pre-defined rules of the Fuzzy Inference Engine, for the sake of simplicity, in the
simulations only macro and femto-cells are deployed.
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Figure 31: Experiment 2: Shopping mall with 3 floors and 20 shops per floor

Besides the several UEs, which are roaming inside the mall area and creating respective
traffic to the HeNBs, we use one “test UE”, in which COmpAsS is deployed. Different
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simulations were carried out to test the UE at different velocities (low, medium, high), in
each one of the scenarios in order to evaluate the proposed scheme for varying UE
mobility, as mobility is one of the inputs, which are taken into consideration for the
decision. The test UE is moving with linear velocity between the rows of the shops, on
the 1st floor. An overview of the simulation details is presented in the following table:

Table 11: Experiment 2 simulation details

Environment Shopping mall: 3 floors, 100 x 200 meters
per floor, 20 rooms per floor ( 2 rows of 10
equal rooms)

Number of UEs Variable (UEs connecting/disconnecting)

Number of (H)eNBs 2 eNBs, 9 HeNBs

Carrier frequency (MHz) Downlink: 2120.0, Uplink: 1930

Channel bandwidth 50 RBs for eNBs, 15 RBs for HeNBs

Transmit power 35.0 dBm (eNBs) , 23.0 dBm (HeNBs)

Simulation time 100 s

Time unit 01s

UE mobility 0.4 m/s, 0.8 ms, 1.4 m/s (linear constant
velocity)

HeNB load Varying depending on the number of
associated UEs (very low, low, medium,
high, very high)

Traffic sensitivity to latency High (0.7/1.0)

The following figures illustrate the measured KPls, which resulted from the two
mechanisms with regard to the number of overall handovers which took place during the
simulation, the throughput of the test UE, the experienced delays, as well as the packet
loss during the measurements.

Variable load of the femto-cells of the shopping mall was tested, calculated in relation to
the overall associated users per base station and traffic that is generated. In particular,
the load of the base stations varies from 10% up to 90% of their available resources
(horizontal axis in Figure 32- Figure 38).
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Figure 32: Number of handovers

In Figure 32, the overall number of handovers is shown. According to the graph, the
proposed mechanism tends to minimize the number of handovers as it realizes less
handovers than A2A4 RSRQ in all load situations.
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Figure 33: Downlink throughput

In Figure 33 - Figure 35, the results of the downlink are illustrated: throughput, delay and
packet loss. With regard to the throughput (Figure 33), COmpAsS outperforms the A2A4
RSRQ algorithm in all load scenarios by 10-20 %. In the case of the proposed scheme,
the high interference, which results from the tested environment retains the UE from
handing over to the femto-cells, which suffer more; instead, the UE tends to stay more
time attached to the eNBs, achieving finally a higher throughput. Moreover, the UE
mobility is taken into consideration from COmpAsS, in contrast to A2A4 RSRQ); for high
mobile users femto-cells are less attractive, particularly if the load of them increases as
well, which makes them even more unattractive. In the case of the delay (Figure 34), a
significant difference between the two mechanisms is observed throughout the
measurements. Similarly, the packet loss (Figure 35) that experiences the UE, which uses
the COmpAsS mechanism, is by 20% lower than the other scheme, no matter how high
the load of the network —and as a result the experienced interference as well- is.
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Figure 34: Downlink delay
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Figure 35: Downlink packet-loss

Figure 36 - Figure 38 illustrate the measured KPIs of the uplink. Noticeably, the difference
of the throughputs of the two schemes is even higher than in the case of the downlink,
i.e., 200 — 400 Kbps (Figure 36).
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Figure 36: Uplink throughput
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Figure 37: Uplink delay

With regard to the uplink delay (Figure 37), it is shown that, although at medium load the
two algorithms have almost identical results, as the load increases further, COmpAsS’s
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performance is significantly better —roughly 50ms-, maintaining constant delay. In
contrast, A2ZA4 RSRQ’s delay is increasing further. This is explained by the fact that, the
suitability by COmpAsS during the load increase of the femto RATSs, reduces radically,
particularly for faster users.
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Figure 38: Uplink packet-loss

The packet-loss in the uplink case (Figure 38), similarly with the previous figures confirms
the superior performance of the proposed mechanism.

4.7.3 Experiment 3: Advanced Shopping Mall use case

The final COmpAsS evaluation experiment is the most advanced one, among the three,
which are included in this evaluation section.

We evaluate this 3™ experiment on the basis of 4 different scenarios, which we describe
in detail below. Overall, the network deployment allows seamless handling of services
across different domains, e.g. mobile/fixed network operators, real estate/shop owners
and application providers. The environment is similar to Experiment 2, presented earlier
(Figure 39). Each floor’s dimensions are 200x100m, containing 20 rooms/shops per floor,
with several LTE Femto cell placed on each floors, depending on the scenario. Outside,
two LTE eNBs are placed, 150m north and west of the mall respectively.
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Figure 39: Experiment 3 network environment

Ground floor

In order to evaluate the proposed framework, using LTE femto cells and macro cells is
sufficient, as the rules that apply for Wi-Fi are almost identical with the ones applied for
femto cells. In addition, the IP flow mobility between LTE and Wi-Fi networks is not
available in the NS3 simulator that was selected. Our simulation scenarios are based on
3GPP Specifications [185] and [186]. In higher detail, the transmission mode is SISO
(Single Input Single Output) and the scheduler is the NS-3 implementation of the
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Proportional Fair MAC scheduler. We use the Hybrid Buildings Propagation Loss Model
for path loss implemented in NS3 with Internal Wall Loss at 10.0 db Shadow, Sigma
Indoor at 10.0 db. The network node configuration appears in Table 12. Services are
implemented using NS3's UDP client-server application model and the desired data rates
are achieved through configuration of the packet size and the inter-packet interval
parameters. The service schedule for every user is pseudo-randomly generated at the
beginning.

Table 12: Experiment 3 simulation details

Tx Power i i
NSSNetwork | (@Bm) | Barion (WHa) | (RBS) | Amtenns
[185] [185] [185][186]
Macro cell 35 2120 50 (10 MHz) ':Sar;gio”c’
Femto cell 20 2120 15 (3 MHz) | Isotropic
UE 20 - - Isotropic
Other parameters
Number of eNBs 2
Number of HeNBs | 50 (max.)
Number of UEs 50
Simulation time 225 s
Time unit 0.1s
'rl;]rgggmission SISO (Single Input — Single Output)

As already presented earlier, the proposed framework’s algorithm uses two parameters,
i.e. Suitability Threshold and Hysteresis. Different parameter values may alter radically
COmpAsS’s responsiveness and functionality, primarily in terms of triggering events
frequency. Different network “states” (e.g., denser or scarcer deployments) would require
different configurations of these two control parameters. Towards this fine-tuning process,
hence, in the first two scenarios, we incorporate in our experimentation a range of values,
both for Threshold and Hysteresis. Overall, the evaluation of COmpAsS moves along 4
axes-scenarios, each one of which focuses on a different varying parameter of the
experiment’s setup, in order to simulate -in the most realistic extent possible- all the radio
conditions and network “states” that the proposed framework may encounter. In the
following table, we present in more detail the 4 different scenarios.

Table 13: Experiment 3 scenarios

Scenario | Scenario Value range | Number of experiments
Parameter COmpAsS A2A4-RSRQ
1 Suitability [0.99, 0.9, 75 experiments (15 15 experiments
threshold 0.7, 0.5, 0.1] | different executions (Suitability threshold
per threshold value) | does not apply)
2 Suitability margin | [0.3, 0.2, 0.1, | 75 experiments 15 experiments
0.01, 0.001] (Suitability threshold
does not apply)
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3 Deployment [2, 5,10, 20, | 75 experiments 75 experiments
density (number | 50]
of HeNBs)

4 Network load [1, 2, 3,5, 10] | 75 experiments 75 experiments
(number of traffic
bearers/UE)

For each one of the 4 scenarios, we ran 75 similar experiments in order to maximize the
validity of our experimentation results. In order to define the number of runs per sub-
scenario, as well as the experiment duration, we initially carried out some test scenarios;
each one of the different runs incorporates a random generation of mobility patterns for
the UEs, as well as slightly varying traffic models. We defined our confidence level at 95%
in order to be able to demonstrate a satisfactory and statistically valid outcome. More
specifically, we calculated the confidence interval in relation to the number of runs per
scenario:

We used the well-known Za/2 * o/A(N) formula, where Za is the confidence coefficient, o
is the standard deviation and N is the sample size. The standard deviation introduced a)
by the step of 0,1 second of the discrete-event NS-3 simulator and b) the deviation of the
received results, finally led us to execute 15 runs per scenario of 225s (2250 samples per
KPI per scenario with 0.1s step), in order to reach our target —i.e., 95% of confidence
level-. As an example, in terms of actual metric values, the delay KPI is expressed in one
of our scenario results as 0.13+0.00007s.

In addition to the aforementioned 300 experiments, another 180 experiments were run
using the A2A4 RSRQ algorithm, resulting overall in 480 experiments, providing, thus, an
extensive set of results for being able to accurately assess the validity and viability of the
proposed scheme. The Key Performance Indicators (KPls) that are used for the
evaluation comprise average uplink and downlink throughput, as well uplink and downlink
delay. In order to evaluate the above KPIs, we deploy randomly among the simulation
UEs 4 different service categories, corresponding to 4 different traffic models, as well (see
Table 14). The simulation UEs are running the respective assigned services throughout
the whole simulation duration. For each one of the service/traffic flow categories, different
KPIs are applied, according to the particular flow QoS requirements.

Table 14: Service/application parameters used and respective KPIs applied

Deployed Service Types, respective traffic models and KPIs

Type Traffic model QoS-related KPls
assessed
. Average call duration is 1.8'[187]

Jbi(gg”"ersat'ona' Average rate is 12.65 kbps[188][189] UL/DL delay
Average video duration is 4.12’ [192] UL/DL delay

2. Conversational Average DL speed 443 kbps [191]

video Average size for 480p video is 250MB per UL/DL throughput
hour in [193]

3. Real-time gaming .

Data (non latency- Average packet size is S0kB UL/DL delay

tolerant)

Inter-packet time interval is 50 ms [194]
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4. Non-GBR services _ , .
(e-mail, chat, FTP, Average session for file download is 9.8s for

3MBs file [190] UL/DL throughput

file sharing, etc.)

We derive the results of the aforementioned KPIs (DL and UL throughput and delay) by
grouping each time only the UEs that are running a KPI-related service type (e.g.
average DL throughput is derived only from the UEs running either conversational video
or non-GBR services, according to the table).

Scenario 1: Varying Suitability threshold

In our first evaluation scenario the Suitability threshold ranges between two extreme
values: 0.1 and 0.99; taking into consideration that in the proposed scheme, context
evaluation and Suitability calculation procedures are performed only when the current
RAT’s Suitability has fallen below the threshold, the behavior of COmpAsS varies
significantly, primarily as far as the triggering frequency of the mechanism is concerned.
The extreme value range has been selected on purpose, targeting to demonstrate how
the algorithm responds under any possible configuration. The first set of results (Figure
40-Figure 43) depicts the throughput and delay KPIs both for the uplink and the downlink.
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Studying the throughput graphs (Figure 40, Figure 41) reveals how COmpAsS
outperforms the conventional LTE algorithm for all threshold steps, both in the downlink
and the uplink respectively. In some cases, COmpAsS’s performance is higher by more
than 100%. Similarly, in the delay graphs (Figure 42, Figure 43), particularly for high
threshold values, in the downlink, the proposed scheme’s measured average delay is
reduced by 10%, while in the uplink up to 25% when comparing to the A2A4 RSRQ.
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High attention should be paid to the trade-off resulting from the Suitability threshold value,
when experimenting with extreme high and extreme low values. Figure 41 demonstrates
such a case, in which the optimized configuration results when threshold equals an
intermediate value, i.e. 0,7. Extremely high values result in excessive number of algorithm
triggers, which —although result in the optimal RAT selection at any point of time- cause
signaling overhead and calculation latencies. In other words, for every network setting
and environment, there is an optimal value for the threshold, for which the network metrics
are the highest; this does not always correspond to the highest threshold value. All in all,
the configuration of the system in terms of the threshold relies each time upon the specific
use case, the administrator’s targets and depends heavily on the specific environment’s
conditions and QoS requirements.

Nevertheless, it must be highlighted that in all graphs (throughput and delay, both DL and
UL), the two mechanisms’ performance converges as the threshold decreases, while it
becomes identical for the lowest threshold value (i.e., 0.1). This is explained by the fact
that, the lower the Suitability threshold value, the fewer times COmpASsS is triggered and
thus, the less effective it is throughout the overall simulation duration. When the value
reaches 0.1, the system responds as if the algorithm is practically no longer active.

In accordance with the above results, we select the value of 0.7 for the next scenarios of
the experimentation; using the specific value, the throughput optimization is highest, while
the delay remains considerably lower than the baseline, both in uplink and downlink.

Scenario 2: Varying Suitability hysteresis (margin)

The second evaluation perspective illustrates the simulation outcomes in relation to the
Suitability hysteresis, in a similar pattern with the first scenario; the hysteresis ranges
between two limit values: 0.3 and 0.001. As it can be inferred, the higher the hysteresis
(i.e. the difference between the current RAT’s and the candidate target RAT’s Suitability
value), the “stricter” requirements of COmpAsS in terms of Suitability of the successor
RAT for handover. On the contrary, the lowest hysteresis value, i.e. 0.001, implies that a
handover is realized by the time a RAT with higher Suitability is detected, without actual
margin being taken into account. The following figures (Figure 44-Figure 47) illustrate the
results of the 2™ experimentation round:
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It is clear that the proposed scheme’s results showcase a clear superiority, both in terms
of throughput and delay. The throughput is constantly increasing as the hysteresis is
decreased, both for the uplink and the downlink. This is expected in the sense that the
lower the hysteresis, the more handovers are realized according to COmpAsS’s decision
making and RAT selection. As far as the delay KPI is concerned, the proposed scheme
outperforms the LTE legacy algorithm for all hysteresis values. In the downlink (Figure
46) the delay is not influenced by the hysteresis, while in the uplink (Figure 47), it follows
a pattern similar to the throughput results.

It is worth highlighting the trade-off that results from the specific results. During the design
of our mechanism, we introduced the Suitability hysteresis, aiming at facilitating the
control over our scheme on the UE, in terms of battery consumption, while maintaining at
the same time the highest performance possible. As it is directly inferred from the
aforepresented figures, a low hysteresis implies maintaining constantly the optimal RAT
selected for the UE for all flows; at the same time, this is accompanied by higher battery
consumption as well (more frequent context information retrieval, FL-based Suitability
metric re-calculations, etc.), as well as higher signaling overhead. Hence, depending
each time on the specific use-case and respective requirements, COmpAsS can be
configured in one of the two modes (i.e. low consumption or highest performance
possible), as both seem to outperform conventional LTE schemes. For the rest of the
experimentation scenarios, we have set the hysteresis at the value of 0.1, attempting to
provide a balanced outcome when investigating the rest of the network parameters.

Scenario 3: Deployment density

In the context of the third evaluation scenario, we compare the two mechanisms in a
varying environment, in terms of HeNBs’ deployment density. The number of the femto
cells ranges from 2 (sparse deployment) up to 50 (ultra-dense deployment); the latter
resembles a typical 5G scenario as already discussed earlier. In the figures below (Figure
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48-Figure 51) we illustrate the network KPIs that resulted from the third scenario’s
experimentation. At this point we remind the reader that the Suitability threshold of
COmMpASsS algorithm is set to 0.7, while the hysteresis parameter at 0.1.
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In terms of throughput, COmpAsS achieves higher performance both in the downlink, as
well as the uplink. As also illustrated in the respective graph figures, there is no linear
relation to the number of available femto cells and the achieved throughput; however, the
highest throughput is achieved when the highest number of HeNBs is available. Taking
into consideration, that no limitations are posed by the backhaul network, more HeNBs
provide more resource blocks to the simulation UEs; hence, an efficient, context-aware
mechanism such as the proposed scheme is capable of optimizing the distribution of the
UEs among the femto cells to the most efficient way —in terms of resource blocks (RBs)
allocation per UE- possible. Similarly, in the delay graphs, a similar performance outcome
is illustrated. Both in the downlink and the uplink our scheme outperforms the A2A4
RSRQ algorithm. Once more, the high number of RBs facilitates their allocation to the
respective UEs, primarily in terms of scheduling and hence, results in lower delays.

Scenario 4: Network load

In the final round of experiments and in the context of the last scenario, we gradually
increase the network load in terms of active bearers (active traffic flows) per UE, aiming
at comparing the performance of our scheme in extreme load and interference conditions.
In the particular set-up, we deploy 10 femto cells (co-existing with the fixed —throughout
all experiment scenarios- number of macro cells). Similarly with the previous scenarios,
we provide the downlink and uplink throughput and delay KPIs (Figure 52-Figure 55) for
the two mechanisms.
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The performance of both mechanisms is radically deteriorated when the network load
gradually increases, both in terms of throughput and delay as well, as illustrated in the
above graphs. As far as the throughput metric is concerned, the proposed mechanism, -
although influenced as well by the load increase-, demonstrates a superior performance
than A2A4 RSRQ. This applies both for downlink and uplink. The negative impact of the
load increase is illustrated primarily in the downlink throughput case, where the lack of
available RBs —comparing with the overall active bearers- results in a decrease of around
80%. An analogous outcome is identified in the delay metric results, where a gradual
delay increase is reported along with the load increase. Similarly with the throughput KPI,
delay is also directly related with the scheduling inefficiency when the ratio of available
RBs and the number of active bearers in the overall experimentation is limited.
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5. CEPE: A CONTEXT EXTRACTION AND PROFILING ENGINE FOR
5G NETWORK RESOURCE MAPPING

5.1 Introduction

As already discussed in previous sections, in cellular networks, three mechanisms affect
the appropriate placement of end devices to RATs/layers, namely: cell (re) selection, call
admission control and handover. Cell (re)selection is a device control operation while call
admission control and handover (in the case of horizontal handovers) are network
controlled operations assisted by end devices. Due to their importance, these
mechanisms have drawn significantly the attention of the research community.

During the past years, standardization bodies like 3GPP have specified well established
procedures that typically employ simple algorithms (e.g., an end device or an eNB
evaluates the received signal strength) in order to reach a decision. Researchers
worldwide have built on these solutions and produced a rich set of algorithms both in
scientific publications and patents. In order to provide more sophisticated mechanisms,
the proposed approaches take into consideration additional parameters like the location
and speed of a terminal, the experienced interference, the executed service, the required
Quality of Service (QoS), the available bandwidth, the energy consumption, the user
profile etc. All this information is referred as “contextual information” and can be used to
improve network performance and eventually the QoE for the users. The main goal of all
these mechanisms is to employ appropriate tools (e.g., utility functions, fuzzy logic, etc.)
so as to evaluate the context information and reach a decision which optimizes the
placement of the users in RATs and layers in terms of throughput/latency/delay or other
KPls.

An alternative approach is to monitor the behavior of a user (e.g., location, mobility
pattern, use of specific services), analyze it and try to create a classification of end
devices based on the respective user behavior. This classification can then be exploited
by the mechanisms that affect the placement of end devices to RATs/layers. For example,
there are users that use their smartphones only for placing phone calls, while others are
‘demanding” data users (e.g., web surfing, emails, games). For the first case, the network
could place devices on legacy systems like for example GSM while for the latter they
could be placed on LTE or Wi-Fi access networks. The innovation of this idea is to build
a user profile on an automated way, by analyzing in offline mode a number of user-related
parameters and combine them with available contextual information.

This novel proposal’s directions is also followed by 3GPP’s latest standardization moves,
proposing the Network Data Analytics module (NWDA) ([154]). NWDA Function
(NWDAF) provides slice-specific network data analytics to the PCF (Policy Control
Function). NWDAF provides network data analytics to PCF on a network slice level and
the NWDAF is not required to be aware of the current subscribers using the slice. The
data may be aggregated from various network elements and functions, such as PCF
(Policy Control Function), ANDSF, OFCS, NMS, etc.

The aforementioned concept is implemented by CEPE, a Context Extraction and Profiling
Engine ([195]) and is analysed thoroughly in the following sections.

5.2 Knowledge Discovery (KDD) Tools

Methodologies and tools for KDD are divided into three categories: unsupervised,
supervised and semi-supervised. Unsupervised KDD methods assume the existence of
pattern(s) in data, which they try to unveil (e.g. identify clusters of similar observations).
Supervised KDD methods on the other hand focus on learning existing pattern(s) from
available data (i.e. training set) and then use them in order to classify previously unknown
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observations (e.g. assign a new object to a set of predefined classes). Finally, Semi-
Supervised KDD bridges the two aforementioned genres by attempting to identify
pattern(s) in datasets (like Unsupervised KDD) using information provided by a limited
training set. Before delving into the details of our framework we present a number of KDD
algorithms which we employ in our work.

k-Means clustering

k-Means [196] is a partitioning clustering algorithm used for many unsupervised learning
tasks. k-means tries to separate samples in k groups of equal variance by minimizing the
sum of intra-cluster distances (see objective function below).

k 2
E , E [lx —m||
i=1 X€EC;

where x is an object from the dataset and m; the centroid of cluster C;. k-Means is often
referred to as Lloyd’s algorithm ([196]).

Spectral clustering

Spectral clustering operates on the first k eigenvectors derived from the decomposition of
the data graph Laplacian and applies k-Means on the projected dataset in order to derive
the clusters. The algorithm operates on a large graph defined by the data similarities
which may be a full graph, a k-nn graph (only the k-nearest neighbors of each object are
retained) or an e-neighbourhood graph (only the points within range e are retained).

Naive Bayes

Bayesian methods are a set of supervised learning algorithms based on Bayes’ theorem
([196]). Bayesian methods are called “Naive” due to the fact that they operate under the
salient assumption that class membership depends on only one variable rather than their
combination. From a practical perspective, calculations are fast and simple; given a
training set with C classes, we compute P(C)), j=1...C for all classes of the set. Then, by
considering the “naive” approach we quantify P(xjC;) for all instances of class C; and all
values of variable x; from the set of observations.

ID3 Decision Tree

Decision Trees are powerful learning mechanisms used for classification and prediction.
The ID3 algorithm ([196]) is the most known and widely used due to its simplicity and
effectiveness. ID3 iterates over the dataset and divides it along variables taking into
account their entropy. Specifically, on each iteration, it goes through remaining variables,
calculates their entropy and uses the variable with the smallest entropy in order to split
the dataset. The algorithm continues on the remaining attributes until either all variables
are used or there are no more observations to divide (e.g. empty dataset or all remaining
data belong to the same class).

5.3 Overview of the proposed solution

The comprehensive overview of the various solutions proposed by the researcher
community, leads us to the conclusion that most approaches are either too simple to
implement but achieve sub-optimal solutions, or provide significant improvements but
their complexity or the burden placed on the network components renders them
unattractive for a real deployment by the operators. It is therefore evident that existing
solutions need to cover a larger gap in order for RRM mechanisms to be able to efficiently
and realistically support the real needs and requirements of 5G networks, with one of the
primary challenges being to deal with the constantly increasing number of mobile users
and bandwidth-intensive services via effective and efficient network planning.
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A critical issue is related to the additional information that needs to be exploited by the
network. A novel, overarching framework, on top of all three control schemes (i.e., cell
(re)selection, call admission control and handover) should be able to take advantage of
multiple sources of information (UE- or network- oriented) and extract from it additional
knowledge. The new scheme that we envisage collects information about users, services
and applications, terminals and network conditions and —based on offline processing and
knowledge extraction— categorizes the UEs according to their behavior. From an
architectural perspective, the derived models are provided to the Home Subscriber Server
(HSS) and to the serving MME of a terminal so as to be exploited during the cell selection,
CAC and handover processes.

Figure 56 describes the methodology for the knowledge extraction and the subsequent
enhancement of the afore-described mobility control schemes. The first step is to identify
the data that should be monitored, collected and processed as well as the Key
Performance Indicators (KPIs) which will be used in the end in order to assess the
effectiveness and efficiency of the derived model. At least four data types and
associated KPIs should be selected and used, namely: network operation data,
user behavior information, terminal capabilities and consumed service/application
data. Afterwards, we proceed with the evaluation of the contextual information, which
entails the extraction of data (e.g. selection of measurement according to location, time,
etc.) and the derivation a model, which will be used in order to create enhanced cell
(re)selection, CAC and handover mechanisms. The model is finally evaluated against the
initially defined set of KPls.

It should be noted that CEPE is not an algorithmic solution but a KDD framework
focusing on the exploitation of available contextual information in order to dynamically
identify profiles and associate them with sets of rules, which upon application can
ameliorate the overall network operation (i.e., provide a more efficient RAT/layer mapping

of UEs).
Monitored dataidentification L:cl:t'iz?lnntl:;i:;:::::ttgr:;gn

Monitored
data filtering

Context extraction

Context
evaluation

Contextenhanced resource
mapping
I Model

Evaluation

Figure 56: CEPE high-level methodology

At this point, we introduce the data-modeling step. Data modeling is a fundamental task
of KDD since it formalizes the basic entities and parameters of the system under
consideration. Therefore, it is an attempt to formally capture dependencies and
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interaction between involved entities. Towards this end, we drafted a first data model,
which set the basis for our work. We used in order to depict basic entities, their
parameters and the interactions among them. In order to facilitate the KDD process and
highlight the added value of our approach we included a limited set of parameters,
essentially the minimum set of parameters that will help us draw conclusions from our
data. Of course the model itself can be extended in order to accommodate current and
future industrial data. The model is presented in Figure 57.
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Figure 57: CEPE Data Model

The basic entities of the diagram are the User, the Service, the Device and the
Network Technology. The user is characterized by a unique ID Number and a number
of static attributes (e.g. Name, Surname and Address). The User may own one or more
SIM cards and one or more mobile Devices. The SIM card is described by a number of
attributes; IMSI and ICCID uniquely identify the card worldwide. In parallel, the SIM card
holds the geo-location of a user described by entity Location. A User has signed one or
more Contracts with one or more mobile operators. This Contract is described by a
number of static details (date of signature, duration, annulment cases, etc.) and contains
the charging details. The location is stored in two different formats, either using
coordinates or by exploiting the Location Area Identifier (LAIl). The Device is described a
core set of static characteristics like Type, CPU, Memory, Batter, Operating System and
has a number of subclasses that inherit and extend it. Depending on the inheritance level,
a Device instance can be Smart Phone class (having IMEI and Screen Resolution as
additional features), Laptop or a Sensor. A Device can hold one SIM card and has a
dynamic state at specific time intervals described by CPU, Memory and Battery.
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A Device may host one or more Protocols. A Protocol may be composed of other
Protocols, thus realizing the concept of the protocol stack. The stack is a fundamental
concept that enables the realization of an Interface. A device can have one or more
physical Interfaces which are enabled due to the existence of proper Protocols. Each
Interface has a Type and a number of parameters. A Network Technology is implemented
through one or more interfaces and implemented by a set of Protocols. Network
Technology is an abstract term encapsulating devices like APs, Routers, eNBs etc. Thus,
it can a similar set of characteristics as the Device and is deployed in a certain Location.

A Network technology offers one or more Service Types, which essentially characterize
Services. The latter are described by a Cost Model and a set of minimum requirements
which must be met in order for the service to be offered through a Network Technology
to the Device of a User. Of course, Service consumption takes place at a specific Time,
thus every relation of our model is directly or indirectly characterized by the Time concept
(all variables are populated with values at specific sampling intervals).

For simplicity reasons, we assume that each observation derived from our ecosystem
resembles a row in a log file consisting of all the monitored parameters. For example,
assume that a User with his Device starts at Time f, consuming a Service through a
Network technology. User refers to the unique identifier of the specific UE, Device to the
specific type of equipment that is used along with the device capabilities (CPU, monitor,
etc.) and the Service relates to the type of the session that is active when the particular
information is logged (i.e., VoIP call, browsing, Video streaming, etc.). Finally, the
Network refers to the type of the RAT, as well as the cell layer via which, the specific
service is being consumed (e.g., Wi-Fi, LTE femto-cell, macro cell, etc.). Consider now
that we take a “snapshot” of the system every t seconds. Thus, our log input will be made
up of numerous rows that look like:

User > Device > Service> Network @Time

Obviously, using the available information, we can derive additional parameters and
augment our model. For example:

* Uplink Peak User Throughput: find the max value within a specific time frame

* Downlink Peak User Throughput: find the max value within a specific time frame
* Uplink Delay: calculate uplink delay within a specific time frame

* Downlink Delay: calculate downlink delay within a specific time frame

Similarly, we can quantify any required indicator and augment our input data:
{User ~ Device >~ Service ~ Network @Time, KPI4, ..., KPI,}

Note here that the level of granularity can change by selecting different time periods or
a different entity. For example, we may ignore the User and Device axes of our data
model while aggregate records per Week and evaluate the effect of Service
consumption on our Network:

{ Service = Network @ Timeweek, KPl1, KPly, ...., KPIy}
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Figure 58: Graphical representation of the multi-dimensional profile

During the design of CEPE we took into consideration the huge amount of available
information, as well as the need to formulate and derive various groups and associations,
either apparent or latent, offline or at near real time. CEPE therefore operates on two
levels (i) Macroscopic/ Horizontal where each observation is treated as a whole and (ii)
Microscopic/ Vertical where all operations are applied on the elements defining each
observation®. This two-level approach facilitates the application of CEPE on large data
collections while in parallel —since a significant portion of the information remains static
(e.g. device type) — speeds up classification. From a high level, methodological
perspective, the proposed framework builds a is implemented in three steps:

» Data is aggregated from the identified data sources and formulates the dataset to be
processed (Level 0)

e The dataset is broken down into subsets in order to derive sets of similar
observations (Level 1, e.g. similar time period, similar geographic area, etc.).

* Each subset is broken down into entity specific chunks following a simple
disaggregation approach; each observation is broken down into its constituting
entities (Level 2, e.g. User, Device, Network and Service sets).

Similar observations per entity are grouped together (e.g. User = {User;, Usery, ... , Usery}).
We assume that each group defines a node in a graph which is connected with another
entity node via an edge with weight w; ; where i and j denote groups of different entities
(e.g. User; and Service;are connected with an edge of weigh w;;).

The next step is to answer questions; for example, how to optimally assign a User to a
RAT (e.g. cell ID and location) taking into account contextual information. A naive usage
of the model for this purpose would be consider the User entity, identify the User’s group,
traverse the graph and find the most proper User-Service-Device-Network path (e.g. a
path that maximizes the sum of weights). As we will see in the following paragraphs, we
exploit this graph-traversal approach but apply a more elaborate scheme.

® Recall that an observation comprises the concatenation of instantiations of different participating entities
(e.g. User x Device x Service Status @ Time)
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Building and updating this model takes place offline, since it is time consuming. The
updates are based on a sliding window approach where a set of observations is replaced
by a new one. This action is executed periodically, in the data-warehouse of the network
operator, since it implies rebuilding the models.

Searching on the other hand can take place in real-time. Network and Device nodes are
few (devices can be roughly categorized into maximum 10 groups; types of networks
even less) while user nodes are also limited by the input User. The added value of CEPE
is that it is generic in the sense that it can be applied to the whole dataset, a subset of the
dataset or a time-projection of it. This means that you can obtain different models for
different geographic areas, time slots efc.

CEPE can be applied in either a supervised or an unsupervised context, thus
leading to different results. In the unsupervised CEPE, we assume that there are some
groups in our data, which we attempt to identify. On the contrary, in the supervised CEPE,
we know in advance the groups (i.e., classes) and attempt to define a model that best
describes them so as to be able in the future to categorize previously unobserved
instances.

Evidently, everything comes at a cost; in the unsupervised case we gain flexibility and
adaptability but the approach is prone to ill-defined and noisy data. In the
supervised case we gain robustness but lose adaptability. For example, consider the
case where a network operator identifies a new user group based on accumulated
charging data records (CDRs) and customer information (CRM). Using this information,
he sets up a campaign (e.g. offers free MBs to low spenders), which in turn results in the
definition of a new group (e.g. low spenders who exhibit high-spender characteristics for
a certain amount of time). Supervised CEPE will successfully categorize users in the initial
group set but will fail to identify the new one. The unsupervised CEPE will exhibit worse
performance in the first case —identification of profiles— but will find out that a new group
has emerged when sufficient data is accumulated.

All the details related to the Supervised and Unsupervised versions’ modelling of CEPE,
along with the Rules Extraction KDD methodology can be found in the Annex. A final
remark that needs to be made is that, besides the pre-processing stages, which take
place in the context of the CEPE KDD methodology —and were previously discussed-, a
parallel pre-processing of context information takes place: In the following section, CIP
is presented, a context information pre-processing module, which acts in a distributed
manner from the side of the different context-providing network entities, and minimizes
the aggregated context information to be provided to CEPE, before even transmission.
The direction of such a scheme is to minimize the network signaling overhead posed by
such context aggregation mechanisms; on the contrary, the CEPE KDD part pre-
processing module focuses primarily on the optimisation of the already acquired data
towards the acceleration of the overall process.

5.4 CEPE deployment in the EPC network architecture

In this sub-section we present a graphical representation of how this scheme is deployed
in the actual EPC network architecture (Figure 59).
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Figure 59: CEPE deployment in EPC network

As already discussed, CEPE collects information about users, services, end terminals
and network conditions and executes the offline processing in order to categorize a user
according his behaviour. The resulted information is then passed to the HSS and to the
serving MME of a terminal so as to use this information eventually by the network
components during the cell (re)selection, the CAC and the handover processes. The
deployment of CEPE requires obviously new interfaces in the network architecture.

The proposed solution encompasses all the key functionalities, namely, Context
Acquisition, Context Modelling, Context Exchange, and Business Logic. More specifically,
the proposed CEPE scheme incorporates, information gathering from several network
points (e.g., UEs, (H)eNBs, HSS, PGW, SGW, MME, etc.), which is the Context
Acquisition and Context Exchange functionalities; the correlations among the inputs are
being identified afterwards (Context Modelling) and then are being linked to specific
business goals automatically (Business Logic).

Figure 60 depicts the CEPE operation, highlighting the introduction of CEPE entity, the
interfaces which are being considering for extensions as well as exemplary information
exchange. In this, CEPE gathers user information from HSS, service information from AS
(Application Server), UE capabilities and status from the UEs, and network resources
information from the network entities involved (e.g. eNB). After the knowledge extraction
process has been completed, CEPE communicates the device classification outcome to
the network entities and the UE.
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Figure 60: CEPE operation example
5.5 CEPE Experimental Evaluation

In this section, in order to assess the validity and viability of the proposed framework,
CEPE is evaluated via the realization of 2 different experiments. Through the experiments
we attempted to replicate —to the best possible extent— a real life situation. Towards this
end we conducted an extensive literature review that covered a large number of aspects
like mobility speed, energy consumption patterns, service usage patterns, etc. We
present our findings and configuration in the following.

5.5.1 CEPE 1° Experiment
Experimentation Scenario and Setup

This experiment considers a Shopping Mall environment, as this was described in the
evaluation of COmpAsS mechanism (see Experiment 2: Realistic Shopping Mall use
case), i.e., an established 5G scenario, part of the UDN use case.

A typical setting for a future extended rich communication environment, involves
“traditional” radio networks and wireless sensor networks, where customers access
mobile broadband communication services while they are directly addressed by
personalized location-based services of the shopping environment. Overall, the network
deployment allows seamless handling of services across different domains, e.g.
mobile/fixed network operators, real estate/shop owners, application providers. Based on
this description, we use the NS3 and model a single floor, 200x100m building, containing
10 rooms, with an LTE Femto cell placed in each of them. Outside, two LTE eNBs are
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placed, 150m north of the mall with Inter-Site Distance (ISD) equal to 200m, and a GSM
cell between them (at equal distance from the eNBs).

Figure 61: CEPE 1st experiment simulation topology

Our simulation scenario is based on 3GPP Specifications [185] and [186]. In details, the
transmission mode is SISO (Single Input Single Output); the handover algorithm is the
A2A4 RSRQ-based7 and the scheduler is the NS-3 implementation of the Proportional
Fair MAC scheduler [186]. We use the Hybrid Buildings Propagation Loss Model for path
loss implemented in NS3 with Internal Wall Loss at 10.0 dB Shadow, Sigma Indoor at
10.0 dB [185]. The network node configuration appears in Table 15. Services are
implemented using NS3's UDP client-server application model and the desired data rates
are achieved through configuration of the packet size and the inter-packet interval
parameters. The service schedule for every user is pseudo-randomly generated at the
beginning; as the simulation progresses they affect and are affected by the battery state
and the charging status. Service parameters appear in Table 16: Each time one of the
services is triggered according to the service schedule mentioned above, a constant bit
rate traffic model is generated with the respective duration; the traffic is between the
clients (UEs) and a remote host, while our measurements concern only the part of the
access network.

Every user follows a mobility model comprising a) the velocity and b) the path pattern
(linear, random, etc.). The mobility model may change during simulation. Every 4 minutes,
each user randomly selects a model; additionally, when a UE has moved 30 meters
towards any direction, it randomly selects another direction to move next. The considered
mobility models are: Stationary Mobility (0 m/s — 0.8 m/s); where customers move very
slow or remain at their position, Low Mobility (0.8 m/s — 1.4 m/s); where customers move
with a slow or average pace inside the mall and Medium Mobility (2 m/s +/- 0.6); where
customers walk fast inside the mall. Moreover, every user has a charging level denoted
as Bronze, Silver or Gold (randomly assigned based on a uniform distribution), emulating
the data capacity of his subscription. Bronze users have a maximum of 500 MB to spend
on data services (the initial value is randomly generated between 40-500 MB), Silver
users a maximum of 2GB (the initial value is randomly generated between 100-2000 MB),
and Gold users have no threshold.

! https://www.nsnam.org/docs/models/html/Ite-design.html#fig-Ite-legacy-handover-algorithm
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Table 15: NS-3 configuration

NS3 Network | Tx Power | Downlink Bandwidth Antenna Type
Node (dBm) (DL) Earfcn | (RBs) [185] | [185]

[185] (MHz) [185] [186]
Macro cell 35 2120 50 (10 MHz) | Parabolic, 15 dBi
Femto cell 20 2120 15 (3 MHz) Isotropic
GSM 35 2120 15 (3 MHz) Parabolic, 15 dBi
UE 20 - - Isotropic
Macro cell 35 2120 50 (10 MHz) | Parabolic, 15 dBi

When data services are used, the available data that a user has according to his
subscription are reduced. Recall that in real life, users tend to reduce their activities (i.e.
data usage and session duration) when their data availability becomes low. In order to
replicate this behavior, we assume that when bronze users consume 80% of available
data they reduce their activities to 10% of their normal habits and corresponding session
duration to 70%. Similarly, silver users reduce their data intensive activities to 50% when
they consume 80% of their available data and cut their duration by 50%.

Table 16: Service parameters used in simulation

Service
Value Comments
Type Characteristic
Short Duration | Duration 100 sec (+/- 10) Average call duration
Voice Rate 13 kbps UL & DL 's 1.8T187]
- Average rate is 12.65
Long Duration | Duration 240 sec (+/- 20) kbps[188][189]
Voice Rate 13 kbps UL & DL
Duration 4 sec (+/- 2) Average web page
access session
duration is 4.2
Web Data seconds [200]
Rate 1.6 MB DL (+/- 500KB) Average web page
size is 1.6MBs
[201][201]
Duration 9 sec (+/- 2) Average session for
FTP Data file download is 9.8
seconds for 3MBs file
Rate 3 MB DL (+/- 60KB) [200]
Average  YouTube
Durati 24 4/ video duration is
uration 0 sec (+/- 30) 412’ [192]
. Average DL speed
Video Stream
Data 443 kbps [191]
Average size for
per hour in
YouTube[193]
VolP Data Duration 900 sec (+/- 300)
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Skype audio only UL
42-47 kbps, DL 42-
47 kbps [191]

Average Skype call
duration is ~20
minutes [202]

Rate 45 kbps UL & DL

We consider 3 different device classes, namely high, medium and low capabilities
terminals, which affect the total battery capacity and battery reduction of a UE. The battery
consumption formula is based on the battery’s maximum capacity and the battery’s
consumption of each service on every device. In the case of smaller (Femto) cells, we
consider that the consumption is proportional to the Macro cell’s consumption, due to the
fact that less transmission power is needed on the UE side. Throughout the simulation
we consider that users do not change devices.

Battery status is initialized similarly to charging status (i.e. uniform distribution, but taking
into account maximum capacity due to different devices). Furthermore, we consider 3
distinct battery levels, namely High, Medium and Low, each having an impact on the user
behavior. Initial battery state is randomly distributed between 20% and 80% of maximum
capacity. A device has High battery status when more than 35% of the total battery
capacity is available. A high battery status has no effect in the rate or duration of the
services used throughout the scenario. A Medium battery status is assigned to devices
operating between 10% and 35% of total battery capacity. When a device’s battery status
drops to Medium, the user consumes 50% of the calls/services he would normally
consume (i.e. in High battery status) and their duration is cut by 50%. Finally, a low battery
status is assigned to devices operating below 10% of total battery capacity. When a
device’s battery status drops to Low, the user only uses 10% of calls/services he would
normally consume (i.e. in High battery status) and their duration is reduced by 70%
(duration reduction does not apply for web pages). Table 17 below describes in detail the
characteristics of the three device classes and the battery models.

Table 17: Types of devices and associated battery consumption

Screen Battery Macro Cell

Device Type Capacity Battery l;irlr;;zn?etll{ogattery
Type (mAh) Consumption P

_ 145,27*t(talk) +

High LCD 483.19*t(web) +

Capabiliies | 4o85:1920, | 2300 377,04*(video)

Device (Based 4.95inch +7,66t(idle)

on Nexus 5)

i 215,38*t(talk) + *

Capabilities AMOLED 325,58*tEweb)) .\ 2.07n1stm tIi\(/;';llcro cell

Device (Based | 720%1980, 2100 222 22*t(video) + P

on Samsung| .. 2,65*(idle)

S3) :

Low 133,33*t(talk) +

Capabilities TFT 240*320, 1000 230,77*t(web) +

Device (Based | 2.4inch 312,5*t(video) +

on Nokia E66) 2,97*(idle)
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Experimentation Methodology

Using this scenario and assumptions we generate a number of datasets upon which
CEPE was evaluated. During simulation time we monitor the status of the user, device,
network and service and store it into a log file. Each record of the dataset contains the
time of the observation, the UE’s International Mobile Subscriber Identity (IMSI) and all of
the information we can collect related to UE’s, services’ and network’s state at the specific
time of the observation. An excerpt of this information is depicted in the following figures
(Figure 62Figure 63).

imsi B name __E/surname E/age B nmrmmrmr_
1 Maria Taylor 36 F College 33220 1.3Ghz ~ dual ios 320
2 Nick Lukas 19 M not graduated Highschool 24712 1.3Ghz  dual i0S 240 320
3 George Brown 2M Higher than College 22394 1.7Ghz ~ dual Android OS 720 1280
4 George Smith 29 M Higher than College 24916 1.6Ghz quad Android OS 1080 1920
5 Lusille Brown 54 F College 47098 1.6Ghz quad Android OS 1080 1920
6 George Tremblay 58 M Higher than College 56884 1.3Ghz dual ios 240 320
7 Nick Smith 78 M College 16722 1.6Ghz  quad Android OS 1080 1920
8 Constantine Smith 50 M not graduated Highschool 18461 Unknown Unknown Symbian 240 320
9 John Smith 51M Highschool 23208 Unknown Unknown  Symbian 240 320
10 Luisse Skywalker 43 F Higher than College 15122 1.3Ghz dual ios 240 320
11 George Skywalker MM not graduated Highschool 23320 1.7Ghz ~ dual Android OS 720 1280
12 Nick Skywalker 28 M Higher than College 181582 1.3Ghz  dual i0s 240 320
13 George Wong 30M College 77579 1.3Ghz  dual ios 240 320
14 Martha Brown 21 F Higher than College 5488 1.7Ghz dual Android OS 720 1280
15 Maria Brown 50 F College 30939 1.6Ghz quad Android OS 1080 1920

Figure 62: Sample of the user and device static characteristics
T T N N N P - T~ T - T P = R - e e T

<

375 18.1683 25.2491 9.08511 00:00:00 o 4210 17364 o 0.111069 [ 2 -79.0004 -6.0066
375 21 52.2987 68.3325 11.1514  -1.95099:-1.56354:0 20 25 11359 26 20696 0.0123813 0.00714496 0 1 -77.2772 -5.48997
375 22 69.5819 24.7065 4.79334  0.770973:1.97211:0 20 o 10944 0 25848 o 0 0 8 -78.8653 -8.30015
375 23 73.6172 76.5321 4.62715 -2.20642:1.29282:0 20 25 10720 25 24558 0.0122713 0.00334262 0 1 -77.2834 -6.45531
375 24 45.9436 7.94052 4.61572 1.0997:-2.01332:0 20 25 9964 25 23387 0.0126559 0.00372722 0 6 -66.9001 -4.2853
375 25 38.2861 90.6926 11.9442  -2.54065:0.860013:0 20 0 13824 19 25391 o 0.554631 0 1 -76.0733 -6.23794
375 26 30.7951 40.5527 12.9944  2.62772:-0.491851:0 20 o 12020 18 25496 o 0.552982 0 1 -78.2644 -5.32413
375 27 70.3948 28.1009 6.23434 3.48727:1.06985:0 20 25 11327 15 25341 0.0124184 0.109823 0 8 -76.8916 -8.68234
375 28 140.162 49.6648 11.8284  -0.034281:3.55078:0 20 25 11309 25 23303 0.012905 0.0244163 0 1 -76.3161 -6.0656
375 29 100.556 51.5388 6.39348  0.930197:-2.26329:0 20 0 10673 [ 22124 0 [ [ 11 -78.6731 -5.80526
375 30 171.34 26.2544 2.14341  3.83806:-0.799411:0 20 o 11034 [ 23307 [ [ [ 16 -75.897 -7.50523
375 31 170.5 87.0532 5.88935  -1.42696:-3.05206:0 20 0 6393 0 20687 0 0 [ 1 -66.8345 -4.11972
375 32 14.1901 78.9689 7.97035 -0.515784:2.77083:0 20 25 9791 26 20536 0.0124892 0.00613741 0 1 -76.4907 -5.66534
375 33 186.025 39.6246 9.94747 -0.446031:-2.35723:0 20 0 8065 0 17411 0 0 [ 1 -80.7119 -6.22565
375 34 194.926 67.5309 3.0497  0.546728:-2.56947:0 20 1) 8337 1 21214 0 0.154213 [ 21 -69.1081 -4.34456
375 35 83.7675 10.6315 7.6823  2.71138:0.0945869:0 20 0 9740 0 22202 0 0 0 8 -71.2933 -6.08535
375 36 144.869 19.5153 12.0044 2.99819:1.88492:0 20 o 11859 ] 22371 0 0 [ 16 -75.2858 -7.65617
375 37 91.7005 90.1601 11.3707  -3.11177:1.98614:0 20 0 10609 0 19951 0 0 0 1 -77.1156 -7.36175
375 38 33.7284 98.4918 0.251241  0.824956:-3.56771:0 20 o 7209 0 23529 o 0 0 5 -70.8778 -5.85312
375 39 50.1913 89.3476 14.7854  -1.99062:1.13374:0 20 0 9910 24 20846 0 0.488858 0 1 -76.6427 -6.00061
375 40 67.6137 3.07486 6.3801 -3.118:1.33938:0 20 o 7128 0 20673 o 0 0 1 -70.8111 -5.38928

Figure 63: Sample of user and device dynamic measurements.

Data are post-processed in order to add labeling information; every instance is attributed
a label based on the scenario assumptions of the previous paragraph. We consider this
labeling information as the ground truth, i.e. the correct labels that our model should
identify. Moreover, we map continuous variables like income and age to nominal values
and string data to integer values (e.g. an education level ‘College’ is mapped to 2). This
way we manage to map all variable values to real numbers and thus map any instance
as a high dimensional point residing in R", where n is the number of variables describing
each observation.

The final dataset is provided to CEPE for training. As soon as the knowledge base is built
we rerun the same experiment using the derived rule-set and the learnt model. The
second time, NS-3 uses the CEPE model in order to:

i.  classify a user according to his behavior and
ii. identify the best set of actions to apply given the results of i.

125 S. Barmpounakis



Context-based Resource Management and Slicing for SDN-enabled 5G Smart, Connected Environments

[ NS3 Scenario Setup }% Dataset @

\_/_
Model Building for \
L Profiling and

Rules Classification
E— Supervised CEPE

Unsupervised CEPE

Model Building
for Profiling

Profiles S
Model Building
\_,K Qar Classification
V
KPIs
(CEPE)

\ 4 A 4 A\ 4
KPIs (No |
CEPE) >| Evaluation

Figure 64: Experimentation methodology

Evaluation is performed along two axes; at first we assess the classification capability of
CEPE itself and then we assess its effect on network conditions.

Both supervised and unsupervised CEPE versions are evaluated with respect to their
ability to build a model that identifies new observations. In the unsupervised CEPE case
we assess

i.  the ability of Spectral Clustering to build a model that is close to the original labeling
scheme

ii. and the ability of ID3 to properly model it and classify new instances with it.

The evaluation of the supervised case is simpler since we only assess the ability of CEPE
to build a model which is close to real data.

In order to assess the quality of the clustering and classification algorithms we employ
the F-measure:

Precision * Recall

F —measure = 2 *
Precision + Recall

where
o True Positives
Precision = True Positives + False Positives
B True Positives
and Recall = True Positives + False Negatives

We retain the best performing model and proceed along the second evaluation axis that
focuses on the effect of CEPE rules and profiles on network conditions.

We quantify mainly two KPIs, namely: Uplink (UL)/Downlink (DL) Throughput (i.e. the total
throughput for the uplink and downlink respectively, for the entire simulation) and Number
of Handovers (i.e. the total handovers performed during the entire simulation). The latter,
i.e. Number of Handovers, is directly linked to QoS: the more handovers are realized, the
higher the degradation of the respective on-going service performance, due to the
handover signaling overhead increase, data lost during the handover duration, re-
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transmission timeouts, etc. The overall experimentation methodology is depicted in
Figure 64.

We employed two simulation models: Low Background Traffic, where during experiments
current traffic was augmented by a +5% UL and DL and Medium Background Traffic,
where current traffic was augmented by +20% UL and DL. The duration of each simulation
equals 20 real-life minutes and we logged measurements every second. We considered
40 users, using the discussed service types (5 types), mobility patterns (3 patterns),
device types (3 types) and charging categories (3 categories). Every scenario was
executed 5 times thus all reported values in the rest of the section comprise the mean
results of these executions.

Results

The application of the supervised CEPE resulted in a model, which attains an F-measure
of 0.984 (e.g. the derived rules from ID3 can correctly classify 98.4% of observations).
The background traffic did not affect the classification ability of the models. The
unsupervised CEPE was more laborious since it entailed the initial application of Spectral
Clustering. Specifically, we used a fully connected graph and the Gaussian kernel with
0=38. Spectral clustering managed to attain an F-measure of 0.90 (e.g. identified the
correct number of clusters and correctly classified 90% of the instances). The application
of the decision trees on the labeling scheme of the spectral clustering produced an F-
measure of 0.95. Table 18 provides the aforementioned results both holistically but also
per entity (e.g. device entities only). Obviously, it is easier to build a good model for
Devices but it gets more difficult when the device classes are combined with the various
mobility types and services. The latter was the reason that laid us to present the dynamic
user information (i.e. mobility data) separately.

Table 18: Unsupervised and Supervised CEPE results -Knowledge Discovery Capability
assessment w.r.t F-measure.

Unsupervised Supervised
CEPE KDD Evaluation Spectral | Decision | Decision
Clustering | Trees Trees
Device 0.97 1 1
Mobility | 0.89 0.951 0.981
%%:Vfﬁc Background User 0.95 1 1
Service 0.91 0.934 0.973
All 0.90 0.95 0.984
Device 0.97 1 1
_ Mobility | 0.89 0.951 0.981
Igsglgr?;und Traffic User 0.95 ! !
Service 0.91 0.934 0.973
All 0.90 0.95 0.984

The experiments showcase a clear superiority of the supervised case, constantly
exhibiting a better F-measure. In fact, when the unsupervised CEPE was evaluated

® The derived affinity matrix offered the best discriminative depiction of the underlying data clusters (i.e.
clusters were better separated and clearer compared to other configurations).
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against the ground truth labeling scheme, the F-measure was marginally equal to 0.90
giving the supervised case a clear precedence of almost 10%.

It is also worth noting that in the supervised case, classification results and associated
rules are derived faster. The latter is due to the complexity of the employed approach,;
spectral clustering necessitates O(|X|?) memory and O(|X|*) processing time contrary to
O(]X]) memory and O(n|X|log|X|) time required by decision trees -n is the number of
features.

This evaluation also indirectly assesses the capability of CEPE to identify behavioral
changes and adapt (i.e. identify that a subscriber suddenly changes mobility pattern); this
is captured in the overall results. Finally, the lower quality was anticipated due to the
unsupervised nature of the algorithm. Thus, in the remainder of the section we focus on
supervised CEPE.

Using the methodology about Rules Extraction and Feedback Loop in Annex, and
exploiting the derived classes-graph we extracted a number of rules. We used the semi
supervised approach where we extracted the full rule-set from the graph, ranked it
according to the sum of weights and selected the rules, which we deemed more suitable
for ameliorating the KPIs. The selection we performed was based on the following
assumptions / considerations:

* Gold users should have the highest possible quality of experience.

* High mobility users shall be served by macro-cells to minimize the number of
handovers.

* (Calls of higher duration by moving users shall be served by macro-cells since the
probability of a handover during the lifetime of the call is higher than for short calls.

* Voice Services shall be served by a second/third generation technology so that
resources in 4G systems are allocated to high data users.

* Low-end devices that cannot support advanced services should be served by a
Second or Third Generation technology (e.g., GSM).

* Low Battery level devices shall use short-range wireless technology.

These rules are used in conjunction with the A2A4 handover algorithm. Each rule selects
the most appropriate RAT (e.g., FemtoCell), and A2A4 undertakes the selection of the
best FemtoCell where a UE should be handed over, based on RSRQ.

Performance evaluation per RAT

Our first evaluation depicts the results in relation to the RAT of the UE. Essentially, for
every employed KPI we attempt to quantify it on a holistic level (e.g. how the packet loss
was affected by CEPE) as well as on RAT level (how the packet loss in GSM was affected
by CEPE). Towards this end we provide Figure 65-Figure 68.
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The four initial figures illustrate the overall number of handovers per RAT type, as well as
the experienced throughput per RAT, both for medium and low background traffic. The
graphs show that the application of CEPE reduces the overall number of handovers in
both cases; in fact, the realized handovers are minimized by 15 — 20%. Looking closer,
we observe that the femto-femto handover type dominates the overall picture. The
reasoning for this fact is primarily related to the Ultra Dense Environment of the simulation
topology that has been selected, and not the specific policy rules that were applied. There
is a big number of femto cells inside the interior of the shopping mall, very close to which
the UEs are moving. This results to high RSRP/RSRQ values, boosting as a result the
femtos’ selection.

Despite this fact, however, CEPE seems to considerably ameliorate the ping-pong effects
and the often handovers — even in the very frequent event of femto to femto handover-;
this is on the one hand due to the policy rule that high mobility users are never placed in
femto cells (thus these users never participate in FEMTO-FEMTO handovers); on the
other hand, the rule, which places the Voice Service UEs in the macro cells also
decreases the possibility for UEs to need to realize a handover between adjacent FEMTO
cells.

The throughput results are similar in both experimentation scenarios, implying that the
performance of the CEPE-enabled handover scheme is not influenced by the traffic
volume. From a high level perspective, the downlink throughput is improved by 500-1000
Kb/s. Throughput increases almost for all type of services, since CEPE takes into account
the requirements for each service in order to allocate each user to the appropriate RAT.
In the uplink case, the overall throughput is slightly reduced, mainly due to the reduction
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of the femto cells’ UL throughput. It must be noted, that the experienced throughput of
the femto cell users is higher compared to other RATSs, due to the fact that higher data
rate services users (i.e., VolP and Video users) are primarily handled by femto cells. In
other words, there is a slight overload of the femto cells since all the data demanding
services are handled by them while in parallel other type of RATs users experience lower
throughput because they consume low data rate services.

It is worth mentioning the fact that we observed additional advantages in the ul/dl packet
loss and delay (although we are not employing them as assessment KPIs). In the CEPE-
enabled case the packet loss for the downlink, which accounts for ~90% of the traffic,
was decreased by more than 4%. Moreover, a in the CEPE-enabled handover scheme
the delay for the downlink was also decreased by almost 10%. Similarly to the throughput
results’ analysis, downlink delay was decreased for the LTE macro cells and femto cells
since CEPE allocated each Service to the appropriate RAT considering QoS
requirements and mobility type. The downlink delay was increased for the GSM BS (i.e.
Voice calls) due to the increased distance and the different configuration of GSM
comparing to other LTE technologies; still however, it is in the acceptable limits (i.e.,
below 200ms).
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Performance evaluation per Mobility Type

The second evaluation perspective illustrates the simulation outcomes in relation to the
type of UEs mobility. Similarly to the previous paragraph, we provide all the results in
Figure 69Figure 72, presenting the overall number of realized handovers and
experienced throughput, both for low, as well as for medium traffic experiments.

The CEPE-enabled network manages to decrease the overall number of handovers in
both scenarios and for all mobility type cases. Only the stationary users in the medium
traffic scenario experience the same number of handovers. The minimization of the
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overall handovers is achieved by the rules tendency to place each user to the optimal
RAT according to the profile, which has been extracted and avoid consecutive handovers,
based only on the RSRQ metric.

The experienced throughput in the CEPE-enabled handover scheme case is also
improved in both traffic scenarios. The most significant gain is observed in the case of
stationary users; in the low background traffic scenario the average gain for CEPE is
equal to 33%, while in the medium background traffic it is slightly over 19%. Note that the
CEPE-enabled scheme shows similar performance to the standard scheme in almost all
other cases. In addition, we observe that the mobility is inversely correlated with the
throughput gain; the lower the mobility the higher the throughput gains. This is mainly
associated with the rule that switches all stationary users with high throughput Services
(e.g., Web or FTP) to femto cells. In the case of uplink, a slight decrease (i.e., 2-6%,
depending on the case) is observed in all mobility types, mainly due to the interference.
The latter is the result of the fact that the number of users that are associated to a macro
cell in the CEPE experiment is four times higher when comparing to the standard.

Performance evaluation per Service Type

During the simulations, diverse types of services were deployed in the UEs. The possible
service types were discussed earlier. Similarly to the previous paragraphs, we provide all
the results in Figure 73Figure 76.
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The first KPI, which is illustrated in the figures, is the overall number of handovers that
took place per Service type. The latter is decreased for all service types when deploying
the CEPE-enabled handover scheme, apart from the Web type of service case, in which
the CEPE scheme realizes equal number of handovers with the standard scheme. The
CEPE-enabled handover mechanism shows an overall enhancement in both traffic
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scenarios in the downlink case, while regarding the uplink one, the performance of the
two schemes is almost identical with a minor decrease in the low and medium traffic
cases. It should be noted that the higher gain for the CEPE-enabled scheme is observed
in the Web and the Video service types. The observed amelioration in the throughput KPI
per Service is due to the enhanced allocation of the users to the respective RATs based
on the Services properties and requirements. Note that the Voice/VolP are practically the
same whereas for the more demanding ones we have more benefits.

5.5.2 CEPE 2" Experiment

Experimentation Scenario and Setup

In this 2" experiment, once more we use NS-3 in the well-established Shopping Mall
scenario. CEPE is juxtaposed against A2A4 RSRQ algorithm. The simulation
environment and the overall configuration appear in the following table:

Table 19: CEPE Experiment 2 Simulation details

Simulation Parameter Parameter Value

Simulation Time 600 sec
Number of UEs 40
Number of LTE Macro cells 2
Number of LTE Femto cells 3
Number of GSM cells 1
Scheduler Algorithm Proportional Fair
LTE macro & GSM TxPower 35dBm
LTE femto TxPower 20dBm
Bandwidth (all cells) 15 Resource Blocks
Path Loss Model Hybrid Buildings Propagation L oss M odel

As already discussed in the presentation of the framework, a network administrator must
define and apply specific traffic-related rules, in accordance with the specific network KPIs
(rules may change either manually or dynamically according to the status of the network
resources and strategy of the operator). In order to assess the validity of the proposed
solution, we apply the simplified handover rules as shown in Table 20. In this example,
the rules prioritize the targeted cell type during a user’s handover taking into account the
CEPE defined user profile and associated KPIs.

Table 20: Handover rules applied during evaluation scenario
Service Mobility Target RAT

1 Video Low/Medium Femto Cell
streaming

2 Video High Macro Cell
streaming

3 Voice call All GSM Cell
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4 Web All Femto Cell
browsing
5 FTP All Macro Cell
downloading
6 VolP All Macro Cell

The main rationale behind these rules is explained below:

* Rule 1: Video service demanding in terms of resources (particularly in the downlink).
In addition, the Video service is a medium-duration service. As a result, low and
medium moving users are unlikely to perform handovers often.

* Rule 2: Video users with high mobility are likely to perform multiple handovers if
placed in a small cell, thus a macro cell, which has a larger coverage, will serve them
in a more efficient way.

* Rule 3: The (legacy) GSM cell can handle the voice service due to its limited data
rate requirements. This way the LTE cells are offloaded.

* Rule 4: Web traffic type is characterized by sparse non-periodic bursts. As a result,
frequency of handovers does not influence the performance of such a service type.

* Rule 5: FTP is a long-duration service that requires high data rates during the whole
file transmission, so we avoid possible handovers —and as a result lost packets or
delay overheads- by using macro cells that cover larger areas.

* Rule 6: Typically characterized by medium to long duration (and with no very high
throughput requirements), it is preferable to place VolP users in macro cells in order
to avoid potential handovers.

In this second series of CEPE experiments, COmpAsS has been deployed as well in
order to reinforce the traffic steering process. The UE-side COmpAsS calculates the
Suitability for the available RATs and base stations. The RAT is thus first selected based
on the network side rules presented above, while the specific base station/AP is indicated
by the Suitability calculated by COmpAsS.

Results

In the presented scenario, the afore-mentioned traffic types are initially assigned to the
UEs of the simulation in a uniform way. Afterwards, we increase or decrease the
frequency of specific traffic types, -as it will be indicated in detail in the following
paragraphs-, according to the aims of the respective sub-scenario. In order to
demonstrate how the system responds to increasing system throughput requirements as
well, we have chosen to perform seven sub-scenarios, in which we are gradually
increasing the overall required throughput by increasing the percentage of UEs
consuming an FTP downloading service. The FTP service has been set-up in our
simulations as the most bandwidth-demanding traffic type. The “FTP users” (i.e. the UEs
that are consuming only FTP throughput throughout the whole simulation) are increasing
from 0 to 70% of the overall users. The KPIs used to demonstrate the performance of our
framework is the number of realized handovers, the experienced throughput and the
experienced delay. In each sub-scenario different “seeds” are used for the initialization of
the user mobility patterns. In detail, the seven sub-scenarios contain [0, 8, 12, 16, 20, 24,
28] FTP users respectively (out of the 40 overall UEs). The FTP service has a downlink
rate of 4200 kbps and no considerable uplink rate. In the following analysis the considered
KPlIs are related to all the scenario users — not only the FTP ones-. As a result, both the
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downlink and the uplink metrics are considered. The following figures illustrate the results
over the overall number of UEs (mean values) involved in the scenario.
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Figure 77: Number of realized handovers (all users)

Figure 77 illustrates the number of handovers performed by all UEs that participate in
each scenario. Comparing the results between these two mechanisms show that when
applying CEPE mechanisms, UE placement to the respective RATs and cells radically
reduces the handovers that take place. A high number of handovers is tightly linked to
increased delay; as a result, there is a significant optimization of the delay KPl when we
apply the proposed mechanism instead of the normal LTE scheme.

The overall delay that is experienced by the UEs is —on one hand- related to the number
of the handovers that was presented in the previous figure, however, additional
parameters influence the latency that is introduced. Some of the most important such
parameters relate to the UE placement and RAT selection, which -depending on the
overall load and the number of associated UEs- may introduce additional delays (e.g. due
to the scheduler). Figure 78 illustrates the mean experienced delay in the uplink. CEPE
outperforms LTE scheme in almost all sub-scenarios, by 50-150ms.
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Although in the downlink (Figure 79) the experienced delay is lower for both schemes
when comparing with the uplink, once more the CEPE scheme performs better than the
LTE. In all scenarios, the delay that is experienced when deploying CEPE is reduced by
more than 50%.

Additionally to the handover frequency and the delay, the throughput metric is also
considered as one of the most indicative KPIs for such traffic types.

In the uplink case (Figure 80), although the performance of the two mechanisms is quite
similar, it is observed that for higher number of FTP users, the throughput in the CEPE
scenario outperforms the LTE case. Similarly, in the downlink case, the throughput is
higher up to 3 Mbps in some cases.
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6. CIP: A CONTEXT INFORMATION PRE-PROCESSING MECHANISM
TOWARDS SIGNALING MINIMIZATION FOR 5G NETWORKS

6.1 Introduction

As already extensively discussed throughout this dissertation, mobility and resource
management in 5G mobile communication systems is expected to rely on a huge extent
on context-aware dynamic adaptation of resources' provision to heterogeneous user
profiles, devices and co-existing Radio Access Technologies. The realization of diverse
use-cases involving Machine-to-Machine communications, Internet-of-Things devices
and demanding multimedia smartphones will eventually result in a massive amount of
contextual data within a complex ecosystem. This ecosystem requires efficient and
effective processing on the contextual data by the dedicated network entities in order to
extract meaningful network information, while at the same time necessitates refraining
from an excessive increase of the signaling overhead due to contextual information
exchange. In order to tackle these challenges, in this section, we introduce a novel
scheme, the Context Information Pre-processing (CIP) module, an integral part of the
previously proposed profiling engine acting as a pre-processing engine aiming to identify
and discard redundant or unnecessary data before knowledge extraction. In the context
of this paper, we provide a thorough description and analysis of the framework, while in
parallel we assess the validity and viability of the solution proposed through extensive
experimentation and evaluation scenarios.

6.2 The Content Information Pre-processing Engine: Overview of the solution

The various contextual items collected by a UE can be randomly transmitted to a
knowledge extraction entity multiple times as required, thus increasing the signaling
overhead induced. In parallel, when dealing with historical information coming from UEs,
and/or the core network, we expect that a repeated pattern can be identified due to the
strong temporal and spatial nature of their activity. This repeated data pattern —when
processed by data analytics schemes— typically does not provide additional knowledge
to already available models. Evidently, when considering thousands or millions of
coexisting devices this comprises a huge overhead in terms of network and computing
resources.

In order to support the communication requirements of 5G networks while in parallel
facilitate information exchange among network entities for context extraction, novel,
sophisticated solutions have to be developed and deployed. These solutions should
address data pre-processing prior to transmission by means of aggregations, data
reduction, outlier removal or filtering in order to minimize the number of messages as well
as the data size.

CIP acts in an augmenting manner to the previously presented CEPE, i.e., is responsible
for minimizing the overall context information that will be forwarded to CEPE for further
(pre-)processing. Figure 82 provides a high-level description of the framework. CEPE
incorporates both functions of “User Behavioral Profiles Extraction Function”, and “User
Behavioral Profiles Storing and Distribution Function”. In this case the CIPs are
processing the context information and provide the processed data to the CEPE. The
CEPE uses the processed data for extracting the user behavioral profiles, stores the new
profiles locally and distributes them to the entities that need them and the CIPs.
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Figure 82: High level description of the CIP-CEPE interworking

The Content Information Preprocessing engine comprises a framework that primarily
relies upon data aggregation and pre-processing techniques. The module comprises
aggregating and compressing mobile network-related context information per unique
identifier, such as the International Mobile Subscriber Identity (IMSI) as well as techniques
related to identifying and discarding user profile-redundant or unnecessary context data,
before any transmission to CEPE. Except from IMSI, data preparation and compression
can be based on other UE parameters, such as location (geographical or network-
abstracted area). As discussed earlier, the content is user-related context information
(e.g. user traces) aggregated and transmitted for further processing to CEPE. The
information that it is collected in the CEPE per user equipment may include, but is not
limited to the following categories (detailed information items in Figure 83):

« Network measurements and information, comprising but not limiting to received
signal strength, RSRP/RSRQ, backhaul link capacity and quality, packet loss, delays,
interface information, associated cell ID, Mobile Country Code (MCC), Mobile
Network Code (MNC), etc.

* Mobility Information, comprising but not limiting to user speed, number of handovers,
etc.

» Service measurements, comprising but not limiting to accessed service type,
accessed service duration, accessed service characteristics (i.e., packet size, packet
transmission interval, packet reception interval, uplink and downlink bit rate,
acceptable jitter, acceptable packet loss, acceptable packet error rate, etc.)

» Social information, comprising but not limiting to age, employment/profession,
education, income, gender.

» User contract information comprising but not limiting to Contract Id, Signature and
Expiration dates,

* Charging Information, charging data records, comprising but not limiting to charging
model, available credits,

* UE description information, comprising but not limiting to available battery, maximum
battery charging, device central processing unit description, memory, operating
system, screen size, screen resolution, power/energy information (e.g., battery
consumption rate, battery level, current CPU, current memory, information about
protocols supported by the user equipment (e.g., Type of protocol, Required memory,
Required CPU), data describing the physical interfaces offered by a device (e.g.,
uplink rate, downlink rate, round trip delay, errors, packets sent, packets received,
etc.), etc.
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Figure 83: CIP detailed Information model

Figure 84 shows an exemplary implementation of the proposed scheme in a LTE/LTE-A
network for gathering the information to the CEPE, which as mentioned afore is a logically
centralized network entity and communicates logically with the CIPs, either directly, or
through other CIPs. As depicted CIPs may reside in all the entities where the afore-
mentioned information elements could reside. In other potential implementations, the
CIPs could reside to any networking device that could provide information related to user
context, including but not limiting to servers, databases, access nodes, UEs, etc.
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Figure 84: CIP potential distributed deployment in LTE - EPC

Each CIP aggregates context information per a unique user identifier and in the
aggregated information it identifies redundant or unnecessary data and discards it. The
aforementioned unique identifier may be the user IMSI or any other unique identifier for
the user, so as to indicate that this context information refers to a certain user.

Once the CEPE has generated the user behavioral profiles, it distributes them to the
networking elements that may contain or obtain information related to a certain user. The
distribution of the profiles to the networking elements may be on demand, or automatically
(e.g., periodically, or when the CEPE has updated user behavioral profiles, etc.) from the
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CEPE. As described afore, the wuser predicted behavior includes the
preferences/predictions in relation to several communication characteristics, including but
not limiting to expected services to be accessed, the access rate, access duration, user
mobility, etc. The user behavior prediction may be based only on the user behavioral
profile, or on one of the user behavioral profile and real-time information. In one potential
implementation, where the user behavioral profile relates with real time information the
real-time inputs (e.g., time/time period, location, charging, battery level, etc.) could be
combined for making more accurate prediction regarding the user behavior. Table 21
presents one exemplary implementation of the user behavioral profile that predicts the
accessed service and the user mobility, which combines real time information for a certain
user, under certain preconditions (i.e., location, weekday, time/time period, battery status,
charging status). The user behavioral profile that is used for making predictions regarding
the user behavior under the preconditions will called from this point active user behavioral
profile or simply active behavioral profile.

Table 21: Two-dimensional exemplification of the behavioral profiles

Location [Day Time Battery Charging Status |[Predicted ServicePredicted
Status to be accessed Mobility
Stadium |[Mon-Fri [9:00-18:00Fully No Credits Short Voice Calls |Low
Charged remaining Mobility
Stadium [Mon-Fri [9:00-18:00[Fully Pre-paid credits  |[Long Voice Calls |[Low
Charged remaining Mobility
Shopping Mon-Fri [9:00-18:00[Fully No Pre-paid Only Web High
Mall Charged credits remaining Mobility
Shopping Mon-Fri [9:00-18:00Fully Pre-paid credits  |[Only Web Medium
Mall Charged remaining Mobility

Then, the corresponding CIPs that reside in these networking elements, will consider the
active behavioral profile and the respective predicted behavior and will discard any
redundant information. By the term redundant information, we refer to any information
that is in accordance to the active behavioral profile. Figure 85 provides an exemplary
implementation of the distribution of the profiles in LTE/LTE-A networking elements.
However, this implementation could be applied to any type of networking deployments.
The distribution of the profiles could be either via direct communication or through other
networking elements and the respective CIPs. In the depicted exemplary implementation
(Figure 85) the behavioral profiles are distributed through one “primary” CIP that resides
in a certain networking element (in this exemplary implementation in the Mobility
Management Entity - MME).

CEE

Mobility
Management
Entity [P

Charging \
%

Figure 85: Potential implementation of active user behavioral profiles’ distribution

Distribution of the
user behavioral
profiles
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Figure 86 details the CIP process, when deployed in a network entity acting as contextual
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Figure 86: CIP operation

1. Aggregation of profiles and context information: via the respective interfaces, context
information is pulled/ pushed to CIP.

2. Linking of context information with the profiles provided by CEPE: for each connected
IMSI, CIP makes an association with the respective profile that has already been
acquired by CEPE and stored in CIP.

3. Context information comparison with the respective profile - identification of
redundant information: if the information item that is evaluated is consistent with the
respective profile, the item is identified as redundant

4. Redundant information removal: Redundant information is discarded since it offers
no additional insight to the CEPE data-mining phase.

5. Consistency Index update: every time an information item is identified as redundant,
the Cl is updated accordingly

6. Aggregation per unique identifier (e.g. IMSI): the filtered context information items are
aggregated per identifier in order to be transmitted.

Since each user may have more than one behavioral profiles related to the context
information (e.g., location, time periods, date, battery level, etc.), and each CIP may have
several user behavioral profiles that refer to one or more users, the CIP when it has to
provide context information to the CEPE (Step 1 — Figure 86), then it links the context
information with the respective user behavioral profile (Step 2 — Figure 86) for the
identification of the active behavioral profile. This implies that the CIP will map the context
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information to be transmitted with the predicted behavior of the user under certain
preconditions that refer to the process that produced the context information. Then, by
comparing the context information of the user, which is the actual behavior of the user
with his predicted one (represented by the user behavioral profile), the CIP identifies the
redundant information (Step 3 - Figure 86). Specifically, when a user complies with his
predicted behavior, this information is considered redundant and may be discarded (Step
4 - Figure 86). When the user does not comply with his predicted behavior, then this
information is not redundant and has to be collected by the CEPE so as to be considered
in the user behavioral profile extraction process from the “User Behavioral Profiles
Extraction Function”. Each time redundant data is discarded, a consistency index (Cl) is
updated for the associated user identifier. Only not redundant data and the Consistency
Index are transmitted to the CEPE either directly or through other CIPs (Step 5 & 6 —
Figure 86).

In one exemplary implementation, when the user behavior is described by the user
mobility and the service that the user accesses in a certain time period, then his
behavioral profile could be as depicted in Figure 87 for two certain time periods. In this
exemplary implementation, other parameters could be considered apart from the time
periods for making more accurate predictions such as the location, charging, battery level,
etc. Then, when in time period A (e.g., 9:00-12:00) of a Day A (e.g., Monday) she is
predicted to have Mobility profile A and access Services described by profile A (e.g., long
voice calls). The UE behavior may move towards three directions:

* she will follow his behavioral profile,
* she will have a totally different behavior, or,

¢ she will be inactive.

IMSI A MobilityA | Service A | TimePeriod A DayA
IMSI A MobilityA | Service B | TimePeriodB DayA

Figure 87: User behavioral profile for two time periods

In this exemplary implementation for enabling the CEPE to build the behavioral profiles
using context extraction mechanisms, if CIP are not applied, all the user actions should
be recorded in the user side with the certain timestamps and be transmitted to the CEPE.

Figure 88 describes the records in a UE where the behavior of a UE with IMSI A, is
described in terms of accessed services and mobility for several timestamps (T7S71-7S12).
Then, the CIP will identify the information that is redundant and could be discarded. When
the UE follows his behavioral profile, then he does not need to transmit this information,
since he complies to his predicted behavior. Instead she will increase the CI, which is a
counter capturing the times that the UE is compliant to his predicted behavior. This is
necessary for the CEPE to be able to reconstruct the overall user behavior (including the
inactivity and the deviations from the profile). Specifically, in the presented example, the
UE CIP would transmit a structure which would contain, (a) only once the UE IMSI (IMSI
A), (b) the Consistency Index for the times that the UE followed the profile (i.e., 5), and
(c) the 5 times when it deviated from the profile (Figure 89).
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Figure 88: Information fields description

[ imsia [ a ]
MobilityB | Service A TS4
MobilityB | Service A TS5
Mobility A | Service B TS9
MobilityB | Service B TS10
MobilityB | Service B TS11

Figure 89: Transmitted information for the UE CIP using the CI

This information is being transferred the other CIPs (e.g., the CIP of the eNB) either
periodically or on demand. The other CIPs may collect several records; they will
aggregate this information, and they will discard redundant information before sending it
to other CIPs.

In one alternative implementation, the CEPE may provide to the CIPs the predicted
behavior of the user (Figure 85) and one table with other predicted behavioral profiles, as
shown in Figure 90.

Mobility A | Service A Profile ID 1
MobilityB | Service A Profile ID 2
MobilityC | Service A Profile ID 3
Mobility A | Service B Profile ID 4
MobilityB | Service B Profile ID 5
MobilityC | Service B Profile ID 6
Mobility A | Service C Profile ID 7
MobilityB | Service C Profile ID 8

Figure 90: Predicted behavioral profiles that CEPE provides to the CIP

In this implementation when the UE follows his behavioral profile the Cl will be transmitted
as in the previous implementation, but when the user deviates from his behavioral profile
instead of sending the behavior, only the Profile ID that captures the behavior will be
provided, as shown in Figure 91.
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EIE o ]

Profile ID 2 1S4
Profile ID 2 TS5
Profile ID 4 TS9
ProfileID 5 TS10
Profile ID 5 TS11

Figure 91: Transmitted information from the UE CIP using the Cl and the Profile IDs provided by
the CEPE

Other alternative implementations could include the transmission of specific counters for
every behavioral profile instead of separate, as shown in Figure 92.

Mwr] [

Profile ID 2 | Counter for Profile ID 2
Profile ID 4 | Counter for Profile ID 4
Profile ID 5 | Counter for Profile ID 5

Figure 92: Transmitted information using counters for the Profile IDs when the UE deviates from
his profile

Since the information does not have to be provided to the CEPE in real time, but it may
be provided offline, this enables the aggregation of information on a per CIPs basis as
well. Specifically, the context information may be transferred to the CEPE via several
CIPs. This facilitates the above procedure to take place in all the CIPs until the context
information reaches the CIP. Each CIP provides the aggregated information to another
CIP so as to be forwarded to the CEPE is implementation specific. Potential
implementations include but are not limited to periodically transmission of aggregated
information, transmission after certain amount of information has been aggregated, etc.
This enables each CIP to aggregate information on a per unique identifier basis. For
example, if a CIP residing in an eNB aggregates context information for a UE that is
associated to this eNB; then the associated cell ID could be discarded, since it is
redundant. This process is redundancy identification per CIP identifier. Similar
redundancy identification apart from per networking element identifier may be extracted
per location (e.g., Mobile Country Code (MCC), Mobile Network Code (MNC), date, time,
etc. One exemplary implementation of this procedure is depicted in Figure 93 for an
LTE/LTE-A network. As it is depicted, context information (upon removing redundant
information) is being transferred from the CIP that resides in the UE to the CIP that resides
in the eNB. The CIP that resides in the eNB aggregates context information and removes
redundant information on per eNB identifier, per location and per time basis. Then (after
a certain time interval or on a per aggregated data volume basis) the aggregated
information (that contains context for many UEs) is being transferred from the CIP that
resides in the eNB to the CIP that resides in the MME where the same procedure is
followed and redundant information is being discarded. As it is shown in the figure, the
MME may receive information from CIPs that reside in other types of networking elements
(such as charging severs in Figure 93). Then the overall aggregated information for many
CIPs is being transferred to the CEPE.
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Figure 93: Process of redundancy removal on a per CIP identifier level

6.3 Analytical CIP evaluation and overall system overhead quantification

In this section, we provide the evaluation of CIP using an analytical approach. For the
sake of homogeneity, the use case, which is applied, is once more the Shopping Mall
scenario, as this was presented in all previous evaluation sections of COmpAsS and
CEPE mechanisms.

We assume that the operator is performing profile-based data analytics using CEPE.
Various parameters related to context information should be aggregated from numerous
network entities, each of which is characterized by a different payload as well. For this
reason, we provide Table 22 that shows the payload that we used in our evaluation
schema; for each context item, we also provide a reference, in which detailed insights are
presented.

Table 22: Payload per context information parameter

Parameter Payload Source Network Entity Reference

IMSI 64 bits eNB, MME [205]
Cell ID (+MCC+ MNC) 32 bits eNB, MME [206]
Timestamp (TS) 32 bits All [207]
Mobility (Mobility State 8 bits MME [208]

Estimation based on
Handover counters)

User Charging Data Record 64 KB to OFCS (Offline [209]
(CDR) 100 MB Charging System) —

CGF
Contract type (in SPR — 4 bits PCRF - PGW [210]
Subscription Profile
Repository)
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Charging status (enough 1 bit Online Charging [211]
credit/no credit) System (OCS) —

PGW
UE Battery Status 2 bits UE [212]
(normal/low)

Assuming that, under multi-hop operation, individual resources are required for each
individual link/hop, in a distributed CIP deployment, the signaling overhead estimation will
eventually depend on the network entities, where CIP and CEPE are deployed,
corresponding to different number of network hops and direct interfaces between the
source and destination of the context information items.

1 hop to CEPE MME
eNB o1 CIP PCRF

— R [ x|

CIP CGF
2 hops to CEPE eNB |'—| s1-U |
— =
P-GW

HeNB  |—

2 hops to CEPE
N —
CIP

NB |l :S1-MME|
\L CIP l HSS/AAA l

Figure 94: CEPE and CIP deployment in the network during the evaluation

Figure 94 shows an example, in which CEPE is deployed on the MME; CIP g is two hops
away from CEPE, ClPgng is 1 hop away, while CIPp_gw is also two hops away. A similar
scenario may of course be applied in the same way for N hops between the several
network entities, in case CEPE and CIP follow a different deployment.

In our evaluation scenario towards the proof of the CIP concept, we assume —for the sake
of simplicity of calculations- that all CIP — CEPE communication links are implemented
with direct interfaces. We compare the proposed approach against two mechanisms by
quantifying the overhead induced to the basic daily signaling due to their application
(Table 23).

Table 23: Juxtaposed schemes

Proposed scheme Pre-processing Redundant
information

identification/discard

Standard None — all information is None
aggregated to be
transmitted
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Semi-optimized Basic pre-filtering (pre- None
aggregation per IMSI and
location)

The format of the transmitted context information comprises all the required information
items, as discussed earlier and is described as follows:

{ (IMSI, location, TS), MSE / EPS Bearer ID / contract type / charging status
/ battery status }

The IMSI-location-TS triplet comprises a key and is always transmitted along with one or
more of the remaining context parameters (e.g. MSE, EPS bearer ID, etc.). We define
Equation 2 in order to calculate the overall signaling cost imposed by the transmission of
the afore-described context information parameters.

N M
0= Y 1A= PIXISUIx Fr(I) + Seoe] +SUsgad) + Sl

i=1j=1
Equation 2: Signaling overhead calculation — for 1 hop distance between CIPs - CEPE

where O is the overall signaling overhead, N the number of users connected to the
system, M the number of profiles/behaviors that the UE exhibits, P. the consistency
percentage that describes the portion of the acquired context information, which is
consistent with the existing user profile, S(/;)) the payload of each one of the i context
parameter {TS / MSE / contract type / charging status / UE battery status}, Fr(l;) the
transmission frequency of each one of the i parameter {TS / MSE / CDR / contract type /
charging status}, S(/swtic) the payload of the static tuple {IMSI, location} (64 + 32 bits = 96
bits), Scor the message of the varying CDR file sizes (1/10/100 MB) and Scc the size of
the Consistency Counter.

The evaluation that follows illustrates the system overhead imposed during the context
data acquisition and for varying scenarios of UE profile consistency. We assume that the
consistency percentage - P. - varies from 10 up to 90%, as shown in the first chart (Figure
95).

4.5

3.5

2.5

1.5

0.5

System overhead for 10,000 users (GB)
N

10% 20% 30% 40% 50% 60% 70% 80% 90%
% of profile-consistent data

—+—Non-optimised scheme Semi-optimised scheme

“—Proposed Scheme

Figure 95: System overhead with varying profile consistency

The second evaluation chart (Figure 96) illustrates the gain of the proposed scheme —
CIP- against the two afore-mentioned standard mechanisms. As it can be seen on the X-
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axis of Figure 96, we attempt to assess the CIP’s gain for different cases, in terms of the
CDR file sizes, which often may vary; in our evaluation we use varying sizes, from very
small to considerably large: 1, 10 or 100 MB according to respective references ([209]).
Later, we show, how the varying CDR size also influences the evaluation results.

1
0.9
08

Xo7

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Consistency of Data

—+—Gain from Standard Scheme

Gain from Semi-optimized Scheme

Figure 96: CIP’s gain over the two selected schemes

For the evaluation, we consider some of the most challenging 5G use cases (Figure 97),
which follow the METIS project specifications ([182]) and correspond to varying number
of UEs in the network environment; traffic jam, shopping mall, stadium, open-air festival
are some indicative examples. The results of the initial 3-fold evaluation that was
described above are illustrated in the following charts.

= N N w
o 1<) [ =3

Overall Signaling Overhead (GB)
w B

4,
%
£

5G use cases (corresponding to number of users)

—+—Non-optimised
Semi-optimised

—*—Proposed scheme (50% consistency of data)

Figure 97: Signaling overhead for different 5G use cases

As depicted in the graphs, the gains of applying CIP during the context information
acquisition and transmission between the different network entities may vary from small
to huge. The most important parameter that influences the extent of the signaling
overhead minimization is the data consistency in terms of the already available user
profiles.

In other words, as one would expect, the more consistent the context data is with the
CEPE-produced user profiles, the more the overhead approaches zero when CIP is
applied (Figure 95, Figure 96). In all cases, the semi-optimized scheme performs better
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already than the standard scheme, which transmits all the information towards the
Knowledge Extraction engine (CEPE), while both of these schemes our outperformed by
CIP.

In the last part of the evaluation of CIP, we illustrate how the overall overhead is
influenced by the varying CDR daily payload, which —as described earlier- may vary
between 1 to 100 MB. The graphs (Figure 98 - Figure 99), which follow, illustrate the
results for 3 distinct CDR sizes, i.e. 1, 100, and 100 MB, and 2 distinct profile consistency
(P¢) values, i.e. 90% (very consistent) and 10% (barely consistent).

90% profile-consistent data 10% profile-consistent data
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HNon-optimised scheme M Semi-optimised scheme B Claimed scheme

Figure 98: Overhead for varying CDR sizes Figure 99: Overhead for varying CDR sizes
and 90% data consistency and 10% data consistency

As it is expected, the data consistency is of utmost importance, even for large CDR sizes.
In case of 90% profile consistent data the difference between CIP and non- optimized or
semi-optimized schemes is huge. On the other hand, when the profile data is hardly
consistent — which translates to the need for transmission of almost all data acquired-,
CIP —although still slightly better- performs similarly to the semi-optimized scheme.

Towards 5G systems, one of the greatest challenges is the enormous increase of the
number of devices to be handled by the network in an efficient way. Figure 97 illustrates
the great gain that results from the application of CIP, particularly in use cases, such as
an Open Air Festival, or a Dense Urban Information Society, where the numbers of users
begin to increase almost exponentially.
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7. CEPE & COmpAsS interworking in 5G architecture
7.1 Introduction

The main part of this thesis has been carried out based on the System Architecture
Evolution (SAE) and Evolved Packet Core (EPC) for the 4G Long Term Evolution system.
In the meanwhile, several EPC entities have evolved towards the 5" generation of the
system, as described in the respective 3GPP working items ([154]), as well as other
standardization bodies. This section carries out a detailed discussion on how the
proposed framework will operate in the 5G system architecture, based on 3GPP’s latest
standardization work. Several new network entities, functions and features are being
introduced towards 5G and in this discussion, we showcase the validity of the proposed
work and the feasibility of a potential integration in the 5G System, according to the very
latest work done by 3GPP. In parallel, a discussion on the CEPE — COmpAsS
interworking takes place, attempting to showcase the complementary nature of the
network-oriented CEPE with the purely UE-oriented COmpAsS and how the assets and
shortcomings of each one can provide a holistic context-based traffic steering framework.

7.2 CEPE and COmpAsS interworking

As already mentioned earlier, the core network-based CEPE with the UE-controlled
COmpASsS are able to operate independently —and with a different approach- with regard
to the RAT selection and traffic steering policies. COmpAsS operates on the UE side, and
-based on a multi-criteria fuzzy logic based scheme- calculates the suitability of the
available RATs and cells’/APs for each one of its active sessions
(applications/services/etc.) in almost real-time. On the other hand, CEPE operates as
standalone Core Network function/entity, which builds upon historical context information
and patterns in relation to the UEs, the network, the consumed applications and services,
etc. and generates User Profiles, on which, prediction for future situations is based.

However, the two mechanisms target the same objective (applying optimized radio
resource management and traffic steering) from divergent perspectives, which however,
seem to be complementary and can be combined —since they are deployed in different
network components-. The complementarity of the two schemes is federated by the fact,
that -as happens in the majority of context-based mechanisms-, the benefits have always
to confront numerous drawbacks and disadvantages.

COmMpASsS operation provides knowledge of the current situation of the network status —
in the vicinity of the UE- and, based on the respective service requirements, it triggers a
session setup (or a handover in case of an on-going session) to the most appropriate
access technology and specific cell/AP; besides, COmpAsS minimizes unnecessary
execution of control functions based on the mobility of the user, the requirements of a
particular service/application, as well as the load of the network.

Nevertheless, certain drawbacks refrain COmpAsS from being capable of supporting the
overall traffic steering and RAT selection operation in a holistic manner: The UE-assisted
nature of the specific scheme, results in a solution, which on the one hand
optimizes the resources provided for specific UEs, however, on the other hand,
lacks any capability of an overall planning or overview of the status of the network,
leading requests from the UE side impossible to address in very demanding
situations, such as dense deployments. Novel traffic engineering approaches in
forthcoming, challenging 5G environments will require solutions, which will act also
partially from the UE side for an efficient, real-time network probing, however, the final
network-side decision making will be of utmost importance. Furthermore, COmpAsS acts
in a reactive manner; the context acquired and processed by COmpAsS refers to recent
real-time behavior of the UE; this translates to slow convergence in cases of diverse UE
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behaviors in small time frames, consecutive calculations from the UE side every time the
context is modified (such as mobility changes), etc. Last but not least, a context-based
scheme on the UE side —no matter its efficiency- implies additional signaling
information, -specifically for ultra-dense environments, where
hundreds/thousands of UEs coexist among numerous base stations/Aps -, which
makes the solution inefficient in terms of energy consumption — one of the most crucial
aspects of UE-based solutions-, even if several energy-related optimizations have
taken place in COmpAsS design and implementation.

Contrary to COmpAsS reactive nature, CEPE, on the other side, is a proactive Core
Network based entity/function, which aggregates context information related both to the
UEs (device characteristics, behavior profile, app usage, etc.), as well as the network
status, and builds prediction models and user profiles, based on patterns, which are
identified in this aggregated context over a certain amount of time. The network traffic
demands prediction is directly linked to one of the strongest CEPE advantages: via the
holistic picture of the network over long-time frames: this provides the network
administrator a framework of utmost importance, facilitating traffic engineering
operations, load balancing, etc.

As already highlighted, CEPE’s longer term context processing differs considerably from
COmpAsS’s, which applies real-time monitoring and decision-making. This one the hand,
provides the ability to predict user future behavior, in terms of both mobility, as well as
service usage; on the other hand, however, this operation implies certain weaknesses
for specific/lexamples: a new UE connects to the network, which CEPE is not trained
for, or there is a deviation from the existing profile (a UE enters a new area, in which
CEPE is still not trained or an event occurs (e.g. new type of application/service
launched), which deviates considerably from the profile that CEPE has built for the
particular UE, etc.). Another shortcoming identified relates to the limited ability of CEPE
operation to perform micro monitoring in real-time and identify the specific cell/AP,
which should be selected for a specific UE —in case of multiple options-. This information
is however acquired by COmpAsS, which scans when required the UE’s environment in
real-time; thus, the two schemes may as well combine context information towards the
optimal selection.

To sum up, certain advantages and drawbacks of the operation of the two, primary
context-based schemes (i.e. CEPE and COmpAsS) prove the validity and optimization
that a solution, which combines their operation in a parallel and coordinated manner,
would offer.

* In the CEPE-COmpAsS combined operation, CEPE provides the main resource
allocation policies, slice and access traffic mapping per UE profile and distributes
them among the relevant network entities, which are responsible for forwarding
those policies to the network and the UEs.

*  Whenever, an event occurs, which deviates from CEPE’s profiles and policies or
there is no profile information for a UE (new application type previously not profiled,
new femto cell deployment, new UE with no mapped profile, etc.), the network
receives COmpAsS’s information for the specific, available access technologies,
based on real-time context information.

* Moreover, COmpAsS is able to fine-tune CEPE’s policies regarding specific
APs/femto cells, etc., as CEPE primarily provides high-level policies, but does not
link them to specific available cells/APs.

* Additionally, COmpAsS’s suitability assessment is forwarded back to CEPE as
additional context information for the feedback-based policies refinement.
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* Last but not least, CEPE can be exploited to fine-tune the load information request
rate of COmpAsS to ANDSF, and/or other relevant context-aware components (if
the rate of requests is low, the network will take care of everything through load
balancing but no optimal performance will be achieved since the UE may ask for
BSs that are loaded even if the RSRQ from a new BS is a better one; on the other
hand, if the rate is very high, the UE performs an optimum filtering of unneeded
actions, however there is a high increase in wasted resources through many
connections to receive control information).

COmpAsS CEPE

Il B -

Figure 100: COmpAsS shortcomings and  Figure 101: CEPE shortcomings and advantages
advantages

7.3 The proposed framework in the 5G System architecture

7.3.1 3GPP’s NWDAF: Network Data Analytics Function, NSSF: Network Slice
Selection Function and RCAF: RAN Congestion Awareness Function

Continuing the previous discussion about the CEPE-COmpASsS interworking, in this
section, we provide a detailed discussion on the proposed framework’s compatibility with
the 5G network architecture and its core network entities, as well as potential
shortcomings and required extensions, which will be required in order to support the
required functionality, both for the Core Network’s part (CEPE), as well as the UE-based
part (COmpASsS).

In [154], 3GPP introduces the 5G network core architecture. Some key principles and
concepts target to:
* Modularize the function design, e.g. to enable flexible and efficient network slicing.

* Enable each Network Function to interact with other NF directly if required. The
architecture does not preclude the use of an intermediate function to help route
Control Plane messages (e.g. like a DRA).

* Minimize dependencies between the Access Network (AN) and the Core Network
(CN). The architecture is defined with a converged core network with a common AN
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- CN interface which integrates different Access Types e.g. 3GPP access and non-
3GPP access.

* Support "stateless" NFs, where the "compute" resource is decoupled from the
"storage" resource.

* Support concurrent access to local and centralized services. To support low latency
services and access to local data networks, UP functions can be deployed close to
the Access Network.

The reference 5G architecture is illustrated in the following figure (Figure 102):

NSSF NEF NRF PCF UDM AF
Nnssf Nnef Nnrf Npcf Nudm N
Nausf Namf Nsmf
AUSF AMF SMF
N N2 N4

UE / (R)AN N3 UPF N6 DN

Figure 102: 5G System Architecture

One of the novel core network functions, which are introduced in [154] is a dedicated data
analytics function (NWDAF). According to the latest standardization discussion, the
NWDAF will be providing load level information on a network slice level. NWDAF provides
slice specific network data analytics to the Policy Control Function (PCF), as well as the
Network Slice Selection Function (NSSF) over their newly specified interfaces (i.e.,
Nnwdaf, Nnssf and Npcf). PCF will be using the NWDAF input for optimizing the policies
assigned to each UE and its respective on-going sessions and data flows, while NSSF
will utilize the NWDAF’s input in order to maintain the optimal UE - slice mapping
for the diverse types of UEs and data flow characteristics, which will be coexisting in
certain areas. Besides, PCF and NSSF, also TSSF (Traffic Steering Support Function)
will essentially receive NWDAF’s output for optimized traffic steering.

CEPE, as a network data analytics and prediction engine is essentially a module, capable
of supporting fully this functionality by serving as NWDAF instance in the forthcoming 5G
architecture. Apparently, different data mining engines may be deployed by different
operators, focusing on specific context information items or particular verticals/business
scenarios. The diverse information items, aggregated and processed by CEPE have been
analyzed in the respective previous section. Mapping this information, with the afore-
presented 5G architecture, several 5G network components, which generate valuable
context information, will forward it to CEPE/NWDAF: Unified Data Repository (UDR),
Access Network Discovery and Selection Function (ANDSF), PCF, RAN Congestion
Awareness Function (RCAF), etc.

RCAF is also a vital component for COmpAsS context information acquisition related to
one of its five core context parameters, i.e. the real-time AP/cell load information.
COmpAsS will be receiving information related to the potential congestions related to
specific APs/cells —besides the ANDSF, which has already been described in previous
section- and will calculate the respective Suitability of each AP/cell.
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7.3.2 3GPP’s ATSSS: Access Traffic Steering Switching and Splitting

Another latest 3GPP’s working document ([155]) defines a new network function, namely
the Access Traffic Steering Switching and Splitting (ATSSS), which is responsible for the
management of the different UE flows over the available access technologies. The three
main operations, supported by the ATSSS are —as also mentioned in its name-:

Access Traffic Steering: The procedure that selects an access network for a new
data flow and transfers the traffic of this data flow over the selected access
network. Access traffic steering is applicable between 3GPP and non-3GPP
accesses.

Access Traffic Switching: The procedure that moves all traffic of an ongoing data
flow from one access network to another access network in a way that maintains
the continuity of the data flow. Access traffic switching is applicable between 3GPP
and non-3GPP accesses.

Access Traffic Splitting: The procedure that splits the traffic of a data flow across
multiple access networks. When traffic splitting is applied to a data flow, some
traffic of the data flow is transferred via one access and some other traffic of the
same data flow is transferred via another access. Access ftraffic splitting is
applicable between 3GPP and non- 3GPP accesses.

The ATSSS is distributed over different network entities, such as the UE, the UDR, the
SMF and the PCF. The ATSSS architecture contains the following functional elements
(Figure 103):
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Figure 103: 3GPP’s initial architecture for ATSSS

* User Data Repository for Access Traffic Steering Switching and Splitting
Function (UDR-AT3SF): UDR-AT3SF holds UE ATSSS subscription data
for operator service and user profiles. This functional element is directly
linked with the output of NWDAF-CEPE profiles, which receives and
provides them —as will be described below- to other ATSSS functional
elements.
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* Policy Control Access Traffic Steering Switching and Splitting Function (PC-
AT3SF): PC-AT3SF defines ATSSS policies according to the application-
specific information provided by the AF (via N5), access
information/notification provided by the AMF (via N15), UE ATSSS
subscription and user profiles provided by the UDR-AT3SF (via N25),
network local policy or any combination of them. The PC AT3SF may also
take input from Network Data Analytics (NWDA) into consideration to
generate or modify ATSSS policies. The PC-AT3SF can provide ATSSS
rules to UE-ATS3F.

* Control Plane Access Traffic Steering Switching and Splitting Function (CP-
AT3SF): CP-AT3SF is the main control plane of ATSSS architecture.
It is responsible for ATSSS policy enforcement and session management
of all PDU sessions between 5GC and UE. CP-AT3SF can receive the
ATSSS policies from PC-AT3SF via N7 and generates ATSSS rules to
control the behaviour of ATSSS traffic by conveying ATSSS rules to UP-
AT3SF over N4. CP-AT3SF may also receive access link information (e.g.
access restriction, mobility status) from the AMF for all access legs as inputs
to manage ATSSS behaviour. The CP- AT3SF can provide ATSSS PDU
session related policies to UE-ATS3F during PDU session establishment
and PDU session modification, as well as receive traffic usage reports from
the UE and UP-AT3SF for dynamic ATSSS operations. Based on the
traffic usage reports, CP-AT3SF may send commands (e.g., change
access or access forbidden) to UE-AT3SF and UP-AT3SF via N1 and N4,
respectively to optimise ATSSS behaviour.

* User Plane Access Traffic Steering Switching and Splitting Function (UP-
AT3SF): UP AT3SF is the UP anchor point for all ATSSS traffic and
presents a single IP address towards DN via N6. It is responsible for ATSSS
policy rule enforcement in the UP of the core network and relay traffic
usage reports for from the UE (if available) to CP-AT3SF via N4.

* UE Access Traffic Steering Switching and Splitting Function (UE-AT3SF):
ATSSS policy rule enforcement at the UE for UE-initiated traffic (UL). It may
also generate traffic reports to be sent to the CP-AT3SF. The traffic usage
reports from UE-AT3SF are directly linked to COmpAsS operation and
fine tuning role, described in the previous section regarding the CEPE-
COmpAsS complementarity.

From the above analysis, it becomes clear that ATSSS’ functional elements will be the
responsible component/function, which will select the access technology per each active
UE data flow. 3GPP is currently defining the context parameters, on which these
decisions will be made, as well as the negotiation details between the UE and the
network, as far as the mapping between the data flows and the available access network
resources are concerned. COmpAsS, as already described in the respective
sections, could operate as an ATSSS instance for this UE flow — RAT mapping
optimisation, providing optimal selection with an energy- and signaling-efficient
approach. CEPE-NWDAF and COmpAsS are capable of providing this context
information to the ATSSS elements. The next sub-section presents a holistic architecture,
which integrates CEPE, COmpAsS (and CIP) and maps them with NWDA and ATSSS
functionalities.
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7.3.3 SDN-enabled, Cross Layer Control and E2E network slicing

In order to fully take advantage of the SDN-assisted approaches, in the forthcoming 5G
architecture, such as network slicing, network data analytics methods —such as the
knowledge extraction and profiling engine, CEPE, which was described earlier- will need
to be exploited in order to optimize resource allocation and slice-flow mapping. NWDAF-
CEPE’s policies will, thus, need to be extended to the core network, applying policies to
the SDN-enabled switches as well, formulating in an end to end manner network slices,
adapted to the respective requirements.
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Figure 104: SDN-enabled Knowledge Extraction and Profiling

The figure above illustrates the afore-described concept: Besides NWDAF/CEPE’s
policies, which are generated for the optimal RAT and cell layer selection, the slice-related
policies are being forwarded to NSSF, -via the Policy Control ATSSS Function- providing
the overall resource allocation policy with the respective data path and available network
slices optimal selection.

7.3.4 Integration with NWDAF, ATSSS in latest 5G architecture

According to the previous section, the Policy Control Access Traffic Steering Switching
and Splitting Function (PC-AT3SF) defines ATSSS policies according to the application-
specific information provided by the Application Function (AF), access
information/notification provided by the Access and Mobility Function (AMF), and UE
ATSSS subscription and user profiles provided by the User Data Repository ATSSS
(UDR-AT3SF). In our proposed architecture (Figure 105), this information —on which
the ATSSS policies are generated- are federated by the NWDAF-CEPE function and
are linked also to the NSSF, via the PC-AT3SF. COmpAsS module is considered
part of the UE-AT3SF instance- and is responsible for sending traffic usage and
access technologies Suitability reports to UP-AT3SF, which relays them “upwards”
via CP-AT3SF ultimately to NWDAF-CEPE for feedback-based fine-tuning of
policies. A COmpAsS instance is additionally deployed on the CP-AT3S function,
in order to coordinate the scheme’s reporting with the Control Plane.
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Figure 105: Logical interfaces of CEPE (as NWDAF instance) and COmpAsS
(as UE-AT3SF instance) in 5G architecture
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8. Supplementary Studies

In this section, some potential novel applications are introduced, which could take
advantage of the afore-presented framework of context-based mechanisms, in order to
address the forthcoming, challenging 5G network environments. Two studies are included
in this section: a preliminary analysis on network traffic engineering approaches, which
attempt to exploit CEPE and more specifically the user profiling methodology in order to
apply holistic network resource planning policies, based on UE- and service-prediction
mechanisms is the first; the second study focuses on a 5G use case application related
to the Internet of Things -and more specifically, Precision Farming-, aiming to highlight
explicit requirements related to industrial applications and 5G verticals overall, such as
mission-critical machine type communication use cases, which are characterized by very
high reliability and availability requirements, as well as very low end-to-end latency.

8.1 Traffic Engineering using CEPE

Traffic engineering is defined by the Internet Engineering Task Force (IETF) as the aspect
of network engineering dealing with the issue of performance evaluation and performance
optimization of IP networks [213]. Traffic Engineering must efficiently map traffic demands
onto network resources and adaptively reconfigure the mapping to changing network
conditions.

Traffic engineering methodologies are classified into two basic types: (i) time-dependent
and (ii) state-dependent ([213]). In time-dependent traffic engineering, algorithms are
used to optimize resource utilization in response to long time scale traffic variations
(hours, days, weeks) using historical information on traffic patterns. State-dependent
mechanisms deal with considerable variations in the actual/observed traffic load that
could not be predicted using historical information and deal according to the current state
of the network (traffic utilization, packet delay, packet loss, etc.).

In parallel, resource planning has a dual focus; resources and traffic. The resource-
oriented aspect focuses on the optimization of network resources utilization in order to
address future traffic demands. The traffic-oriented objectives aim at addressing the
Quality of Service (QoS) requirements of the subscribers. Note that if these objectives
are considered separately they lead to different solutions since the first focuses on the
minimization of network resource usage while the second in providing the maximum
possible QoS.

8.1.1 A quick insight on research efforts

The network dimensioning aspects of traffic engineering are discussed in details in ITU
Teletraffic Engineering Handbook [217]. Specifically, in chapter 11, the notion of traffic
matrix is introduced together with Kruithof's method for updates according to traffic
forecasts. The latter is a typical approach used for choosing the optimal topology,
(re)configuring a network and traffic routing.

In general, the key issue behind all traffic engineering efforts is the accurate estimation
of a traffic matrix using load information. Towards this end, numerous approaches have
been devised, broadly classified into two categories, namely gravity-based and
tomography-based methods.

Gravity models apply Newton’s law of gravitation on various scientific fields (i.e. social
scientists model the movement of people between geographic areas, international trade
of goods between countries is predicted using gravity models). In the case of traffic
engineering, given two network nodes i and j the gravity model quantifies their traffic
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matrix cell Xij as RiAj/fij9where Ri, is the incoming traffic to node i, Aj the outgoing traffic
from node j (both equivalent to object masses) and fij their “friction” factor (equivalent to
the masses’ distance) derived using locality information. Typical examples appear in
[223], [224], [225] and [226].

Tomography based methods operate based on the analogy of CAT scans. A CAT scan
creates an holistic view of an organ or a body by concatenating consecutive scans; on
the other hand network tomography considers traffic aggregation and attempts to find the
quantities of interest, essentially solving the inverse problem. Simply stated, given the
aggregated view Y of a network identified by routing matrix A we wish to find a matrix X
(traffic matrix) for which XA=Y. Since Y is the aggregation of X under A it contains less
known-quantities than the number of unknown-quantities in X. Methods that solve this
problem are [227], [228], [230], [231].

A third approach is to consider the problem as a linear optimization one and employ
polynomial time algorithms to solve it thus ensuring scalability (e.g. [232], [233]). The
latter is important in case we apply the solution on a large scale environment. However
this approach may exhibit two shortcomings; at first, we cannot always guarantee global
optimization [234] while in parallel we cannot guarantee fairness in terms of load
balancing between links (some links may be get overloaded).

8.1.2 Behavioral modeling and Forecasting with CEPE

The collection and subsequent processing of the information monitored through the
lifetime of a network opens new horizons in the behavioral modeling of mobile
subscribers. In the previous documents we showcased the exploitation of CEPE on an
artificially generated dataset and quantified its added value through specific KPIs. Recall
in parallel that CEPE comes with the sole prerequisite of mapping any incoming tuple to
a vector format (i.e. transcending to a high dimensional space Rn). Therefore, it is not
data model specific and may accommodate any kind of information.

Evidently we can exploit CEPE results in order to do more things than user behavioral
profiling and customer segmentation. User profiling is a specific functionality and CEPE
is @ mechanism implementing it. Obtained results can then be exploited in numerous
ways (e.g. in customer relation management, in operation support etc). In the context of
the current research effort we proposed the derivation and dynamic update of a rule-set
catering for the optimization of network operation.

However, the exploitation of the results can be manifold:

1. Employ the derived user and service profiles in order to predict service usage
patterns per user class at a given location and time thus quantify the expected
traffic per user class, service class, location, time etc.

2. Perform aggregations per service class (i.e. ignore user and device
dimensions) and predict service usage patterns per time and location

3. ldentify correlations between device classes and service consumption
behaviors and in conjunction with open data related to the penetration of device
types, forecast traffic evolution.

4. Exploit mobility information to perform profiling and prediction (mobility profiles
per users as well as mobility patterns per type/class of user)

° The equation depicts a simple and general version of the gravity model.
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5. Use derived information in conjunction with open datasets (e.g. related to
demographics) in order to extract insights (for example, mobility patterns can
be used for traffic management and urban planning).

6. Predict Q0S/QoE per service, location and device type.

7. Predict the required resource reservation based on customer-flow profiling in
order to address the capacity and QoS requirements

8. Predict the allocation of flows to nodes enabling traffic engineering

It is worth noting that most of the input information required in the aforementioned tasks
is in the format of a timeseries, i.e. a sequence of data points, measured at successive
points in time and spaced at uniform time intervals; it is therefore necessary to provide a
small discussion regarding timeseries, their modeling and the way they are used for
forecasting.

Formally, we denote as timeseries any set of values X={X1,X2,X3...} where Xi is a real
number and i is a positive natural number denoting a specific instance of the time
continuum. Typical tasks involve:

» Similarity Searching: Given a timeseries Q find its most similar timeseries P from
a set of timeseries

* Dimensionality Reduction: Reduce the number of measurements while retaining
information content

* Clustering: Identify groups of timeseries
» Classification: Assign a new timeseries to a group
* Prediction: Predict the behavior of a timeseries in the near future

* Modeling: How to properly model our data points so as to perform all
aforementioned tasks in the easiest possible way.

An important factor that influences all issues discussed so far is the proper modeling of a
timeseries. In other words, the way that we use to describe the procedure that generated
our data. Having this description at hand we can easily predict future values, assess the
similarity of two series, reduce their size by identifying periodicity and categorize them
correctly. Due to the vast application field of timeseries (e.g. econometrics, weather,
speech, etc.) there is a huge number of approaches and tools for modeling and prediction.

Usually the Autoregressive Model (AR), the Moving Average Model (MA), their
combinations (ARMA and ARIMA - [214]) and the Box-Jenkins methodology for prediction
[215] are used. In case of seasonality Seasonal ARIMA (SARIMA) and SARIMAX are
employed -[214]. Moreover, Hidden Markov Models can also be applied for timeseries
modeling and prediction. HMMs application is based on the assumption that the values
of the series are generated by chain thus given a set of t values, we attempt to identify
the states that generated it and forecast the t+1 value by considering which is the most
probable transition state. Finally, Grey Box models ([216]), is another method which
attempts to identify the governing laws of a timeseries and generate predictions.

8.1.3 CEPE-enabled Network Planning and Traffic Engineering

Building on the outcomes of a CEPE-enabled network, we can predict user behavior in
terms of service consumption and therefore, derive the total traffic generated by specific
service and user classes in a given geographic area or set of cells. Given the latter, we
can then proceed and apply typical or custom traffic engineering solutions. In the context
of this paragraph we provide some indications towards this direction.
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Generally, as long as we can predict the expected traffic per user or user class we can
apply typical approaches such as those discussed in ITU- E.760 [219]. ITU- E.490.1 [218],
although dating back in 2003, accurately depicts the individual steps of traffic engineering
—namely traffic demand (model, measure, forecast), service objectives (QoS
requirements, objectives, network resources), traffic control and finally performance
monitoring— thus highlighting the need for an extended dataset.

In parallel E.500 [222] contains hints and recommendations regarding grouping of
measurements as well as classification of traffic (e.g. what should be considered
normal/high/low, etc.). E.506 [220] discusses management of data in terms of missing
values and prediction. It also provides an intuitive example of forecasting international
traffic using 10 years of observations'. E.507 [221] explains the use of AR for forecasting
international traffic and indicates how the Yule Walker equations can be employed for the
calculation of AR coefficients.

Following the CEPE-enabled, rule-based, network optimization case presented in the
context of the current contract we can design a similar framework for traffic engineering
and resource planning. An adaptive, feedback-based control system that monitors the
network, exploits historic information, builds profiles and forecasts KPI values can be
combined with rules that focus on driving the network to a desired state by means of
engineering traffic. It is evident however, that in order for any model to operate properly,
an extended dataset should be considered incorporating for example geolocation
information, CDRs/EDRSs, etc.

The envisaged solution will comprise an integral part of an overall framework which will:

* Monitor (actively or passively) the network and quantify key variables that will be
later exploited by CEPE (not a CEPE functionality)

* Extract profiles using the CEPE methodology (either supervised or unsupervised)

* Dynamically derive rules catering for short term network optimization. Update and
enforce the set of rules using the methodology presented in SD5.

¢ Forecast future KPI values and traffic demands

* Map traffic demands onto network resources using any of the established
approaches (e.g. linear programming, gravity models or tomography)

The novelty of the approach resides in the exploitation of the derived profiling scheme in
order to perform forecasting and estimation of the overall traffic. This solution should be
evaluated experimentally with SOTA approaches in order to assess to quality of the
produced results. In parallel however, it should also be evaluated along the following
axes:

* Scalability

o An important property of the solution should be scalability so that it can scale
to networks with hundreds to thousands of nodes. This property essentially
implies that the solution should be fast and ideally exhibit a liner or polynomial
time complexity.

* Avoid link overloading

' The specifications referenced in this paragraph are relatively old and focus on telephone network, yet
they contain fundamental methods for data management and timeseries forecasting. In parallel, the
methodology presented remains unaffected.
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0 Another aspect that should be taken into account is the capability of the
algorithm to avoid link overloading (i.e., route traffic through specific links thus
leading to their saturation). To cope with that issue the solution may restrict the
maximum link load. Restricting link load has the advantage of enabling a linear
programming formulation of the network dimensioning problem but may lead to
sub-optimal resource allocation when the network is heavily loaded

* Ensure balancing of resources

0 Load balancing is guaranteed by means of distributing traffic by multiple paths
based on the network state, responding to fast traffic variations and offering the
potential of better network-wide load balancing.

In the previous section, we reported a series of experiments, which have been conducted
using the NS-3 simulator and various network configurations. The aim of part of the past
section’s experiments was to investigate if and how the handover procedure is optimized
when applying CEPE in the RAT selection related to the active UE flows; towards this
end, in each experiment various measurements were extracted from the simulated
network operating with and without CEPE and results are compared in order to establish
the validity and viability of the concept. The evaluation was conducted via assessing pre-
defined network KPIs, i.e., the throughput of the UEs, the experienced delay and the
packet loss —both as average metrics for all users, as well as per service type-.

In this work, we performed a new series of experiments similar to the aforementioned
simulations, but this time from the perspective of the overall system requirements. The
goal of the profile-based traffic-engineering scheme is to identify context and profiling
information that is valuable for resource planning and traffic flow characterization in 5G
networks. To this end, key indicators are identified and used in order to capture the
network resource planning and traffic flow requirements, e.g., capacity, throughput,
application type, etc. In order to provide some initial insights, we use already-extracted
profiles in the same way these were extracted for previous experiments. However, in next
steps, a more specific profiling scheme must be developed that will take into account the
overall system’s KPIs and mainly focus on the profiles from the traffic engineering
perspective.

The main target of this study is to identify the confidence in predicting the system'’s traffic
flow requirements based on the application/service users’ type extracted from CEPE’s
profiling scheme. This will ultimately lead in efficient resource allocation and spectrum
management for the network operators towards the system’s load balancing, as well as
QoS optimization for the user.

The following table provides an overview of the different services that were configured
during the simulations, along with the traffic parameters per service'" in order to calculate
the throughput requirements per type of service.

Table 24: Throughput requirements estimation per service

Service type | UL/DL Parameters Value Throughput | Average
(Kbit/s) service
duration®
Voice Uplink Packet size | 18 14.4 1.8
(bytes) minutes
Interval (ms) 10

11
Values for the different service types are extracted based on references available in SD4, page 11
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Downlink Packet size | 17 13.6
(bytes)
Interval (ms) 10
VolP Uplink Packet size | 40 32 20 minutes
(bytes)
Interval (ms) 10
Downlink Packet size | 60 48
(bytes)
Interval (ms) 10
FTP Uplink Packet size | 12 0.192 (~0) ~10
(bytes) seconds
Interval (ms) 500 ;i?; 3 MBs
Downlink Packet size | 600 2400
(bytes) (2.4 Mbit/s)
Interval (ms) 2
Web Uplink Packet size | 12 0.192 (~0) 4.2
(bytes) seconds
Interval (ms) 500 perpage
Downlink Packet size | 800 3200
(bytes) (3.2 Mbit/s)
Interval (ms) 2
Video Uplink Packet size | 12 0.192 (~0) Average
(bytes) YouTube
video is
Interval (ms) 500 412
Downlink Packet size | 500 800 minutes
(bytes)
Interval (ms) 5

According to [235], “network peak usage is as high as 45 service requests per UE per
hour in peak busy hours”. In general, this statistic, -in combination with the different user
types per scenario, as well as the average duration per service type-, should be used in
order to calculate the expected (average) as well the maximum service requests for the
particular simulation system, thus estimate the capacity requirements of the system. In
such a case, we would assume that 45 service requests/UE/hour applies for all service
types, i.e., Voice, VolP, FTP, Web and Video.

However, in the particular simulations that we focus on, all users run the respective
services throughout the whole simulation time (i.e., 600 seconds) according to the
simulations’ configurations. In other words, the required throughput capacity is each
moment calculated as the peak required system throughput, as all services are running
simultaneously. Based on the type of the users, as a result, we predict the theoretical
system throughput requirements. Then, the operator would “translate” the throughput
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capacity requirements -taking into account the spectral efficiency- into bandwidth
requirements.

In the simulation scenario we performed we evaluated 7 sub-scenarios, each time
increasing the number of FTP users. In detail, the 7 sub-scenarios contain respectively
[0, 8, 12, 16, 20, 24, 28, 40] FTP users (out of the 40 overall users). CEPE profiling
enables us to create service profiles for each user and predict the types of applications
that the user will consume when entering a specific network area. As a result, each
moment, the network administrator is capable of having a holistic view of the theoretical
network capacity in terms of throughput. Based on Error! Reference source not found.
nd the respective values of uplink and downlink throughput, we calculate the estimated
system capacity in terms of throughput in Table 25:

Table 25: User distribution per service and est. throughput capacity requirements

Sub- User distribution per service type Theoretical (peak) overall system

scenario throughput capacity requirement
(Kbit/s)*
*Calculated as (e.g. in sub-scenario 1
UL): 0 x video data rate + 10 x voice
data rate +...+ 10 x VoIP data rate).
Uplink Downlink

1 0 FTP, 10 voice, 10 web, 10 video, 10

VolP 467.84 40616

2 8 FTP, 8 voice, 8 web, 8 video, 8 VolP | 375.808 51692

3 12 FTP, 7 voice, 7 web, 7 video, 7 VolP | 329.792 57231.2

4 16 FTP, 6 voice, 6 web, 6 video, 6 VolP | 283.776 62769.6

5 20 FTP, 5 voice, 5 web, 5 video, 5 VoIP | 237.76 68308

6 24 FTP, 4 voice, 4 web, 4 video, 4 VoIP | 191.744 73846.4

7 28 FTP, 3 voice, 3 web, 3 video, 3 VolP | 145.728 79384.8

From the above table it becomes obvious that for the different users’ distributions in each
one of the sub-scenarios, the theoretical (peak) throughput capacity range for the uplink
is between 145.728 and 467.84 Kbps, while for the downlink it is between 40.6 and 79.5
Mbps.

Apart from the theoretical (ideal) throughput requirement calculations, we predict the
actual throughput based on historical measurements from the network. In the particular
experiment, we perform different simulation runs in order to build our KPI database for
our predictions. During these runs, on the one hand the mobility of the users varies, while
on the other hand the service type of a single user may vary as well. The prediction, as a
result, is performed on the basis of two variables: a) the varying mobility of the UEs, which
is not defined in advance and b) the service type each UE will consume, based on the
extracted CEPE profiles. In this way, we compare the predicted values (according to the
CEPE-based profiling that links specific users to specific service types and —as a result-
max. required throughput), with the actual result of one random experiment. The following
figures (uplink and downlink) illustrate this comparison.
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Figure 106: Theoretical, predicted and actual throughput requirements for uplink

Downlink throughput requirements
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Figure 107: Theoretical, predicted and actual throughput requirements for downlink

The predicted values have been estimated based in historical information (multiple
experiments on the same topology with random user mobility but same service
consumption per user). In most cases, the predicted type of service was 100% successful.
Nevertheless, minor divergences are observed in the sub-scenarios of 30, 40 and 50%
of FTP users, with 5, 2.5 and 2.5% error in the service profile prediction accuracy. These
minor errors contribute in the slight differences between the predicted and the actual
results. All in all, the actual capacity requirements are almost identical to the predicted
system’s throughput variation, as the FTP users increase.

Throughput to bandwidth and vice-versa

The graphs in [236] illustrate how peak capacity varies according to the bandwidth and
the modulation scheme. The generation of the graphs has been based on 3GPP
document 36.213.
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Peak Downlink Data Rates in LTE
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Figure 108a-b: Peak uplink and downlink capacity

Table 26: Resource Blocks — Bandwidth — Data rate

# of RBs Bandwidth (MHz) Downlink Data rate | Uplink Data rate
(Mbps) (Mbps)

6 1.4 4.4 (SISO) /8.8 (MIMO | 3/4.4
2x2)

15 4 ~11.1/22.1 7.5/11.1

25 5 ~18.3/36.7 12.6/18.3

50 10 ~36.7/73.7 25.5/36.7

75 15 ~55.1/110.1 37.9/55.1

100 20 ~75.4/149.8 51/75.4

According to the previous results, the operator —based on the predicted overall system’s
throughput requirements- makes the planning in terms of the spectrum to be utilized.
Based on Figure 106 and Figure 107, as well as Table 26’s mapping, the operator covers
the traffic requirements of the particular scenario (topology, number of users, etc.) using
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minimum spectrum for the Uplink, i.e., 1.4 MHz (or 6 RBs), and 5 MHz for the Downlink
(MIMO) or 10MHz in case of SISO (25 or 50 resource blocks respectively).

8.2 5G Use Cases based on loT and Context-based Network Slicing

An example related to a challenging Future Internet, Business-to-Business Collaboration
Platform for Precision Farming

5G will support diverse vertical industries in a highly efficient manner, by the novel,
advanced technologies it will comprise. These vertical industries introduce a variety of
usage scenarios posing new challenging KPIs, some of the most common being very low
latency, ultra high reliability, low energy consumption and support of massive
connections.

In order to address those challenging KPIs, context-based radio resource management
in 5G will highly rely on the Network Slicing concept [237], considered as one of the vital
parts of the fifth generation networks’ architecture. Network slicing will primarily address
the deployment of multiple logical networks as independent business operations on a
common physical infrastructure. The independent business operations will as a result
utilize a portion of the network infrastructure and resources, which will be configured and
optimized for the very specific requirements of the particular operation.

One of the relatively novel domains, which rely on a great extent upon the new
technologies, which 5G will introduce, is the Internet of Things. loT is mostly characterized
by massive numbers of power-constrained devices, which infrequently transmit small
amounts of delay-sensitive data. The type of communication, which characterizes such
devices comprising the Internet of Things is Machine Type Communication (MTC);
massive (mMMTC) and ultra-reliable (UMTC) are two MTC sub-types, which are highly
linked to the IoT requirements.

Smart Farming, is one of the loT industries with high economic potential upon utilizing the
5G technologies. The first generation of Smart Farming applications concerned relatively
simple applications with the involvement of a small number of monitoring sensors, which
collect specific type of values; this information is aggregated in a database, residing close
to the farm, and is being forwarded in a pre-defined time-interval (e.g., once a day) to a
monitoring applications, providing an overview of the farm/greenhouse conditions to the
app user/farmer. The fifth generation of wireless communications will offer a whole new
variety of applications, with much more demanding, real-time tasks, which will often not
involve human intervention. Massive MTC between sensors and actuators, computer-
navigated machinery, etc., in massive deployments in farms, greenhouses, etc. will create
a new landscape in the domain of Smart Farming industry. Towards, this direction, this
section presents a brief overview of a Smart Farming system related to Smart
Greenhouse Management and Control that was implemented in the context of the
Flspace project ([238]) and utilizes the Flspace Business-to-Business platform. The figure
that follows illustrates from a high level perspective the overall system (Figure 109).
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Figure 109: Smart Greenhouse Management and Control in 5G

The main use case is described by the following scenario: An loT sensor network
comprising several sensor types (temperature, humidity, luminosity, etc.) is installed
inside a greenhouse, in order to monitor the greenhouse’s conditions in real-time.
Depending on the real-time status of the greenhouse conditions, actions can be taken by
an automated system (actuators, e.g. watering machines, fire distinguishers, air condition
systems, etc.) based on rules, which are applied via a Greenhouse Advisory Service. The
final goal of the scenario is the optimization of the overall process and the maximization
of the farm’s/greenhouse’s yield.

The different components, which comprise the overall system are typically located in
different locations, as a result, -as also depicted in the above figure-, several connections
and interfaces need to be supported, i.e., between the Greenhouse — where the loT
sensor network is deployed-, the Flspace infrastructure location, the Farm Management
Information System (FMIS) location, as well as the Advisory Service infrastructure
location. In cases of massive deployments, hundreds/thousands sensor devices from
each farm are emitting small portions of critical data in a very frequent rate. Systems that
are currently in place are failing because even in the areas that do have high speed
connectivity they are failing due to high demand. According to the latest 5G use cases
definition, massive |oT scenarios will be utilizing devoted network slices, which will be
optimizing the specific traffic flow types addressing KPIs such as ultra high reliability and
very low latency.

The network slicing could be realized either via a static approach, i.e. an operator
provides a dedicated slice for the specific location and type of data. Another approach
would be for the network to be capable of identifying in a more dynamic way such traffic
type, and create the slice on the runtime. Such a mechanism would require a context-
aware tool, able to identify the specific flows, or even predict their presence in advance,
if based on analytics, such as CEPE. This leads to one of the future directions, we are
also willing to take in relation to CEPE operation. Besides the traffic steering and RAT
selection, slicing management could be directly linked with such a Context Extraction
Engine and federate the overall slicing management architecture of the forthcoming 5G
system, as already indicated in the previous section with 3GPP’s latest Network Data
Analytics module (NWDA) ([154]), which provides slice-specific network data analytics
to the PCF.
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9. CONCLUSIONS

5G network architecture and operation will require a holistic and comprehensive view of
the network, in order to succeed in providing high quality services, making the most out
of the scarce resource availability in the complex, heterogeneous, forthcoming, 5G radio
environments. As it is thoroughly proved in the context of this thesis, context-awareness
is of uttermost importance in order to acquire this holistic and comprehensive view of the
network, -and by making intelligent decisions-, optimise the allocation of resources among
the heterogeneous users, devices, things and access technologies. Towards maximizing
the merits of context-aware systems’ capabilities, novel technologies, which are
introduced in the latest 5G-related standardization efforts should be also exploited, such
as the Software Defined Networking concepts and approaches, Virtualized Network
Functions, as well as Network Slicing.

The objective of this thesis is to analyze the concept of context-aware radio resource
management (RRM) and traffic steering for 5G radio environments, and present solutions
for these research areas, by also associating them with the latest 5G architecture insights.
As already discussed, context awareness is the ability of the network elements —or
computing systems- to acquire and reason about the context information and adapt
accordingly the resource allocation policies according to the respective context. Context,
is any information that can be used to characterize the situation of an entity. An entity is
a person, place, or object that is considered relevant to the interaction between a user
and an application, including the user and application themselves. RRM is the system
level management of radio resources, co-channel interference, as well as other radio
transmission characteristics in wireless communication systems, such as cellular
networks, wireless local are networks (WLANSs) and wireless sensor systems (WSNs).

Although numerous solutions have been proposed so far, which exploit diverse parts of
the available context information items —related to the network, the user equipment, etc.,
this work has attempted to propose a novel method, which makes almost no assumptions;
this work has attempted to evaluate from different aspects the proposed schemes in an
environment, as realistic as possible. The innovation of this work is reinforced by the fact
that the proposed schemes are based solely on assumptions in line with the latest 3GPP
standardization efforts in terms of context information acquisition, attempting this way to
highlight the realistic and viable aspect of the solutions for next generation wireless
networks. To the best of the writer's knowledge, no research proposal has attempted to
limit its assumptions totally in line with the standardization guidelines; on the contrary, the
vast majority of solutions make numerous assumptions, which often lead non-realistic
proposals.

Context awareness comes at a cost. The more information is acquired and processed,
the higher the granularity of the context awareness, however the larger the burden, which
is placed —both on the network, as well as the computing entities-; one of the crucial
topics, which was analyzed in the context of this thesis was the signaling overhead
evaluation for each one of the proposed mechanisms, as well as the type of the
information acquired, which should be within the available information items and network
entities, and in line with the latest standardization efforts towards 5G.

In the context of this thesis, the focus has been placed on three distinct context-aware
mechanisms, which attempt to address the resource scarcity issues, which will be faced
in the forthcoming ultra dense network deployments. All three mechanisms, focus on a
different aspect of the context-aware approach: COmpAsS is a UE-based scheme, which
attempts to select the most suitable radio access technology and point of access for the
UE; CEPE, is an offline profiling engine, which is used to generate user and device
profiles, and —based on these profiles- optimize the resource allocation- attempting to
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map in an optimal manner the mapping between the available resources and user/device
profiles; CIP —the 3rd core mechanism- is a context information pre-processing and
filtering scheme, which acts in a complementary manner to the aforementioned schemes,
targeting to minimize the signaling and processing burden, which is posed by the diverse
and numerous context information items —especially in dense 5G deployments- with
massive number of users, devices and coexisting access technologies.

This thesis provided a holistic study, which comprised comprehensive analyses from
diverse aspects: architectural, algorithmic, experimental, analytical, etc. for all
mechanisms. Besides the evaluation of the integrity and validity of each one of the three
core schemes, a novel architecture is proposed, in line with the latest 3GPP
standardization steps, comprising COmpAsS, CEPE and CIP as instances of the
proposed novel network entities of the new 5G-EPC.

One of the crucial matters, on which focus was given, was the context acquisition process.
In order to design COmpAsS'’s, as well as CEPE’s system parameters, a comprehensive
analysis on the network resources, respective interfaces and context information item
types was made. In addition, an analytical approach was presented in the case of
COmpAsS, which provided detailed insights on the information items, which are used,
along with the signaling overhead required to aggregate them. To the best of our
knowledge, there is no previous work, which attempts to quantify the signaling overhead
of the proposed context-based mechanism, and juxtapose it with the gains measured in
the network-related KPls part.

The validity of each one of the mechanisms was showcased via an extensive set of
experimental scenarios, carried out in line with the 5G Ultra Dense network scenarios and
requirements, in realistic simulated topologies and with diverse access technologies and
layers (macro cells, femto cells, Wi-Fi APs, etc.). The flexibility of the open source NS3
simulator, -which was used throughout all the experimentation-, enabled us to customize
our environment according to very specific requirements, and —thus- achieve the realistic
models we targeted.

This extensive demonstration proved a number of gains with regard to primary network
KPls, such as the maximization of the achieved throughput, the minimization of
unnecessary handovers, as well the reduction of the latency measurements, particularly
for delay-critical services, as described in the 5G verticals’ requirements. The
performance of the proposed schemes was juxtaposed to well established handover and
RAT selection mechanisms, already deployed in 4G/LTE. This comparison highlighted
numerous outcomes, both as far as the network and QoS KPIs are concerned
(throughput, latency, packet loss, etc.), as well as the signaling overhead evaluation,
since we compared with baseline —already deployed in the market- solutions, and not
theoretical solutions found in the literature.

The innovation of the proposed framework is summed up by the following points:

* It comprises three distinct mechanisms, which are capable of operating both in a
complementary, as well as a standalone manner, improving different aspects of
the overall network operation. COmpAsS targets to improve the UE’s QoS in terms
of achieved throughout, latency and minimize number of unnecessary handovers,
CEPE’s primary target is to optimise the overall UE-flow mapping, with the
available resources in an optimal manner from the overall network perspective,
while CIP aims to optimise the context acquisition and transmission process for
reducing the burden posed to the network.

* The evaluation of the proposed schemes was carried out in an as realistic as
possible environment and with as few assumptions as possible with regard to the
network environment, the system specifications, the UE traffic characteristics and
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mobility, etc. In addition, the evaluation was made comparing the proposed
schemes to well established, baseline solutions from the 4G/LTE systems, aiming
to show the gains in a clear and easily reproducible way.

* The simulation was designed in line with the 5G verticals’ specifications and use
case requirements. Ultra dense deployments were used, with coexisting diverse
radio access technologies, while high demanding applications were deployed in
order to challenge the proposed schemes, in line with the very challenging 5G
requirements.

* Thorough studies took place occasionally with regard to the latest 3GPP
standardization steps in order to keep the proposed mechanisms as updated as
possible, and close to the proposed architecture, interfaces and specifications of
the 5G system use cases and requirements. Additionally, in the last part of this
work, a direct mapping between the proposed schemes and the respective 5G
network entities took place in the final section, as instances inside the 5G
architecture.

* Unlike the vast majority of similar solutions, a great effort was given on the
signaling cost analysis, which also juxtaposed its outcomes to the gains measured
in the network-related KPIs part, for an overall assessment.

Overall, the research carried out in the context of this thesis proves that context aware
systems are capable of improving remarkably the resource management in the
challenging forthcoming 5G environments, especially when exploiting the ever increasing
available context information from the various sources related to the user, the device, the
traffic flow and the network. COmpAsS algorithm, along with the use of the light-weight
approach of Fuzzy Logic on the UE side, results in great outcomes, as far as the achieved
throughput, latency and packet loss are concerned, both in the downlink, as well as the
uplink. UE profiling —as performed by CEPE- will be of uttermost significance in the
complex, heterogeneous 5G environments, as it offers the capability to the network
administrator to efficiently apply policies in order to optimise the mapping between UE
profiles and network slices. Furthermore, the prediction capabilities of such a mechanism
provide additional benefits in order to improve the resources distribution of the network.
CEPE shows significant gains in terms of throughput and delay, being also capable —as
shown earlier- of operating as a NWDAF instance in the context of the 5G system. As the
context information, which is generated by the diverse network entities, rises dramatically,
this thesis also concludes that a context information pre-processing mechanism is crucial
in order to handle the great volumes of data, which are generated, in order to save both
computing (e.g., related to analytics and profiling), as well as network/signaling resources.

Besides the innovations proposed in this thesis, there are of course still numerous
aspects to be addressed and potential directions, towards which, an overall context aware
system could be further optimised in order to fully support the 5™ generation wireless and
mobile systems. In the future we plan:

* To closely follow the next steps from 3GPP with regard to the NWDAF and ATSSS
functionalities and perform the respective adaptations in relation to the interfaces,
context information item types, etc. to CEPE and COmpAsS.

* To elaborate on the context abstraction layer, both from the operational as well as
the architectural perspective, which will be acting on top of all 3 schemes. A novel
algorithm will be implemented, which coordinates COmpAsS and CEPE operation
in an optimal way, balancing the UE- and network-oriented decision making,
depending on real-time, as well as historical/predicted context.

* New simulation scenarios to be designed and executed, which will integrate
simultaneously all three mechanisms, while they will rely on a much more
advanced implementation in terms of signaling.
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* Further work on CIP distributed architecture and improve CIP’s operation and
communication between its numerous instances, in complex scenarios with high
number of base stations, APs and UEs, where processing and network resources
may be increased.
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ACRONYMS
2G 2"! Generation
3G 3" Generation
3GPP 3" Generation Partnership Project
4G 4™ Generation
5G 5" Generation
ATSSS Access Traffic Steering, Switching and Splitting
(C)AC (Call) Admission Control
CPU Central Processing Unit
CS Cell (re-)Selection
D2D Device to Device (Communication)
EPC Evolved Packet Core
ETSI European Telecommunications Standards Institute
FIS Fuzzy Inference System
FL Fuzzy Logic
FLC Fuzzy Logic Controller
GSM Global System for Mobile Communications
HO Handover
HSS Home Subscriber Server
IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force
loT Internet of Things
KDD Knowledge Discovery in Databases
KPI Key Performance Indicator
IMSI International Mobile Subscriber Identity
ITU International Telecommunications Union
LTE Long Term Evolution
LTE-A Long Term Evolution Advanced
LWA LTE-WLAN Aggregation
M2M Machine-to-Machine
MF Membership Function
MME Mobility Management Entity
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mMTC Massive Machine Type Communication
MNO Mobile Network Operator

MTC Machine Type Communication

NMS Network Management System

NSSF Network Slice Selection Function
NWDAF Network Data Analytics Function
OFCS Offline Charging System

PCRF Policy and Charging Rules Function
PDCP Packet Data Convergence Protocol
PER Packet Error Rate

P-GW Packet Gateway

PL Packet Loss

QoE Quality of Experience

QoS Quality of Service

RAT Radio Access Technology

RCAF RAN Congestion Awareness Function
RRM Radio Resource Management

RSRP Reference Signal Received Power
RSRQ Reference Signal Received Quality
SC Small Cell

SDN Software Defined Networking

S-GW Serving Gateway

SINR Signal to Interference plus Noise Ratio
UE User Equipment

UDN Ultra Dense Network

UDP User Datagram Protocol

uMTC Ultra-reliable Machine-Type Communication
WLAN Wireless Local Area Network
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ANNEX

CEPE Unsupervised and Supervised implementation details

Table 27: Employed mathematical notation

Symbol Explanation

X Row vector x

X; The i-th coordinate of x

X Variable x

X The value of variable x at time t

X Matrix X with observations as rows

x or X' Transpose of x, X

Xi The value of cell i,j of X

X.;orX;. The j-th column/row of matrix X

§71”n or All rows/columns of X from index 1 to n

1X] The number of observations (rows) in X

U DS N The matrices of U§en Device, 'Service and
i Network observations respectively

We assume that all entities are represented as a high dimensional vector residing in R".
Before delving into details, we provide a table summarizing the basic mathematical
notation we employ. Note that our vectorization assumption renders the algorithm data
agnostic and capable of accommodating changes in the underlying data model. Indeed,
any change in the raw data necessitates an update in the mapping function (i.e. the
function which will map an entity —for example a User— as a high dimensional point)
leaving CEPE unchanged.

CEPE Unsupervised Version

The unsupervised version of CEPE operates under the salient assumption that there is
some latent structure in the data collection (i.e. groups/clusters of similar observations)
which attempts to unveil and formalize it through rules. The algorithm appears in Table
28.

We assume that the dataset is split into subsets in accordance with the variables in
consideration. An intuitive selection could be the time and location axes (e.g. weekdays,
9:00-12:00 around coordinates {(x,y),(z,a)}) however this is indicative since the procedure
can be applied along any data dimension. This step corresponds to descending from
Level O to Level 1 as depicted in Fig 2.

Thereinafter, we break down every derived subset into entity specific data-chunks
following a simple disaggregation approach; each observation is broken down into its
constituting entities (e.g. User, Device, Network and Service chunks as depicted in Step
1 of Table 28).
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Table 28: The unsupervised version of CEPE approach

Step function: unsupervised_CEPE
X: The dataset where rows are observations and
Input Parameters . .
columns are monitored variables
u, d, s, n€number of user/ device/ service/
network-related variables in observations
U—X:,l:u
D—X:,u+1:u+d L. . . g
1. Divide the dataset into entity specific chunks.
S—X:,u+d+1:u+d+s
N—X:,u+d+s+1:|XT|
ul,Uc _ spectral_clustering(U) Run spectral clustering and decision tree
- classification for all derived matrix chunks.
ur _ decision_tree(U,ul)

. Spectral clustering facilitates the identification of
dl,De _ spectral_clustering(D) clusters (i.e. groups of similar observations) while the
dr _ decision_tree(D,dl) decision tree classifier extracts a rule-set which will

2. be used for the classification/mapping of new
observations to the identified clusters.
sl,Sc _ spectral_clustering(S)
sr _decision_tree(S,sl) .
ul denotes the label vector of user clustering (e.g.
‘user_group_x’, ur the classification rules (e.g.
nl,Nc _ spectral_clustering(N) age>18 " income<50K - user_group_x) and Uc the
o - corresponding centroids (e.g. average age 22.5,
nr _decision_tree(N,nl) average income 35K).
Merge all label vector and identify the distinct
3. v _distinct_classes(ul _ dI _sl _nl) elements (i.e. cluster labels) that will form the nodes
of the graph. Store them into vector v.
4. E;;_P(vi|vy),_ij Calculate the adjacency matrix
5. G _ full_graph(v,E) Generate the graph

Output Parameters

G: The graph
ur, dr, sr, nr: The set of rules
ul, di, sl, nl. The set of labels

Uc, Dc, Sc, Nc: The set of centroids

The next step entails the application of spectral clustering on the identified chunks and
the derivation of entity-specific clusters (Step 2). We assume that the derived membership
is correct and generate a knowledge model using a decision tree classifier. The tree
model facilitates abstraction and generalization; the rules will help us categorize new
instances faster without maintaining the whole dataset in memory or constantly updating
the spectral decomposition.

Each distinct cluster label defines a node in a graph (Step 3), which is connected with
another entity node via a weighted edge wj. The simplest way to weight edges is the use
of conditional probabilities; for example, when connecting a user cluster with a service
cluster, we can define a weight:

Wij =

__ times that a user of this cluster consumed a service of that cluster

number of services
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The possible paths that traverse all entities (i.e. from a given User node to any Network
node traversing all other entities) correspond to the different profiles (i.e. the different
combinations of User — Device — Service — Network labels that CEPE identified in the
data collection).

The spectral clustering algorithm appears in Table 29; at first we calculate the graph
Laplacian L (Step 1) by taking into account the data pairwise similarities. Afterwards we
derive its eigendecomposition (Step 2) and apply the eigengap heuristic on the matrix of
eigenvalues X (Z is a diagonal matrix with eigenvalues in descending order along its main
diagonal —i.e. 0;#0 and 0;=0 when i#)).

Spectral clustering is both a clustering and a dimensionality reduction algorithm. The new
dataset is obtained by retaining the first k eigenvectors of E (Step 4) and embeds the
original observations from R" to R¥ where n is the number of variables. We employ the k-
means algorithm in order to discretize the result (i.e. derive the clusters from Xnew).
Finally, taking into account the cluster membership information we calculate the centroids
on the original matrix X (Step 6).

The computational complexity of the procedure is primarily dominated by the application
of spectral clustering on matrixes U, D, S and N as well as the formation of graph G thus
is upper bounded by O(|v[*+|U[>+|S|*+|D|*+|N|®). Memory requirements are upper
bounded by O (|v]? +|UJ*+|S[*+|D|>+|N|%) due to the storage of the graph G and the
eigedecomposition of U, D, S and N.

Table 29: The spectral clustering algorithm

Step function: spectral_clustering

X: The dataset where rows are observations and

Input Parameters columns are variables

Calculate the un-normalized graph Laplacian L”. D
is the degree matrix and XX the observations’
1. L D—XxxT pairwise similarities matrix according to their internal
product (i.e. li x;y; where x,y are observations —i.e.
rows— of X).

2. E, _eig(L) Derive the eigen-decomposition of L

3. k_ eigengap (E) Use the eigengap heuristic and find the number of

clusters k.

4. Xnew-E 1.1 Derive the new dataset.

5. labels _ k-Means(Xnew;k) Run k-means clustering in order to discretize the
result.

6. C _ centroids(X,labels) Calculate the centroids on the original matrix X.

labels: The labeling scheme as derived from k-
Output Parameters means

C: The centroids calculated on the original matrix X.

CEPE Supervised Version

The key differentiating factor of the supervised case with respect to the unsupervised one
is that we know in advance how we should break the data chunks into distinct clusters.
The latter is due to the fact that we are aware of the underlying structure of our data
collection.

'? The normalized graph Laplacian can also be used as well as any scheme (e.g. kernel similarity, k-NN
search etc) for the definition of the pairwise similarities matrix W. For simplicity reasons we present only
the un-normalized graph Laplacian case together with the internal product similarity computation.

179 S. Barmpounakis



Context-based Resource Management and Slicing for SDN-enabled 5G Smart, Connected Environments

The formal description of the algorithm appears in Table 30. Again we assume that the
dataset is split into subsets in accordance with the variables in consideration and we
break down every derived subset into entity specific data-chunks as depicted in Step 1.

As soon as the pre-processing is performed, data is fed to a classifier (Step 2). Note that
in general we can apply any type of classification algorithm. A Tree Classifier —e.g. the
ID3 we used in the experiments of the unsupervised case— will produce a set of
classification rules (i.e. X & Y =2 Z). A Lazy Learner —e.g. kNN, [196]— will construct a tree
and then identify for each incoming observation its k closest instances. A multiclass SVM
classifier —[196]— will produce, for each pair of classes, a set of support vectors which will
define a linear equation that optimally separates the two classes. Evidently, any classifier
is directly applicable without affecting the methodology.

The rest of the procedure is identical to the unsupervised CEPE. Conceptually, the
approach is the same; the key differentiating factor, —which eventually provides better
discrimination results—, is the existence of the correct labeling scheme, which significantly
enhances and speeds up the procedure.

The computational complexity of the procedure is primarily dominated by the application
of the decision tree classifier on matrixes U, D, S and N as well as the formation of graph
G thus is upper bounded by O(|v]*+u|U|log|U|+s|S|log|S| log|U|+d|D|log|D|+n|N|log|N]).
Memory requirements are upper bounded by O (|v|? + |X|) due to the storage of the graph
G and original data matrix.

Table 30: The supervised version of CEPE approach
Step function: supervised_CEPE

X: The dataset where rows are observations and
Input Parameters columns are monitored variables

ul, sl, di, nl: The labeling scheme

u, d, s, n€number of user/ device/ service/ network-
related variables in observations

U—X:,l:u

D—X:,u+1:u+d
1. Divide the dataset into entity specific chunks.
S—X:,u+d+1:u+d+s

N—X:,u+d+s+1:|XT|

ur _ decision_tree(U,ul)

dr _ decision_tree(D, dl) Run decision tree classification for all derived matrix
2. chunks. ur denotes the classification rules (e.g.

sr_decision_tree(S,sl) age>18 " income<50K > user_group_x).

nr _decision_tree(N,nl)

Merge all label vector and identify the distinct
3. v _distinct_classes(ul _ dI _sl _nl) elements (i.e. cluster labels) that will form the nodes
of the graph. Store them into vector v.

4. E;;_P(vi|vy),_ij Calculate the adjacency matrix
5. G _ full_graph(v,E) Generate the graph
G: The graph

Output Parameters
ur, dr, sr, nr: The sets of classification rules
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Rules Extraction and Feedback Loop

Until this point, CEPE description has focused solely on building and maintaining a
knowledge base containing groups and associations between users, devices (e.g. type,
capabilities, battery status, mobility, charging etc), RATs (e.g. type, cell-id, location) and
Services. We have stated however, that the goal is to map UEs to RATs and
proposed to do so via a set of rules. In the context of this paragraph, we will discuss
the derivation of these rules from our knowledge model and their evaluation.

A first straightforward approach could be the manual extraction and evaluation of rules.
A human expert (e.g. network administrator) identifies the various groups, studies their
properties (e.g. group A is made up of prepaid subscribers that perform x top-ups a month
and communicate primarily with SMS) and then derives the combinations that according
to his expertise will optimize network operation. For example, consider an unsupervised
case were we have identified the following profiles:

* User Group X: User Group 19-29, Prepaid subscription, 2GB available for data, when
at 20% of credit, service consumption and calls drop sharply by 50%, moving at high
velocity

* Service Group Y: Video Streaming (i.e. YouTube), VoIP Services (i.e. Skype) take up
more than 80% of his time

* Device Group Z: Samsung Galaxy S4

A human administrator would probably come up with a rule that optimizes the QoE of the
user class and avoids excessive network signaling, e.g., reduce the large number of HOs
occurring due to high user velocity. A probable rule could be the following:

* User Group X * Service Group Y * Device Group Z > Macro Cell

This approach is plausible for an average number of groups/classes per entity (e.g. less
than 10 per entity) considering that numerous cases can be grouped together. But
obviously, if we need finer granularity (i.e. higher level of detail per class) we need
to come up with a semi-supervised or a totally unsupervised approach for rules
derivation.

Assuming that the network is configured to take optimal decisions most of the time, we
can autonomously generate a set of rules, which upon application can ameliorate network
conditions. The derivation is based on the graph constructed in the final step of CEPE.
Recall that every node of the graph represents a distinct class of a particular and is
connected with other nodes via weighted edges with edge weights depicting the
probability of having instances of both classes on the same path.

We can employ two distinct strategies in order to derive the rule-set; directly apply
Bayesian logic (i.e. Naive Bayes classification), find all possible rules and rank
them according to their score or alternatively identify the paths that traverse all
class types (i.e. User, Device, Service and Network) and rank them according to the
sum of weights.

This way, the case with the highest probability (i.e. appears most of time) is the one
applied as a rule in similar situations. However, such an approach is prone to mis-
configurations; a correct but rare decision will be ignored and never be applied
even when it should be. Evidently, in order to employ this procedure, we need a
kind of feedback loop that will promote correct rules and degrade those invalid.

Recall that in the beginning we proposed the extraction of a set of KPIs against which
CEPE performance will be evaluated; depending on the induced amelioration or
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. . . 1
deterioration on these KPIs we can create a score for each rule in the form ;?ﬂ w;p;where

w; is an optional weight — importance — for the i-th KPI defined by an administrator, p; the
percentage change of the i-th KPI due to the application of the rule in question and n the
number of evaluated KPIs.

The approach is depicted in Table 31. We assume that the network initiates with the rules
derived according to the graph traversal plan and operates with these rules for a given
time period f; afterwards, a set of predefined KPIs x is evaluated per user against their
counterparts during operation period ¢-17.

t-1_ .t t-1
(x; (x

1 —xt —xt
For each set of n KPIs we calculate ;?ﬂ xt_lxl), where p; = xt—_l"l) x! the value of the
i i

i-th KPI obtained during trial period t and x:~* the same value during the trial period t-1
(or in the case that =7 when the system run without CEPE). Depending on the
importance of each KPl we can adjust the sum by including weights from a set w
thus obtaining the final score for a given rule. Finally, we sum up the individual
scores per user and obtain a holistic value for each rule or set of rules.

Table 31: Evaluate a rule-set using feedback from all subscribers

Step function: evaluate_rule_set
r: A vector of matrixes containing as elements one
matrix per KPI for evaluation time t.

Input Parameters 7": A vector of matrixes containing as elements one

matrix per KPI for evaluation time t-1.
w: A vector containing the weights for each KPI.

1. r _number of elements in r* Find the number of rules included for evaluation

2. score _0,s_@

fori=1:1:r

For all rules in this evaluation run, calculate the
3. s; = evaluate_rule(rt, vt 1, w) induced amelioration/ degradation percentage and

add it to the overall score.
score += s;

Normalize the score taking into account the number of

1
4. score = =score
r rules

score: The score obtained for the particular rule set

Output Parameters s: A vector containing the scores for all rules. The i-th

element of s contains the score of the i-th rule.

TABLE 32: Evaluating a single rule using feedback from all subscribers

Step function: evaluate_rule
X" A matrix containing as columns the values of the
KPIs at time t for all users.
Input Parameters X"": A vector containing as columns the values of the

KPIs at time t-1 for all users.

w: A vector containing the weights for each KPI.

1 u__ number of rows of X' Find the number of users and KPIs included in this

n_ number of columns of X' evaluation

2. score _ 0
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Step function: evaluate_rule
X" A matrix containing as columns the values of the
KPIs at time t for all users.
Input Parameters X"": A vector containing as columns the values of the
KPIs at time t-1 for all users.
w: A vector containing the weights for each KPI.
fori=1:1:u
1 (X671 — Xt ) For all users in this evaluation run, calculate the
3. score+= —1-21 Wy induced amelioration/ degradation percentage and
n Xij add it to the overall score.
4 1 Normalize the score taking into account the number of
. score = —score
u users
Output Parameters score: The score obtained for the particular rule

Querying a CEPE defined model

The algorithmic solutions presented in the previous sections create the knowledge base
and associate rules set, upon which decisions will take place. In the context of this
paragraph we will focus on the decision step; given a CEPE model and an observation,
how to best assign it to a specific class and which rule should CEPE advice for invocation?

Recall that we have essentially structured a set of profiles and a set of rules so given an
observation we want to identify the optimal set of classes (i.e. profile), on which it should
be mapped and the proper rule to invoke.

Querying can take place either real-time or offline. Real-time search means that the
required parameters will be periodically transmitted from the UE to the network, which in
turn will feed them to the model and derive the classification of the observation.

Table 32: Querying a CEPE model
Step function: query_CEPE

o: An observation

ur, dr, sr: The sets of classification rules as derived
from the decision tree classifiers of either supervised

of unsupervised CEPE.
Input Parameters
online/offline: A flag signifying whether the procedure

will run real-time of offline

N: The set of network mapping rules as derived from
the graph traversal process

u, d, s _number of user/ device/ service variables
in the given observation

1. U0,y
d_0y,11u+d Divide the observation into entities

S_0ytd+1:0T|

if online:

2. ul _ classify(u,ur)
dl _ classify(d,dr) Run the classifier for all derived observation chunks
- va and attribute them the most fitting label (ul, dl, sl).

sl _ classify (s,sr)

else:

3. ul, dl, sl _get_historic(u, d, s) Search past observations
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Step function: query_CEPE

Input Parameters

o: An observation

ur, dr, sr: The sets of classification rules as derived
from the decision tree classifiers of either supervised
of unsupervised CEPE.

online/offline: A flag signifying whether the procedure
will run real-time of offline

N: The set of network mapping rules as derived from
the graph traversal process

R _get rules(ul, dl, sl, N)

The set of rules accompanied by their score as
derived by the graph traversal process.

Output

Parameters

Ry: The rule with the highest score

It now becomes apparent that the vertical division step is extremely helpful since static
information (e.g. device capabilities, user preferences etc.) will not change thus
classification will take place only once for the updated entities. As soon as the observation
has been properly classified, we match it with the rules and apply the one with the highest
rank. In case of multiple matching rules we can randomly select and apply one
since the subsequent evaluation step will assess its correctness.

Offline querying on the other hand assumes that user behavior exhibits strong periodicity
in terms of time and location. Therefore, the user profile and service profiles will not
change over time enabling the exploitation of previous decisions.
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