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ABSTRACT

We present the architecture and implementation of EmMPOWER, a platform created for
further SDN/NFV research and experimentation. The platform is based on the
OpenFlow standard, but also extends its capabilities and features on the wireless and
the mobile domain. EmMPOWER rests on a single platform, which consists of general
purpose hardware and operating system. It also provides three types of virtualized
network resources such as forwarding nodes (OpenFlow switches), packet processing
nodes (Micro Servers) and radio processing nodes (WiFi Access Points or LTE
eNodeBs). The EmMPOWER Network operating System consists of an OpenFlow
Controller (e.g. Floodlight) and the EmMPOWER master that runs on top of it and has a
global view of the network, this allows the controller to have knowledge over the clients,
the flows and the infrastructure of the network. An EmMPOWER agent sits on top of each
Access Point or WTP (Wireless Termination point) via the Click Modular Router and
OpenVSwitch. The clients' abstraction, LVAP (Light Virtual Access Point), helps the
agents running on the WTPs to allow multiple clients to be treated as a collection of
logically isolated clients connected to different ports of a switch. Our implementation
consists of an application on the EmMPOWER SDN controller (SDN application layer),
whose main functionality is to designate redirection rules, specified by the user, through
a custom Ul. These rules' goal is to determine the redirection of a client's packet to
another client, directly after the WTP (Access Point) that the source client is assigned,
receives it. The user identifies each client by its MAC address and a Label assigned to
each client by the controller, he can also choose between two categories of rules, group
rules and explicit rules. Group rules consist of a hame, which is used for identification,
many source clients and a target client. That means that packets received from the
specified source LVAPs are directly redirected to the destination target LVAPS (client).
Explicit rules consist of a source WTP, a source LVAP, a rule type, a destination WTP
and a destination LVAP, which means that a packet sent from the source LVAP
connected to the source WTP will be redirected to the destination LVAP in the
destination WTP. These Rules are sent to the WTP from the controller through the
Openflow Protocol. The purpose of all this is the direct communication of two or more
clients via the wireless SDN network, without the packet leaving the data layer. As a
result, the packet's redirection takes significantly less time compared to traditional
networks, all that without the source LVAP having to know the destination LVAP(s). This
complies with the basic concepts of Internet of Things as the communication between
devices, becomes more manageable and handy. Considering the benefits of the
EmPOWER Platform, the SDN in general and Internet of Things, we conclude that it is a
promising solution, but leaves room for improvement as at an early stage of
development.

SUBJECT AREA: Software Defined Networking

KEYWORDS: EmPOWER, OpenFlow, Light Virtual Access Point, Wireless Termination
Point, Internet of Things, Packet Flow Redirection



NEPIAHYH

Mapouoidfoupe TNV OPXITEKTOVIKA Kol Tnv eykatdotaon Ttou EmMPOWER, upiog
TTAATQOPUAG TTOU  ONMPIOUPYRBNKE yia TTEPETAIPW €pEuva KAl TTEIPAUATIONG TOU
SDN/NFV. H mmAat@opua Bacicetalr oto TTpoTutto OpenFlow, aAAd €1TioNG €TTEKTEIVEI TIG
OuVaTOTNTEG KAl TA XOPOKTNPIOTIKA TOU OTOUG TOMEIG TOU QOUPUOATOU KAl TOU KIVNTOU
dIkTUuou. To EMPOWER oTnpifetal o€ pia gviaia TTAATQOpUA, n oTroia atroTeAsiTal atrd
UAIKO Kai AeIToupyikd oUOTNPA YEVIKOU OKOTTOU. ETTiong TTapéxel TPEig TUTTOUG EIKOVIKWV
OIKTUGKWYV TTopwv, OTTWG KOPBoug Ttrpowdnong (petaywyeic OpenFlow), kduBoug
emmegepyaoiag makéTwy (Micro Servers) kal kKOuBoug etregepyaoiag acuppaTtou (WiFI
onueiwv Tpoéopaong f LTE eNodeBs). To Aeitoupyikd cuotnua diktuwong EmPOWER
atmmoteAeital amd évav diaxelpioty OpenFlow (1rx. Floodlight) kai tov EmMPOWER
Master, 0 oOT0i0og TPEXEl TTAVW OTTO QUTOV Kal €XEl YEVIKR Oown Tou OIKTUOU, aQUTO
ETMTPETTEI OTOV OIAXEIPIOTH VA €XEl TNV ETTiYVWON TwV TTEAATWY, TWV POWV Kal TNG
uttodoung Tou OIkTUou. O tpdkTopag EMPOWER BpiokeTal TGvw o¢ KABE onueio
TTpoéoBaons R WTP(Aouppato TepuaTtikd 2nueio), péow Tou  Click(Aoyiouiko
dpopoAloyntr) kalr Tou OpenVswitch. To LVAP (EAa@pu Eikoviké onueio MpdoBaong)
IO a@aipeon Twv TTEAATWY, N OTToia EMTPETTEI OTOUG TTPAKTOPEG TTAVW OTA EVEPYA
WTPs, va avTIgeTwTTiCouVv TTOANATTAOUG TTEAATEG WG UIO CUAAOYH AOYIKA OTTOPOVWHEVWV
TTEAATWYV OUVOEDEUEVOUG O OIOPOPETIKEG BUpeg Tou peTaywyéa. H uAotroinon pag
atroteAeiTal atrd pia epappoyy otov EmMPOWER SDN diaxelpioT (ETTTTedo eQapuoynig
SDN), Tng oTmroiag n KuUpla Acitoupyeia gival 0 opiIouodg Kavovwy avakateubuvong,
OpPICPEVOI ATTO TOV XPAOTN PECW MIOG DIETTAPAG. ZTOXOG QUTWY TwV KavOvwy gival va
KaBopIoTei N avakaTtelBuvon Twv TTAKETWY Tou TTEAATN O€ €vav AAAO TTEAATN a@OTOU TO
WTP (onueio mrpéofacng) O1Tou o Trnyaiog TeAATNG eival ouvdepévog, 1o AdBel. O
XPAoTNG avayvwpilel kaBe reAdTn atmmd tnv dieuBuvon MAC kal Tnv avartedeiyévn ato
TOV JIAXEIPIOTA ETIKETA, ETTIONG O XPNOTNG MTTOPEI va ETTIAECEI OUO KATNYOPIEG KAVOVWY,
opadikoUg Kal pnToug Kavoves. O opadikoi Kavoveg atroteAouvtal atrd €va ovoua, To
OTTOIO €ival yia Tnv TauToTroinon Tou, aTrd TTOAAOUG TTNyaioug TTEAATEG Kal éva OTOXO
TTEAATN. AuTé onuaivel OTI Ta TTOKETA TA OTToia AauBdavovTal atrd CUYKEKPIYEVA TInyaia
LVAP avakateuBovovtalr ameuBeiag oto LVAP otoxo(treAdrn). O1 pntoi Kavoveg
arroteAouvtal amd éva tnyaio WTP, mrnyaio LVAP, Tov TUTTO TOU Kavéva, TOV OTOXO
WTP kai LVAP, 10 otroio onuaivel 611 TO TTAKETO TO OTTOI0 OTEAVETAI ATTO TO TINyaqio
LVAP T1rou €ival ouvdedeuévo oto tmyaio WTP Ba avakateuBuvbei ato otéxo LVAP oT0
ot1oxo WTP. Autoi o1 kavoveg atrooTéAvovtal atmmd Tov diaxelpioTry oto WTP péow Tou
TTpwToKOAAOU OpenFlow. O okotég auTou, gival n atreuBeiag emmKoIvwvia PeTagu dUo i
TTEPICOCOTEPWYV TTEAATWYV OTO acUppaTo dikTuo SDN, XWPIG va XPEeIaoTei TO TTAKETO va
Quyel atd 1O eTTiTTed0 Oedouévwy. QC aATTOTEAEOUA, N AVOKATEUBUVON TWV TTAKETWY
XPeIAdeTal onuUavTiKa Aiyotepo xpovo o€ oxéon pe Ta TTapadooiakd dikTua Kal OAa autd
Xwpig 1o TTNyaio LVAP va yvwpilel To/ta LVAP otéxou/wv. AuTd CUPPOPQUWVETAI JE TIG
Baoikég évvoleg Tou AladikTuou Twv Mpayudtwy apou n TTIKOIVWVIO JETALU CUOKEUWY,
YivETaI TTIO DIAXEIPIOIUN KAl EUXPNOTN. ATTOTIMWVTAG TA TTAEOVEKTAPATA TNG TTAATPOPHAG
EmPOWER, tou SDN kai Tou Aiadiktuou Twv lMNpayudTtwy, KataArjyouue OTI atmoTeAEi
MIa uttoOoXOuEVN AUCT, aAAG agrvel TTepIBwplia €EENIENG KaBWGS BpioKeTal O TTPWIKO
oTAdI0 AvATITUENG.

OEMATIKH NMEPIOXH: Aiktuwon Baociouévn oto AoyIONIKO

AEZEIZ KAEIAIA: EmPOWER, OpenFlow, EAa@pU Eikoviké Znueio NpoéoBaong,
Acuppato TepuaTiko Znueio, Aladiktuo Twv MNpayudtwy, AvakateuBuvon Pong MNakétwv
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Software Defined Network Deployment and Optimization with Emphasis on Internet of Things Applications

1. INTRODUCTION

The recent advances of Information Technologies, the diffusion of ultra-broadband
(fixed and radio) connectivity, the continuous reduction of hardware costs and the wider
and wider availability of open source software solutions, are creating the conditions for
introducing a deep innovation in the architectural design and in the operations of future
telecommunications networks and services.

We are witnessing a period of rapidly growing interest on the part of industry and
academia in Software Defined Networks (SDN) and Network Function Virtualization
(NFV). The growing interest in these paradigms is most probably motivated by the
novelty of the overall context, specifically their techno-economic sustainability and high
level performance. Thanks to these techno economic trends, SDN and NFV principles
will soon impact not only current telecommunications fixed and mobile networks, but
also service and application platforms. In fact, SDN and NFV can be seen as facets of a
broad innovation wave, called Softwarization, which will contribute to automating
processes, optimizing costs, reducing time to market, providing better services. At the
same time, the Internet of Things (IoT), will generate a plethora of new services and
applications, ranging from industrial and mission critical ones to precision agriculture, to
Smart Cities, etc.

1.1 From Traditional Networks to Software Defined Networking

The explosion of mobile devices and content, server virtualization, and advent of cloud
services are among the trends driving the networking industry to re-examine traditional
network architectures. Many conventional networks are hierarchical, built with tiers of
Ethernet switches arranged in a tree structure. This design made sense when client-
server computing was dominant, but such a static architecture is ill-suited to the
dynamic computing and storage needs of today's enterprise data centers, campuses,
and carrier environments. Meeting current market requirements is virtually impossible
with traditional network architectures. Faced with flat or reduced budgets, enterprise IT
departments are trying to squeeze the most from their networks using device-level
management tools and manual processes. Carriers face similar challenges as demand
for mobility and bandwidth explodes, profits are being eroded by escalating capital
equipment costs and flat or declining revenue. Existing network architectures were not
designed to meet the requirements of today’s users, enterprises, and carriers, rather
network designers are constrained by the limitations of current networks.

Now let’s give a mild introduction of the traditional networking. Network Devices have a
control plane that provides information used to build a forwarding table. They also
consist of a data plane that consults the forwarding table. The forwarding table is used
by the network device to decide where to send frames or packets that are entering. Both
planes exist directly on the networking device.

Software Defined Networking on the other hand, abstracts this concept, and places the
Control Plane functions on an SDN controller. The SDN controller can be a server
running SDN software. The Controller communicates with a physical or virtual switch
Data Plane through a protocol called OpenFlow. OpenFlow conveys the instructions to
the data plane on how to forward data. The network device must run the OpenFlow

N. Maroulis, G. Tsiatsios 13
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protocol for this to be possible. The following graphic, summarizes the basic concept
difference between traditional networking and SDN.

Traditional Networking Software Defined Networking
SDN CONTROLLER
CONTROL PLANE
DATA PLANE
FRAMES IN LOOKS TO FORWARDING TABLE FOR ROUTING DECISIONS FRAMES QUT
———>{ SWITCH RUNNING OPENFLOW - ——»

Image 1.1 Traditional Network and SDN Synopsis

With SDN, the applications can be network aware, as opposed to traditional networks
where the network is application aware (or rather, application ambivalent). Traditional
(i.,e. non SDN) applications only implicitly and indirectly describe their network
requirements, typically involving several human processing steps, e.g. to negotiate if
there are sufficient resources and policy controls to support the application. Traditional
networks do not expose information and network state to the applications using them,
instead using an SDN approach, SDN Applications can monitor network state and adapt
accordingly. The control plane is logically centralized and decoupled from the data
plane.

The SDN Controller summarizes the network state for applications and translates
application requirements to low level rules. This does not imply that the controller is
physically centralized. For performance, scalability, and/or reliability reasons, the
logically centralized SDN Controller can be distributed so that several physical controller
instances cooperate to control the network and serve the applications. Control decisions
are made on an up to date global view of the network state, rather than distributed in
isolated behavior at each network hop. With SDN, the control plane acts as a single,
logically centralized network operating system in terms of both scheduling and resolving
resource conflicts, as well as abstracting away low level device details, e.g. electrical vs.
optical transmission. The SDN Controller has complete control of the SDN Datapaths,
subject to the limit of their capabilities, and thus does not have to compete/contend with
other control plane elements, which simplifies scheduling and resource allocation. This
allows networks to run with complex and precise policies with greater network resource
utilization and quality of service guarantees. This occurs through a well understood
common information model (e.g. as the one defined by OpenFlow).

N. Maroulis, G. Tsiatsios 14
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Table 1 Traditional Networks and SDN Point to Point comparison

Traditional Networking Software Defined Networking

They are Static and inflexible networks. | They are programmable networks during deployment time as
They are not useful for new business well as at later stage based on change in the requirements.
ventures. They possess little agility and | They help new business ventures through flexibility, agility and

flexibility virtualization.

They are Hardware appliances. They are configured using open software.
They have distributed control plane. They have logically centralized control plane.
They use custom ASICs and FPGAs. They use merchant silicon.

They work using protocols. They use APlIs to configure as per need.

1.2 SDN Deployment for the Internet of Things

The Internet of Things (loT) is a paradigm that is rapidly gaining ground in modern
wireless telecommunications. The basic idea is the pervasive presence around us of a
variety of smart things or devices such as Radio-Frequency ldentification (RFID) tags,
sensors, actuators, smart mobile phones through unique addressing schemes which are
able to interact with each other and cooperate with their neighbors to reach common
goals in an intelligent way. Advancement in wireless networking has let these thousands
of smart devices connect to the Internet anywhere and anytime. With the development
of 10T, the amount of data produced per day increases exponentially. Nowadays we are
also in the Cloud computing and big data era in which most of computing and
communication resources are shared and provided to users. The characteristics of
diversity, dynamics, and 1 big data explosion bring a big challenge for the design of the
loT architecture in the Cloud and big data era. Networks should now be more intelligent,
more powerful, more efficient, more secure, more reliable, and more scalable to meet
the requirements of the characteristics of diversity and dynamics

Introduction of both NFV and SDN to the IoT framework could leverage the network
efficiency and attain the programmability and flexibility of networks. For example, using
the OpenFlow-based SDN (SDN-OF) technologies with NFV implementation, it is
possible to implement the IoT networking functions such as prioritizing critical/control
traffic for QoS in a centralized programmable controller. It is believed that through such
network function virtualization for the SDN-based loT framework, the efficiency and the
network agility of 10T could be leveraged significantly.

N. Maroulis, G. Tsiatsios 15
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1.3 The Wireless SDN Domain and the EmMPOWER Solution

Due to the unreliable nature of the wireless medium, the wireless domain poses a
challenge for the research community and the enterprises. The complexity of the
network protocols makes it difficult to expand them, leading to the reliance of the
vendor's tools. This necessity results in less flexibility, less manageability and more
difficult expansion in this domain.

Software Defined Networks and OpenFlow were designed with infrastructure networks
in mind, and more specifically for wired networks and the adaptation to the wireless
context is not straight forward. For example, most of the current wireless SDN
implementations only work well when slicing uses different channels. Researchers
implemented a wireless mesh network using SDN and their work showed serious issues
regarding the time required to set up a new rule from the controller to the access points,
the time needed to parse rules for an incoming packet, or the control traffic volume.

Regardless wireless domain is also where SDN bears the highest potential, as it
provides functions that could foster a better collaboration between access points to
reduce interferences or to enhance security. Implementing SDN requires at least to be
able to define slices and to limit interactions between these slices, and to let the network
devices measure and report their status to the relevant controllers.

A notable experimental stable solution to the wireless network and mobile domain,
which allow us to test experimental protocols is the Empower project. The empower
platform was created by Dr. Roberto Riggio and his research team Future Networks
(FuN) at CREATE-NET.

5G-EmPOWER is an open Mobile Network Operating System for Wi-Fi and LTE
networks. Its flexible architecture and the high-level programming APIs allow for fast
prototyping of apps and services.5G-EmPOWER blurs the line between radio and core
network introducing the concept of Programmable Data Plane which abstracts the radio
and packet processing resources available in a network.

5G-EmMPOWER natively support multi-tenancy which allows supporting verticals with
orthogonal requirements over the same network while ensuring performance isolation
and efficient spectrum utilization. It is important to mention that the EmPOWER platform
was initially designed not only for the wired domain but also for the wireless satisfying
the limitations of the wired domain. Subsequently it enhanced its capabilities by
supporting the mobile domain. In addition, it has expanded its capabilities to establish
the experimentation of 5G that is an emerging concept. The platform is continuously
updating in order to keep up with the hot trends in software defined networking.

N. Maroulis, G. Tsiatsios 16
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2. THE SOFTWARE DEFINED NETWORKING APPROACH

2.1 SDN Definition

Software Defined Networking (SDN) is changing the way we design and manage
networks, it defines a new approach to computer networking that allows network
administrators to programmatically initialize, control, change, and manage network
behavior dynamically through the abstraction of lower-level functionality. SDN is defined
from two characteristics. Firstly, SDN separates the control plane (which carries
signaling traffic and is responsible for routing) from the data plane (which forwards
traffic according to decisions that the control plane makes). Secondly SDN consolidates
the control plane, as a result a single software control program controls multiple data-
plane elements, in this context the SDN control plane exercises direct control over the
state in the network’s data-plane elements. The goal is to leverage this separation, and
the associated programmability, in order to reduce complexity and enable faster
innovation at both planes. Concluding, the plethora of the capabilities that SDN provide,
has contributed to receive great support from the wired community.

2.2 SDN Architecture

A Software Defined Networking architecture defines how a networking and computing
system can be built using a combination of open, software-based technologies and
commodity networking hardware that separate the control plane and the data layer of
the networking stack.

The aim of SDN is to provide open interfaces that enable the software development that
controls the flow of network traffic provided by a set of network resources, along with
the possible inspection and modification of traffic in the network. In the SDN
architecture, the control and data planes are decoupled, network intelligence and state
are logically centralized, and the underlying network infrastructure is abstracted from the
applications. As a result, enterprises and carriers gain unprecedented programmability,
automation, and network control, enabling them to build highly scalable, flexible
networks that readily adapt to changing business needs.

2.2.1 Overview

The SDN Architecture complies with the following characteristics:

¢ Directly programmable: Network control is directly programmable because it is
decoupled from forwarding functions.

e Agile: Abstracting control from forwarding lets administrators dynamically adjust
network-wide traffic flow to meet changing needs.

N. Maroulis, G. Tsiatsios 17
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e Centrally managed: Network intelligence is (logically) centralized in software-
based SDN controllers that maintain a global view of the network, which appears
to applications and policy engines as a single, logical switch.

e Programmatically configured: SDN lets network managers configure, manage,
secure, and optimize network resources very quickly via dynamic, automated
SDN programs, which they can write themselves because the programs do not
depend on proprietary software.

e Open standards-based and vendor-neutral: When implemented through open
standards, SDN simplifies network design and operation because instructions are
provided by SDN controllers instead of multiple, vendor-specific devices and
protocols.

The Software Defined Networking method centralizes the control over the network
by separating the control logic to off-device computer resources.

L Application layer

SDN application SDN application | Application plane

SDN northbound interfaces (NBls)

A-CPI: Application-controller plane interface

|~ Control layer

SDN controller |f Controller plane

D-CPI: Data-controller plane interface
SDN southbound interface

MNetwork Nlem ork L Infrastructure layer
element Network element " Data plane
element ‘

Image 2.1 SDN Layer Overview

All SDN models are based on a SDN Controller and as well to southbound APIs and
northbound APIs. In general, the SDN architecture is based on four “planes”:

1.SDN Controller

2.SDN Application Plane

3.Data Plane (SDN Networking Devices/Elements)

4.SDN Management
There are two more planes, which are often included in the management plane,
because they complement it. These are:

e SDN Administration

e SDN ONF Protocols
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Controller Plane

The “pbrain” of the network, SDN Controllers offer a centralized view of the overall
network, and enable network administrators to dictate how the underlying systems
(Data Plane) should handle network traffic. The minimum functionality of the SDN
controller is to faithfully execute the requests of the applications it supports, while
isolating each application from all others. To perform this function, an SDN controller
may communicate with peer SDN controllers, subordinate SDN controllers, or non-SDN
environments, as necessary. A common but non-essential function of an SDN controller
is to act as the control element in a feedback loop, responding to network events to
recover from failure, re-optimize resource allocations, or otherwise.

Northbound APIs (Application Plane)

The northbound application program interfaces (APIs) are used to communicate
between the SDN Controller and the services and applications running over the
network. The northbound APIs can be used to facilitate innovation and enable efficient
orchestration and automation of the network. As a result, Northbound APIs are arguably
the most critical APIs in the SDN environment, it can potentially support and enable
innovative applications whose value of SDN is important. Because they are so critical,
northbound APIs must support a wide variety of applications in a SDN environment.

Data Plane

The data plane comprises a set of one or more network elements, each of which
contains a set of traffic forwarding or traffic processing resources. Resources are
abstractions of underlying physical capabilities or entities.

Management

Each application, SDN controller and network element has a functional interface to a
manager. The minimum functionality of the manager is to allocate resources from a
resource pool in the lower plane to a particular client entity in the higher plane, and to
establish reachability information that permits the lower and higher plane entities to
mutually communicate. Additional management functionality is not precluded, subject to
the constraint that the application, SDN controller, or NE have exclusive control over
any given resource.

Administration

Each entity in a north-south progression through the planes may belong to a different
administrative domain. The manager is understood to reside in the same administrative
domain as the entity it manages

ONF protocols

The OF-config protocol is positioned to perform some of the functions that are needed
at the management interface. The OF-switch protocol is positioned to perform some of
the functions that are needed at the D-CPI (Data-Controller Plane Interface) and
possibly at the A-CPI (Application-Controller Plane Interface).
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Management Application plane

— SDN application (2 0)

Manager L
I/ A-CPI: Application-controller plane interface

” Controller plane

Manager [i——— SDN controller

~
][ ~~ D-CPI: Data-controller plane interface
Data plane

Manager (i ———. Network element (2 1)

Image 2.2 SDN component structure

2.2.2 Basic Principles

An SDN architecture is characterized by three key attributes:

* Logically centralized intelligence

In the SDN architecture, network control is distributed from forwarding using a
standardized southbound interface: OpenFlow. In comparison to local control, a
centralized controller has a broader perspective of the resources under its control, and
can potentially make better decisions about how to deploy them.

* Decoupling of controller and data planes

This principle calls for separable controller and data planes. However, it is understood
that control must necessarily be exercised within data plane systems. The D-CPI
between SDN controller and network element is defined in such a way that the SDN
controller can delegate significant functionality to the NE, while remaining aware of NE
State.

* Abstraction

In an SDN network, the applications that consume SDN services are abstracted from
the underlying network technologies. However, it is understood that control must
necessarily be exercised within data plane systems. Network devices are also
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abstracted from the SDN Control Layer to ensure portability and future-scalability in
network services, the network software resident in the Control Layer. The principle of
abstracting network resources and state to applications via the A-CPI allows for
programmability of the network. The applications are able to specify requirements and
request changes to their network services, by providing information about their
resources and state, via the SDN controller. Further, the concept of hierarchically
recursive application/controller layers and trust domains also allows application
programs to be created that may combine a number of component applications, further
the architecture decomposes functional entities and the information and operations that
need to be exchanged over various interfaces among them into a not necessarily
comprehensive set of functional components.

2.2.3 SDN controller functional components

It is important to conceptualize a minimum set of functional components within the SDN
controller, namely data plane control function (DPCF), coordinator, virtualizer, and
agent. Subject to the logical centralization requirement, an SDN controller may include
arbitrary additional functions. A resource data base (RDB) models the current
information model instance and the necessary supporting capabilities.

Management Application

re e
DY - B " o
application SDN control
ﬁ — logic Local
oss y appicaton netwprk
service
s |l
57 g Controller
plane
/1\':3 Coordinator Agent | conpbler Virtualizer (2 1)
@ @ Resource and policy
M;:SEF SDN confrol logic
e ~ ~ Data plane control function (DPCF)
D-CPI
— = G S+ S t S
C:$ Coordinalor Agent (2 1) pane @ @ @ JL
D-CPlinstances fo distinct NE agents
M;S? NE resources

Image 2.3 SDN Control Logic
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Data plane control function

The DPCF component effectively owns the subordinate resources available to it and
uses them as instructed by the OSS/coordinator or virtualizer(s) that controls them.
These resources take the form of an information model instance accessed through the
agent in the subordinate level. Because the scope of an SDN controller is expected to
span multiple (virtual) NEs or even multiple virtual networks (with a distinct D-CPI
instance to each), the DPCF must include a function that operates on the aggregate.
This function is commonly called orchestration. This architecture does not specify
orchestration as a distinct functional component.

Coordinator

To set up both client and server environments, management functionality is required.
The coordinator is the functional component of the SDN controller that acts on behalf of
the manager. Clients and servers require management, throughout all perspectives on
data, control and application plane models, so coordinator functional blocks are
ubiquitous.

Virtualizer

In the SDN architecture, virtualization is the allocation of abstract resources to particular
clients or applications; in NFV, the goal is to abstract network functions away from
dedicated hardware, for example to allow them to be hosted on server platforms in
cloud data centers. A virtualizer is instantiated by the OSS/coordinator for each client
application or organization. The OSS/coordinator allocates resources used by the
virtualizer for the A-CPI view that it exposes to its application client, and it installs policy
to be enforced by the virtualizer. The effect of these operations is the creation of an
agent for the given client.

Agent

Any protocol must terminate in some kind of functional entity. A controller-agent model
is appropriate for the relation between a controlled and a controlling entity, and applies
recursively to the SDN architecture. The controlled entity is designated the agent, a
functional component that represents the client’'s resources and capabilities in the
server’'s environment. An agent in a given SDN controller represents the resources and
actions available to a client or application of the SDN controller. Even though the
agent’s physical location is inside the server’s trust domain (i.e., on a server SDN
controller platform), the agent notionally resides in the client’s trust domain.

Additional functions may take the form of applications or features supported by the
controller. These features may be exported to some or all of the server's external
applications clients, or used internally by the provider administration for its own
purposes. As components of the SDN controller, such applications or features are
subject to the same synchronization expectation as other controller components. To
facilitate integration with third party software, the interfaces to such applications or
features may be the same as those of others at the A-CPI.
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2.3 OpenFlow

OpenFlow is the first standard communications interface between the control and the
forwarding layers of an SDN architecture. OpenFlow allows direct access and
manipulation to the forwarding plane of network devices such as switches and routers,
both physical and virtual (hypervisor-based). It is the absence of an open interface to
the forwarding plane that has led to the characterization of today’s networking devices
as monolithic, closed and mainframe-like, a protocol like OpenFlow is needed to move
network control out of the networking switches to logically centralized control software.

Controller

OpenFlow Switch specification

CEenFIOW SWiEh

w Secure v’
Channel

Image 2.4 OpenFlow Switch Datapath

An OpenFlow switch has one or more tables of packet-handling rules. Each rule
matches a subset of traffic and performs certain actions on the traffic that matches a
rule, actions include dropping, forwarding, or flooding. Depending on the rules installed
by a controller application, an OpenFlow switch can behave like a router, switch,
firewall, network address translator, or something in between.

The datapath of an OpenFlow Switch consists of a FlowTable, and an action associated
with each flow entry. The set of actions supported by an OpenFlow Switch is extensible,
but below we describe a minimum requirement for all switches. For high-performance
and low-cost the data-path must have a carefully prescribed degree of flexibility. This
means forgoing the ability to specify arbitrary handling of each packet and seeking a
more limited, but still useful range of actions.
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More specifically an OpenFlow switch consists of at least three parts:

1. A Flow Table with an action associated with each flow entry, telling the switch
how to process the flow.

2. A Secure Channel that connects the switch to an SDN controller, allowing
commands and packets to be sent between the controller and the switch.

3. The OpenFlow Protocol, which provides an open and standard way for a
controller to communicate with a switch. By specifying a standard interface,
through which entries in the Flow Table can be defined externally, the OpenFlow
Switch avoids the need for experimenters to program the switch.

2.4 The contribution of SDN to the Internet of Things

The technology provided by the Software Defined Networking (SDN) offers flexibility
and general programmability leading the evolution of the networking domain. The
enormous benefits of the network control opens new ways by defining powerful and
simple switching elements (forwarders) that can use any single field of a packet or
message to determine the outgoing port to which it will be forwarded. Those advantages
can be applied to the Internet of Things (I0OT) exposing the ability of devices to connect
to heterogeneous network and communicate to each other. This concept has imposed
new complex requirements to both networking and Internet working schemes in current
and future networks, specially the Internet. Therefore, networks must welcome
heterogeneity, not just in devices but also in networking behavior and underlying
protocols.

The traditional IP networks are often proposed as the solution for loT,however it faces
significant challenges. The main negative impact is that the objects and protocols have
specific designs because they have to cover specific requirements and objectives, so
forcing them to fit with a common and singular protocol is not a good option for most
object designers. On the other hand, the Software Defined Networking approach
encompasses the widespread programmability of network elements, both endpoints and
intermediate. Contemplating the characteristics of SDN from the 10T perspective has led
researchers to consider how SDN can be used to keep heterogeneity in networks and
objects while building a bigger cooperation scheme by just integrating into the network.

With better network sharing in place, the number of loT-enabled devices will increase,
making the entire concept more attractive to more vendors as IoT becomes the norm.
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3. THE EMPOWER PLATFORM

5G-EmPOWER builds upon a single platform consisting of general purpose hardware
(x86) and operating system (Linux) in order to deliver three types of virtualized network
resources: forwarding nodes (OpenFlow switches), packet processing nodes (Micro
Servers), and radio processing nodes (WiFi Access Points or LTE eNodeBs).It was
created by Dr. Roberto Riggio and his research team Future Networks (FuN) at
CREATE-NET, who manage to keep it up to date with the latest software defined
networking trends.

Although the OpenFlow standard offers a plethora of capabilities in the wired domain,
including controllers, the open virtual switch and virtual slicing platforms, in the wireless
domain it lacks proper support and documentation. That's where the EmMPOWER
platform comes in, expanding that domain with its flexible architecture and the high-level
programming APIs that allow for fast prototyping of applications and services.

It is crucial to mention that the EmMPOWER Platform was initially designed for the wired
and wireless domain. Subsequently it expanded its capabilities to establish the
experimentation of 5G that is an emerging concept, enhancing its scope by supporting
the mobile domain and changing the name from EmPOWER to 5G-EmPOWER.
Concluding to the admission that in this thesis, the terms EmPOWER and 5G-
EmPOWER refer to the same platform.

3.1 EmPOWER Architecture

The system architecture (as shown in image 3.1), consists of a single Master and
multiple Agents running on each Access Point (AP). The Master, implemented on top of
an OpenFlow controller, has a global view of the network in terms of clients, flows, and
infrastructure. The Agents allow multiple clients to be treated as a set of logically
isolated clients connected to different ports of a switch. Network application run on top
of the controller and can exploit either the embedded Floodlight REST interface or an
intermediate interpreter (e.g. Pyretic). Each network application effectively runs in an
isolated slice controlling all or just a subset of the available APs. The EmMPOWER
testbed is built from open and freely available toolkits like the OpenVSwitch and the
Click Modular Router for the datapath and also Floodlight as the controller. Network
applications, i.e. slices can either exploit the Floodlight REST interface or can be built
on top of other SDN frameworks.

Considering the System’s exploitation of a “logically centralized” architecture,
developers are provided with a set of powerful programming abstractions to control the
behavior of the network. Applications can, for example, register events associated with
the actual network conditions and receive updates when such conditions change, e.g. a
client moving away from an AP and closer to another. Such primitives can be used to
devise and implement novel resource allocation and/or mobility management schemes
without having to deal with all the WiFi—dependent implementation details, such as
directly handling the IEEE 802.11 state machine or devising workarounds to the
limitations of the IEEE 802.11 standard that do not allow the infrastructure to control
clients’ handovers.
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The EmPOWER framework builds on a light virtual AP (LVAP) abstraction which
decouples association/authentication from the physical connection between clients and
AP. With LVAPs every client that tries to associate to the WLAN receives a unique
BSSID, i.e. every client is given the illusion of having a dedicated AP. Similarly, each
physical AP hosts an LVAP for each connected client. Therefore, migrating an LVAP
between two physical APs, effectively results in client handover without requiring any re-
association and re-authentication.

Finally, an Arduino add-on, Energino, is also provided, which allows measuring the
energy consumption of an Access Point it is attached to. The measurement circuit is
composed of a voltage sensor (based on a voltage divider), and a current sensor
(based on the Hall effect). The statistics gathered are exported in a format compatible
with the Internet of Things (loT) platforms. Moreover, it allows the testbed administrator
to power on and off any node in the network using an HTTP RESTful interface, acting
as a "chassis manager".

4 i Slice 2 )
Slice 1 | (e.g.: Multicast) |
(e.g. Mobility | ,
Management) Interpreter
\ (e.g. Pyretic)
o -—-—-—-—-—--——-—-—-—-——-—--—
~ 1 \
'-:EU a ) REST Interface |
@
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CE! [ EmPower 8L
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Image 3.1 Overview of the EmMPOWER System Architecture

The EMPOWER testbed’s network architecture (a brief overview is shown in figure 3.2),
consists of programmable Access Point that are equipped with two Ethernet ports. One
of them is connected to the control and management network. This allows
experimenters collect network statistics and to perform administrative tasks without

N. Maroulis, G. Tsiatsios 26



Software Defined Network Deployment and Optimization with Emphasis on Internet of Things Applications

affecting the actual user traffic that flows through the second Ethernet interfaces.
VLANSs are used at the switch in order to keep control and data traffic separated.

Each node is equipped with two Ethernet ports. One of them is connected to the control
network allowing the controller to collect statistics without affecting the experiment. The
second interface is connected to the OpenFlow switch and is used for running the actual
experiment’s traffic. Finally, another network collects the energy consumption statistics
generated by the Energino devices. It is worth noticing that, unlike other WiFi testbeds,
EmPOWER does not allow the experimenter to upload a custom OS on each AP but
rather provides a set of APIs through which the experimenter can control the behavior of
the AP from a centralized controller. The server runs the latest available software for
Floodlight and FlowVisor. It is worth stressing that in the EmMPOWER architecture new
services and algorithms are deployed in the form of Network Applications on top of the
Floodlight controller and exploiting its native REST interface. Each application is
logically isolated from the others and has complete control over its slice, however
physical level parameters such as the operating frequency for the hot-spot are not.
Nevertheless, the application can control parameters such as Modulation and Coding
Scheme and Transmission Power on a per—frame basis (if required by the experiment).
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Image 3.2 EmMPOWER Network Architecture
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3.2 EmPOWER Components and Abstractions

The 5G-EmMPOWER provides full visibility of the network state, by building a set of high-
level programming abstractions that allow dynamic deployment and orchestration of
network services by the experimenters. The platform consists from plenty components,
modules and abstractions, but only the basic for this thesis will be described, in order to
demonstrate the application that was developed.

Wireless Termination Points (WTP)

The Wireless Termination Points are the physical points of attachment in the Radio
Access Network (RAN), providing clients with wireless connectivity. In a traditional
network WTPs are similar to Access Points (APs), while in a LTE network with
eNodeBs. The WTPs are connected to the Controller through a secure channel and
belong in SDN’s Data Plane.

Light Virtual Access Point (LVAP)

The Light Virtual Access Point (LVAP) abstraction allows developers to describe the
desired state of the network leaving to the controller the task of implementing it. One
LVAP is created for every station probing the network. Every time a LVAP connects to
the network triggers an event. In more detail the LVAP sends a Probe request to the
WTP it forwards the request to the controller which will trigger the creation of LVAP if its
allowed. Moreover, every allowed LVAP is specified with a unique BSSID, on the other
hand when a client is disconnected a de-association event will be triggered as result the
LVAP will be removed from WTP and controller connected devices as well.

The LvapConnection Object

It represents a connection to a WTP using the LVAP Protocol. One LvapConnection
object is created for every WTP in the network. Its function is to implement the logic for
handling incoming messages. Some of them are the Authentication and Association
Requests, “Hello” messages sent from the WTP in a loop used as a keepalive between
the AC and the WTP and finally some handlers specifically for the purposes of this
thesis.

3.3 EmPOWER Installation

Using the instructions provided from Dr. Roberto Riggio, the platform’s wiki as well as
the documentation by empower.create-net.org and the paper by the CREATE-NET
team and Dr. Roberto Riggio. The installation of the empower to support our Thesis Use
case was completed in 4 stages:

1. As the controller, one PC (virtual machine) with Debian 8.4 Jessie (Single Core
2.4 GHz CPU, 2048 MB RAM), in which Python 3.4.2 and all required libraries
(python3- tornado (Version 4.2.1), python3-sglalchemy (Version 1.0.8), python3-
construct (Version 2.5.2), protobuf (Version 3.0.0), protobuf3-to-dict (Version
0.1.2)) were installed, in order to run the empower-runtime controller.

N. Maroulis, G. Tsiatsios 28



Software Defined Network Deployment and Optimization with Emphasis on Internet of Things Applications

2. For the WTPs, two Soekris net5501 [1 net5501-60 (Single Core 433 MHz, 256
MB RAM), 1 net5501-70 (Single Core 500 MHz, 512 MB RAM)] were used in
which the configured empower-openwrt-15.05 image was installed. This the
network element providing clients with wireless connectivity, i.e. an Access Point
in IEEE 802.11 terminology). Also, two 300Mbps Wireless N PCI TL-WN951N
Adapters were used, one in each Soekris, as wireless interface.

3. An image is flashed for the WTP, the Empower-openwrt-15.05 image. It uses the
OpenWRT embedded linux, as an agent the EmPOWER Lvap Agent which is
based on the Click modular router and OpenVswitch. The agent has been
configured in order to satisfy the purposes of the Thesis. In order to flash the
agent, the hash-code inside the Makefile which points to the Agent’'s Code, is
edited to the configured agent git repository.

4. Two Arduino Yun boards are used as clients based on the ATmega32u4 and the
Atheros AR9331.The Atheros processor supports a Linux distribution based on
OpenWRT named Linino OS. The board has built-in Ethernet and WiFi support, a
USB-A port, micro-SD card slot, 20 digital input/output pins (7 of them can be
used as PWM outputs and 12 as analog inputs), a 16 MHz crystal oscillator, a
micro USB connection, an ICSP header, and 3 reset buttons. The two Arduinos
are our network’s LVAPs. Each LVAP is connected to a WTP serving as client for
exchanging packets over the network and each one has a different role in the
thesis’ use case. The Arduinos’ Configuration is presented in Image 3.3 and 3.4.
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Image 3.3 Sender Arduino Setup Image 3.4 Receiver Arduino Setup

The controller machine is connected to a LAN network via Ethernet where a router has
the role of DHCP Server. On the same network the two WTPs are connected through
Ethernet connections and belong to the same subnet of the controller in order to
communicate with it. Between the controller and the router or the WTP and the router
switch(es) may reside. This topology is presented below on image 3.5.
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Image 3.5 SCAN Lab's EmMPOWER Topology

After the installation and controller initialization, the controller can be accessed at
sdn.scanlab.gr:8888

To access the controller in order to add Applications, LVAPs or WTPs you are
presented with the form in image 3.6. There are two roles for users, admin and simple
user. Given the correct user credentials the controller leads to a page where a tenant
can be created or deleted.
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Sign in into EmMPOWER

Username:

Password:

Image 3.6 Login Form

Each tenant represents a slice of the virtual networks on top of the same hardware
archiving separation of traffic flows into separate slices of the network. These
subspaces, or slices, are managed by a controller and share network resources
furthermore each slice has the illusion of its own distinct network resources. As a result,
network experimentation and network security can be accomplished. For the thesis’ use
case one tenant has been created and used, named Loki. In Image 3.7 a form for
viewing the tenants, add or remove them etc. is presented.

Logged as: Bar (user) | Logout

® 5G-EmPOWER

EmMPOWER Active Tenants
uuiD Network Name Devs Owner BSSID Type

00:00:24:CC:57:D8

== |35029f7c-aa73-4a42-9bea-1051bade70cB Loki 00:00-24-CD79:F0

bar unique

Image 3.7 Tenant Preview

Image 3.8 presents the form for adding LVAPs.

Logged as: Administrator {(admin) | Logout
® 5G-EmPOWER
Tenants Requests; 0 ‘ Components LVAPs
Allow

Empty

Sce0:c5:ac:b4:a3 ‘ Laptop|

Image 3.8 Form for adding LVAPs
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3.4 EmPOWER Agent

EmPOWER Access Points are based on the OpenWRT which is a Linux Distribution for
embedded devices. Instead of trying to create a single static firmware, OpenWRT
provides a fully writable filesystem with package management. This frees users from
application selection and configuration provided by the vendor and allows you to
customize the device through the use of packages to suit any application. For
developer, OpenWRT is the framework to build an application without having to build a
complete firmware around it. For users, this means the ability for full customization in
order to use the device in ways never envisioned.

On top of the OpenWRT the Click Modular Router along with OpenVSwitch is built.
Click is a software architecture for building flexible and configurable routers. A Click
router is assembled from packet processing modules called elements. Individual
elements implement simple router functions like packet classification, queueing,
scheduling, and interfacing with network devices. A router configuration is a directed
graph with elements at the vertices and packets flow along the edges of the graph.
Several features make individual elements more powerful and complex configurations
easier to write, including pull connections, which model packet flow driven by
transmitting hardware devices, and flow-based router context, which helps an element
locate other interesting elements.
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4. THE LOKI APPLICATION

This network application tries to add a new functionality in the EmPOWER Platform.
The application achieves the following goals:

Easily configure and set Packet redirection rules for the clients’ packets.

Direct communication based on rules without leaving the data plane.

Implementation of a packet flow manager for a Wireless SDN Network.

Test new scenarios.

Expand the capabilities of EMPOWER and generally Wireless Communications.

4.1 Application Overview

Loki constitutes a network application that gives the ability to the user to establish
communication between the network's LVAPs and WTPs based on custom rules that
configure the packet flow. In order to set those packet flow rules the user interacts with
the application's frontend User Interface, which provides all the features and
functionalities of the application. Furthermore, the Loki backend is responsible for
receiving these rules, manage them accordingly and send them to the WTPs in order to
be applied. Finally, the Network Slicing that the EmMPOWER Platform provides, makes
the application to affect only the slice where it is running rather than the whole network.
A brief overview is given in Image 4.1.
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Image 4.1 Loki Application's Backend Overview
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As the figure illustrates LOKI app consists from LOKIHandler, LokiManager,
LokiDBHandler, LokiApp, LokiEvent, LokiTrigger. Finally, a packet is sent to the WTP
(Openflow Protocol is used for the communication between the controller and the WTP),
the WTP stores it to a hashtable and its applied accordingly.

1. When the User inserts the rules to the form given, an Ajax Call is sent. Then the
LokiHandler gets the rules from the Ajax call in a json format and therefore calls the
LokiManager(2) and the LokiDBHandler(3). The handler extends the class
EmpowerAPIHandlerUsers which is a handler class provided from the EmPOWER
REST API for resolving user request. The handler class implements two basic methods
GET and POST. The front-end sends Post Request when a rule is inserted and Get
when it wants to show various information to the User.

2. The LokiManager stands between the Loki App and LokiHanlder. It consists from
various functions whose main purpose is to modify those rules given so the LokiTrigger
can easily access them, signal that a LokiEvent is Ready to be registered while it also
keeps various information about LVAPs and WTPs.

3. The LokiDBHandler is a set of functions responsible for storing and handling the rules
in the EmMPOWER Data Base for further processing. The Loki Rules are stored in their
own tables in the EmMPOWER database and only LokiDBHandler modifies them. There
are actually 3 tables in the Database, one for the explicit Rules, one for the Group Rules
and finally one that contains all the LVAPs of the Group Rules Table.

4. The LokiApp is a class that contains the main body of the whole LOKI application.
The LokiApp constantly communicates with LokiManager in order to see if it has any
new rule, if there is the LokiApp is responsible for registering a LokiEvent. LokiApp also
collects various data and gives it to LokiManager in order to be temporarily stored.

5. The LokiTrigger is a class responsible for catching that event, in order to send the
rule to the WTP. When LokiTrigger catches that event, it handles the rule accordingly,
deciding to which WTP to send each rule based on its parameters. The rule is formatted
in a C Struct, with the help of Python Construct and is later sent to the WTP, while also
the WTP sends back an answer as a confirmation. The Openflow Protocol implemented
in the EMPOWER Platform is Responsible for the communication between the WTP
and the Controller.

When the agent receives a packet, it forwards it to through his elements as is the Click
Modular Router's architecture. Each element affects the incoming packet in a unique
way such as collecting stats, header filtering and editing, sending response association
messages back to the sender and many more, for the thesis purposes further changes
have been to some of these elements. Before each packet is sent to the WTP, a unique
code for its packet type is assigned, so the Agent knows how to handle it. Therefore, in
order for the WTP to be able to receive the packets sent from LOKI, custom functions,
packet structures and a custom element were made in the EmMPOWER LVAP Agent.
The element called lokiTrigger (.cc and. hh) is the class of the trigger. Functions were
made in an element provided by the EmPOWER Agent, the Ilvapmanager. The
handle_add_rule_trigger handles an add rule packet, it unparses it and stores the rule's
source and destination MAC addresses in a flow hashtable (key: source, value:
destination). Moreover, the handle_remove_rule_trigger handles a remove rule packet
and erases the entry from the flow HashTable. Finally, the packet's structure is a C
struct defined in the empowerpacket element.
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Now let’'s assume the WTP has been given LOKI packet flow rules from the controller
and has clients connected to it. When a packet arrives from a client (already
authenticated and associated), as it is being forwarded through the elements, it passes
through the decapsulation process, where the packet’s encapsulated data is unpacked.
A custom decapsulation element (empowerWifiDecapsulation) is provided from
EmPOWER. There, a condition checks if a flow rule for the packet sender (source's
ethernet address), exists in the flow Table, if it does the packet's destination MAC
Address is replaced with the one that the flow Table suggests, if it doesn't, nothing
changes. Finally, either way, the packet is being forwarded normally to each element it
is supposed to, based on the Click configuration.

Empower Agent
Incomming
packet
L J
source
. exists in
wifiDecap FlowTable
YES NO
L J
Change - Output
Destination - Elements

Image 4.2 Configured EmMPOWER Agent Synopsis

Finally, the components tab is responsible for the deployment of EmMPOWER’s modules.
This is where the Loki application can be added, as shown in image 4.3. In this point is
important to mention that the application is running only on the Loki tenant. Due to the
slicing that EmMPOWER offers, the experiments will not intervene with the experiments
on other tenants.
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Details: Loki LVAPs LVNFs CPPs VBSes WTPs

Components

From this page you can load tenant specific modules. Notice that you do not need to specify the tenant id. For example to load the mobilitymanager module you must use
‘apps.mobilitymanager.mobilitymanager'.

Components Ctrl

|apps.loki.\oki ‘V) ®

Image 4.3 Adding Loki Application in User's Component Page

After the application has been added, by clicking on the component Loki’'s front-end is
presented, depicted in Image 4.4. There the user can start his interaction with the
application. The topbar’s tabs provide information about the available LVAPs and
WTPs, while the main body’s tabs contain the basic functionalities of the application.

Welcome to Loki

An Application for setting Custom Packet Flow Rules

Two Types of Custom Rules are provided. Explicit and Group Rules.
The Rule Table Tab displays all Added Rules of both Types, while giving the ability to be removed

The available MAC addresses of the WTPs and the LVAPs in the topbar options.

Image 4.4 Loki Front-End Welcome Page

4.2 Scenarios and Use Cases

Besides the back-end functionality, the user's convenience was also a priority while
building the application. As mentioned, the front-end is designed to be user-friendly and
practical, thus providing the user with an easy to use interface for applying the rules, a
better visualization of the existing rules and an asynchronously updated table of the
packet flow traffic based on the user’s rules.

The basic idea behind the developing of the application was to make client to client
communication faster, more direct and more manageable. As mentioned before, the
clients we use for our purposes are Arduino Yuns, each connected wirelessly to a
different WTP. The Sender client sends a layer2/layer3 packet with a dummy
destination IP to the WTP it is connected to. After that, when the packet arrives in the
WTP, the process depicted in Image 4.2 takes place, setting the packet flow and
therefore redirecting the packet if a Loki flow rule is applied.
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Loki Application Main Functionalities Are:
. Add a Group Rule

1
2. Set an Explicit Rule

3. View and remove the Rules
4

. View an asynchronously updated

Smart City Scenario — Emergency Signaling over SDN: Group Rule Implementation

Considering a city where an SDN Network is set, using the EmMPOWER Platform, many
WTPs would be installed as Access Points. On top of that, in every apartment an
Arduino Yun with an Emergency Sensor (e.g. Fire Detection Sensor) would be built,
acting as a client, abstracting each apartment as an LVAP of the city network.

The System Administrator could benefit from the Loki Application by taking advantage
of the Group Rule functionality it provides. Considering the scenario that every
apartment has an Arduino client (LVAP) with a Fire Detection Sensor, connected to any
WTP, the administrator could set a Loki Rule, setting the Packet Flow of those LVAPs
and redirect the packets to the City’s Fire Station LVAP, thus, saving time by keeping
the packet in the Data Pane.

The process is simple and consists of three small steps. To begin with, by clicking on
the Group Rule Tab the user is presented with the form that consists of three fields, as
shown in Image 4.5.

Lok Home  LVAPs~

Add Group Rule

Group Rule Menu

Create your Lvap group and define their Target Station

Step 1 Step 2 Step 3

Choose the Group’s Name Choose The Lvaps you want to be in the Group Choose Group's target Station

Image 4.5 The Group Rule Tab

The first field is the Group’s Name, setting this is necessary, as it is the identification of
each rule and helps the user to locate it in the table. The second field is a dropdown
form with multiple available choices. In this scenario, the administrator can browse and
choose the available LVAPs (i.e. each Apartment) that constitute the Group’s LVAPs.
Moreover, the dropdown provides an overview of the network’s Active LVAPs as well as
an input search bar, it is depicted in Image 4.6.
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Step 2
Choose The Lvaps you want to be in the Group
4 jtems selected =
|
All

Green Street 45 - 11:22:33:44:55:66 v
Groove Street 107 - 88:99:00:11:22:33
Harley Street 66 - 34:67:29:01:37:11 v
Grafton Street 2 - 63:20:01:00:74:56
Carnaby Street 43 - 36:94:99:02:21:33
Bourbon Street 12 - 37:39:11:34:02:99
Fire Station 1 - 56:27:99:02:11:22
Police Station 2 - 12:34:44:33:22:01
Hospital - 47:29:10:29:32:33

AN

Image 4.6 Group's LVAPs Choice

Finally, the third field requires the Group’s Target LVAP. In this scenario, the
administrator can locate and choose the destination Service for the Group’s LVAPs,
thus, the Fire Station Service, as depicted in Image 4.7.

Step 3
Choose Group's target Station
Fire Station 1 - 56:27:99:02:1 =
i |
Active
MNone
All

Green Street 45 - 11:22:33:44:55:66
Groove Street 107 - 88:99:00:11:22:33
Harley Street 66 - 34:67:29:01:37:11
Grafton Street 2 - 63:20:01:00:74:56
Carnaby Street 43 - 36:94:99:02:21:33
Bourbon Street 12 - 37:39:11:34:02:99

Fire Station 1 - 56:27:99:02:11:22
Police Station 2 - 12:34:44:33:22:01
Hospital - 47:29:10:29:32:33

Image 4.7 Group's Target Station Choice
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When the Rule is set, the user can locate and remove it in the Rule Table tab as shown
in Image 4.8

Rule Table

Rule List

Here You can locate and remove all existing Rules.
Group Rule Table
id Group Name Group Lvaps Group Target Lvap Action
1 Fire Emergency 11:22:33:44:55:66 56:27:99:02:11:22
34:67:29:01:37:11

36:94:99:02:21:33
37:39:11:34:02:99

Remove Rule

2 Health Emergency 63:20:01:00:74:56 47:29:10:29:32:33
36:94:99:02:21:33
37:39:11:34:02:99

Remove Rule

Image 4.8 Application Rules’ Overview

There are several benefits the application contributes in this scenario. This is achieved
by providing a user-friendly and easy to use interface for applying the rules, giving an
overview of the LVAPs and the Group Rules given, the ability to remove them, as well
as, a functional back-end for applying those rules to the WTPs.

On SCAN Lab’s Equipment, the scenario is simulated. The Sender Arduino Yun (Image
3.3) acts as the apartment’s Arduino client, with the button simulating the fire detector,
as well as, the receiver Arduino Yun (Image 3.4) simulating the Fire Station.

Smart Home Scenario — Convenience Services over SDN: Explicit Rule

Considering a 2-floor apartment with a WTP on the main entrance and each floor with
its own WTP, all connected with a switch. An Arduino Yun client with a fingerprint
recognition is installed as an LVAP in the entrance which identifies the home owner’s
fingerprint. Various smart devices are abstracted as LVAPS connected in the WTPs
inside the house as well (e.g. anti-theft alarm, smart heating, Television etc.). This
home’s owner could benefit from the Loki application by setting an explicit rule to the
EmPOWER Network.

Assuming the user wants to open enable the Alarm after leaving home by scanning his
finger on the fingerprint sensor in the entrance. The explicit rule gives him the ability to
do so, by providing a form for setting the Source LVAP (Arduino client with fingerprint
recognition), the source WTP (Entrance WTP), Type (Alarm Set), Destination WTP (1%
Floor WTP) and Source LVAP (Smart Alarm System).

First thing the user is presented by opening the explicit rule tab is depicted in image 4.9.
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Add Explicit Rule Add Group Rule H Rule Table Flow Monitor

Explicit Rule Menu

Choose Source Wtp -

o

An Explicit Rule gives the ability to set a strict rule,
deciding packet flow for specific LVAPs in specific

Choose Source Lvap v

Type WTPs. If the Source LVAP is not connected on the
source WTP, the flow Rule will not be applied and
Choose Dest. Wtp - vice versa for the destination LVAP/WTP. Specific

Packet Type is not yet implemented.

Choose Dest. Lvap .4

Choose Packet Type v

Submit Rule

Image 4.9 Explicit Rule Form

The user defined LVAPs can be set in the administrator’'s page on the WTPs tab, as
shown in Image 4.10.

L Tenants ‘ Requests: 1 ‘ Components ‘ Feeds ‘ LVAPs ‘ CREs ‘ VBSes ACL ‘ Users

Wireless Termination Points

— F Entrance WTP (22:33:52:33:90:12)
Disconnected

- | IstFloorWTP (23:12:52:66:76:43)
Disconnected

— F 2ndFloorWTP (54:21:87:65:52:11)
Disconnected

Image 4.10 WTPs Table

In order to set the WTPs and the LVAPs for the rule the dropdown menus depicted in
Image 4.11 and 4.12 are provided.

Choose Source Wip v

| Choose Source Wip - |

‘ Choose Source Lvap v ‘ | ‘ | ‘ |
" | ‘ | | All Wtps |
‘ | 22:33:52:33:90:12 |
‘ Active f 5 23:12:52:66:76:43

None i | 54:21:87:65:52:11 |
‘ All Choose Dest. Lvap -
' Anti-Theft Alarm - 12:31:24:12:34:23
‘ TV - 23:38:94:69:23:64 | Choose Packet Type -

| Doors Lock - 23:42:58:90:33:12 |
‘ 1stFloorHeating - 43:81:23:56:63:12 | Submit Rule

Image 4.11 Choosing the LVAPs Image 4.12 Choosing the WTPs
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Finally, a preview of the rules, as well as, a Remove Rule option, is provided in the Rule
Table tab (Image 4.13).

Explicit Rule Table

Rule_id Src. Wtp Src. Lvap Type Dst. Wip Dst. Lvap Action

1 22:33:52:33:90:12 31:62:30:23:99:12 Alarm Set 23:12:52:66:76:43 12:31:24:12:34:23
Remove

Image 4.13 Explicit Rules Table

It is worth mentioning that the after the Rules are applied, they are stored in the
EmPOWER database, therefore, even after a system’s shutdown, they still exist.

4.3 Technologies and tools used for the implementation

It is necessary to highlight the tools and technologies used for the controller’'s and
EmPOWER Agent’s implementation. Starting from the frontend and ending with the
backend the following technologies were used.

Hyper Text Markup Language (HTML)

HTML is considered the standard markup language used to create web pages and web
applications. HTML consists of a set of markup symbols inserted in a file in order to be
displayed on a World Wide Web browser page.

Cascading Style Sheets (CSS)

CSS is a style sheet language used for describing the presentation of a document
written in a markup language, such as HTML. CSS is designed primarily to enable the
separation of document content from document presentation, including aspects such as
the layout, colors, and fonts.

Bootstrap 3

Twitter Bootstrap is a free and open-source front-end web framework for designing
websites and web applications. It contains a range of HTML and CSS design templates
for many interface components such as forms, buttons, navigations, modals and other,
as well as optional Javascript extensions.

N. Maroulis, G. Tsiatsios 41



Software Defined Network Deployment and Optimization with Emphasis on Internet of Things Applications

Javascript

Javascript is a high-level, dynamic interpreted programming language commonly usedin
web development. It is a client-side scripting language, which means that the code runs
on the client’s browser.

JQuery Library

jQuery is a cross-platform JavaScript library designed to simplify the client-side
scripting. jQuery's syntax is designed to make it easier to navigate a document, select
DOM elements, create animations, handle events, and develop Ajax applications.
jQuery also provides capabilities for developers to create plug-ins on top of the
JavaScript library.

Asynchronous Javascript and XML (Ajax)

Ajax is a set of Web development techniques using many Web technologies on the
client side to create asynchronous Web applications. With Ajax, Web applications can
send data to and retrieve from a server asynchronously (in the background) without
interfering with the display and behavior of the existing page.

SQLAIchemy

SQLAIchemy is an open source SQL toolkit and object-relational mapper (ORM) for the
Python programming language. SQLAIlchemy provides a full suite of well-known
enterprise-level persistence patterns, designed for efficient and high-performing
database access, adapted into a simple and Pythonic domain language. SQLAIchemy
highlights that SQL databases behave less and less like object collections the more size
and performance start to matter, while object collections behave less and less like
tables and rows the more abstraction starts to matter.

Python

Python is a high-level level, interpreted and dynamic programming language. It enables
the users to express concepts in a few lines of code, unlike other programming
languages such as C, C++ or Java. Python features a dynamic type system and
automatic memory management and supports multiple programming paradigms,
including object-oriented, imperative, functional programming, and procedural styles.
According to this Empower platform is written in Python offering to the developer
multiple capabilities.

Tornado

Tornado is a Python web framework and asynchronous networking library. The usage of
non-blocking network 1/0 makes it ideal for application with long polling periods as it can
support many open connections. This framework provides a REST interface for the
EmPOWER platform. As a result, the application takes advantage of it in order to
handle the Ajax calls generated from the frontend.
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For the empower-agent implementation:

C++

C++ is a general-purpose programming language. It has imperative, object-oriented and
generic programming features, while also providing facilities for low-level memory
manipulation. It was designed with a bias toward system programming and embedded,
resource-constrained and large systems, with performance, efficiency and flexibility of
use as its design highlights.

Github

GitHub is a web-based Git or version control repository and Internet hosting service. It
offers all of the distributed version control and source code management functionality of
Git as well as adding its own features. It provides access control and several
collaboration features such as bug tracking, feature requests, task management, and
wikis for every project.

Click Modular Router

Click is a software architecture for building flexible and configurable routers. A Click
router is assembled from packet processing modules called elements. Individual
elements implement simple router functions like packet classification, queueing,
scheduling, and interfacing with network devices. A router configuration is a directed
graph with elements at the vertices; packets flow along the edges of the graph. Several
features make individual elements more powerful and complex configurations easier to
write, including pull connections, which model packet flow driven by transmitting
hardware devices, and flow-based router context, which helps an element locate other
interesting elements.
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5. CONCLUSIONS AND FUTURE EXPANDABILITY

In this thesis, a further experimentation with Wireless SDN was achieved, using the
EmPOWER Platform’s capabilities. The purpose of this, was to better conceptualize the
Packet Flow of wirelessly connected clients, in order to make it more manageable. SDN
is a pragmatic compromise that allows researchers to run their experiments adding
further functionality to the future network.

Unlike other SDN platforms the EmPOWER contributes to the evolution of wireless
networks providing a new scheme for the Northbound APl and acts as a network
operating system with a REST API besides that the creation of new application based
on this model becomes easier due the open source platform.

Loki application was created to support real time events preventing accidents and
informing clients faster than in traditional networks. On the other hand, the administrator
and users have better view of traffic flow on their network in order to interact and
configure it as they please.

As for the future work, a plethora of further expansions in the application has been
scheduled, in order to support all kind of wireless transmitting packets such as TCP and
UDP, achieving faster wireless transmission of video data as well. Furthermore, each
packet’s payload could contain a “client type”, in order to categorize each client in a
different client group. Finally, packet multicast is scheduled to be implemented in the
near future.

In conclusion EmMPOWER is a remarkable platform, providing experimentation on the
topic of wireless SDN and its continuous support and evolution broadening experiments
horizons.
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ABBREVIATIONS — ACRONYMS

5G 5t generation of mobile networks
A-CPI Application-Controller Plane Interface
Ajax Asynchronous Javascript and Xml
AP Access Point

API Application Programming Interface
BSSID Basic Service Set Identifier

CPP Click Packet Processor

CSS Cascading Style Sheets

D-CPI Data-Controller Plane Interface
HTML Hyper Text Markup Language

loT Internet of Things

IP Internet Protocol

L2/L3 Layer 2/Layer 3 Frame

LVAP Light Virtual Access Point

MAC Media Access Control

NBI North Bound Interface

NE Network Element

NFV Network Function Virtualization
NOS Network Operating System

oSl Open System Interconnection model
0SS Operation Support System

QoS Quality of Service

RDB Resource Data Base

REST Representational State Transfer
SDN Software Defined Network

WLAN Wireless Local Area Network
WTP Wireless Termination Point
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ANNEX |

The EmMPOWER Platform can be found: https://qithub.com/5g-empower

Following the instruction of the: https://github.com/5g-empower/5g-empower.qgithub.io/
wiki

For the Controller, the instructions from https://github.com/5g-empower/5g-
empower.github.io/wiki/Setting-up-the-Controller were followed.

First, the Controller installation on the Debian based system requires the following
packages installed in the system:

e python3-tornado (Version 4.2.1)

e python3-sqlalchemy (Version 1.0.8)
e python3-construct (Version 2.5.2)

¢ protobuf (Version 3.0.0)

¢ protobuf3-to-dict (Version 0.1.2)

The plattorm can be downloaded from GitHub. The terminal command is:
git clone https://github.com/5g-empower/empower-runtime.git

The EmPOWER WLAN controller must be executed from a central server that can be
reached from all wireless APs. From the main repository enter the controller directory:
cd empower-runtime

In order to create a directory for the database named deploy, type the command:
mkdir deploy

For the Loki Application installation in the empower-runtime directory, run the
loki_setup.sh script, given the following installation options:

Jloki_setup.sh -i server: to install the app to the specified server

Jloki_setup.sh -r server: to uninstall the app from the specified server

Finally, start the controller with: python empower-runtime.py

To prepare the WTP we followed the instructions from https://github.com/5g-
empower/5g-empower.github.io/wiki/Setting-up-the-WTP

First, on the Debian based system the following packages must be installed:

ncurses (Version 6 or above)

zlib (Version 1.2 or above)

openssl library (Version 1.0 or above)
GNU awk (Version 4.1 or above)

Now the empower-openwrt must be cloned from LokiNetworks repository:
git clone https://github.com/LokiNetworks/empower-openwrt-15.05.qit

Then, to install the feeds:
cd empower-openwrt-15.05
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.Iscripts/feeds update -a
Iscripts/feeds install -a

EmMPOWER WTPs need to be connected to the Controller for all their operations.
Therefore, it is recommended to reserve an IP address for the Controller on the DHCP
server. You can refer to the documentation of your router in order to learn how to
reserve static IP addresses. To avoid having to configure manually all access points,
you can automatically create an image with the configuration that suits your needs
(note, the following configuration is for a PCEngines ALIX 2D board equipped with a
single Wireless NIC). In order to do so, create a directory named "files":

mkdir files

The OpenWRT buildroot will copy all the contents of the “files" directory to the files
image. Create a "etc/config" directory:

mkdir -p files/etc/config

Then create the three following files: (screenshots from empower site)
1) EmPOWER Configuration (/etc/config/lempower)

config empower general
option "master_ip" "IP ADDRESS OF YOUR CONTROLLER ASSIGNED USING STATIC DHCP"
option "master_port" "4433"
option "network" "wan"
list "ifname" "empower@"
list "debugfs" "/sys/kernel/debug/ieee80211/phyd/ath9k/bssid_extra"

2) Wireless configuration (/etc/config/network)

config interface 'loopback'
option ifpame 'lo'
option proto 'static'
option ipaddr '127.0.0.1'
option netmask '255.0.0.8°

config device
option name 'br-ovs’
option type 'ovs'
list ifname 'ethe'

config interface 'wan’
option ifname 'br-ovs'
option proto 'dhcp'

config interface lan
option ifname ethi
option proto static
option ipaddr 192.168.258.1
option netmask 255.255.255.8
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3) Wireless configuration (/etc/config/wireless)

config wifi-device radio®
option type mac80211
option channel 36
option hwmode 1la
option path 'pcif0ee: 80/0080:00:0c.0"

config wifi-iface empower®
option device radio®
option mode monitor
option ifname moni@

config wifi-device radiol
option type mac80211
option channel 6
option hwmode 11g
option path 'pciboee: 80/0000:00:0e. 0’

config wifi-iface empowerl
option device radiol
option mode monitor
option ifname monil

Run the configuration application:
make menuconfig

From the menu select the Target System (e.g. x86) and the Subtarget (e.g. AMD Geode
based systems). Then select "Network -> empower-agent” and "Network ->
openvswitch". You may also want to compile the LuCl web interface by selecting "LuCl -
> Collections -> luci". Save the configuration and exit, then start the compilation. If you
have a multi core machine you can increase the compilation speed by increasing the
number of parallel builds with the "-j" option.

make -j N (number of system cores)

Once the compilation is done, the compiled image can be found in the bin/directory. For
example, in the case of PCEngines Alix platform, the image will be: bin/x86/openwrt-
x86-geode-combined-squashfs.img

In the case of the PCEnNgines Alix board you need to insert the Compact Flash card in a
compact flash reader attached to your laptop and then run:
dd if=./bin/x86/0penwrt-x86-geode-combined-squashfs.img of=/dev/sdb

Note this assumes that the compact flash device is "/dev/sdb".

Finally, to connect the Arduino Yuns as clients just follow the previous described
implementation, plug them in the plug in and they are ready to go. Their code can be
found at: https://github.com/LokiNetworks/arduino.qit
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