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Abstract
The framework ofmany-body perturbation theory led to deep insight into electronic structure and
optical properties of diverse systems and, in particular,many semiconductors. It relies on an accurate
approximation of the screenedCoulomb electron–electron interactionW, that in current
implementations is usually achieved by describing electronic interband transitions.However, our
results for several oxide semiconductors indicate that for polarmaterials it is necessary to also account
for lattice contributions to dielectric screening. To clarify this question in this work, we combine
highly accurate experimentation and cutting-edge theoretical spectroscopy to elucidate the interplay
of quasiparticle and excitonic effects for cubic bixbyite In2O3 across an unprecedentedly large photon
energy range.We then show that the agreement between experiment and theory is excellent and, thus,
validate that the physics of quasiparticle and excitonic effects is described accurately by thesefirst-
principles techniques, except for the immediate vicinity of the absorption onset. Finally, our
combination of experimental and computational data clearly establishes the need for including a
lattice contribution to dielectric screening in the screened electron–electron interaction, in order to
improve the description of excitonic effects near the absorption edge.

1. Introduction

Modernfirst-principles theoretical spectroscopy has reached an unprecedented level of accuracy, due to
methodological advances and the availability of high-performance supercomputers. In particular, the
framework ofmany-body perturbation theory led to deep insight into optical properties of diverse systems,
includingmolecules, one- and two-dimensionalmaterials, as well as bulk semiconductors and insulators [1, 2].
By numerically solving approximations toHedin’s systemof equations [3], this framework provides a systematic
description of the electron–electron interaction. It enables accurate calculations of single-quasiparticle
electronic excitations, such as band gaps, band structures, and densities of occupied and empty states.Many-
body perturbation theory also allows to study two-particle excitations fromfirst-principles, for instance bound
electron–hole pairs, that are createdwhen visible light is absorbed in amaterial. Such excitonic effects need to be
taken into account in calculations of optical-absorption spectra and dielectric functions. Results for single- and
two-particle excitations computedwithinmany-body perturbation theory oftentimes agree verywell with
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experimental data, allowing for quantitatively accurate predictions and, eventually, computationalmaterials
design.

Accuracy and reliability of such predictions critically depend on underlying approximations that are
necessary, in order to render calculations computationally feasible for realmaterials: In order to study single-
particle excitations, Hedin’sGW approximation has becomewidely adopted. It expresses the electronic self
energy as product of theGreen’s functionG and the screened electron–electronCoulomb interactionW. In
practice, further approximations are needed and, while different schemes exist in the literature, the G W0 0

approach, in which quasiparticle energies are computed asfirst-order perturbations, ismost common [2]. Two-
particle excitations, and specifically excitonic effects, are studied by solving a Bethe–Salpeter equation (BSE) for
the optical polarization function. In this approach,W enters as the screened electron–hole interaction. It is, thus,
important to obtain a reliable description of dielectric screening and ofW, in order to accurately compute single-
and two-particle excitations.

In numerical implementations ofmany-body perturbation theory,W is typically obtained using either the
electronic structure fromdensity-functional theory (DFT) and the random-phase approximation [4], or by
parameterizing analyticalmodel dielectric functions [1]. In both cases, the physical origin of the screening inW
are electronic interband transitions. This approach has been very successful and can be considered state of the art
[2].We used it previously to provide highly accurate descriptions of electronic and optical properties of several
semiconductingmaterials and, in particular, oxides [5–9].

More generally, optical spectra computed usingmany-body perturbation theory agree verywell with
experiment also for semiconductors such as silicon [1, 10], galliumnitride [11], and indiumnitride [11].We
note that for thesematerials the values of static (ε0) and static electronic (e¥ )dielectric constants are either both
large or very close to each other (see table 1).When both dielectric constants are similar, electronic screening
dominates evenwhen exciton binding energies are smaller than longitudinal-optical (LO) phonon frequencies
[12]. For some semiconductors thatwe studied previously, such as cubic aluminumnitride [13], calciumoxide
[13], and cadmiumoxide [5], excitonic effects and especially oscillator strengths of excitons near the band edge
are very small both in simulation and experiment. This is likely due to the indirect fundamental band gap of
thesematerials. AlN in thewurtzite structure is a direct semiconductor andwas recognized as an ‘intermediate
case’ before, because static and static electronic dielectric constants differ and exciton binding energies are
smaller than LOphonon frequencies (see table 1 and [12]).

However, over the last few years we also studied several examples for semiconductors where comparison
between experiment and theory points to deviations that are strongest in the vicinity of the absorption onset: for
MgO [37], ZnO [5], and SnO2 [6]we find that our computational results overestimate the strength of excitonic
effects and, thus, their binding energy and oscillator strength near the band edge. For instance exciton binding
energies computed forMgOoverestimate experimental data by a factor of three.

These three oxides are so-called polarmaterials, as defined by a large splitting of longitudinal- and
transverse-optical phonon frequencies. Via the Lyddane–Sachs–Teller relation [38, 39], this large splitting is
evident from the large static dielectric constants compared to themuch smaller static electronic dielectric
constants (see table 1). The data in table 1 shows that for the polarmaterials the exciton binding energy is very
close to LOphonon frequencies. This is also true for In2O3, for which the exciton binding energy is estimated to
be 31 meV [40] and the LOphonon frequency is 27.8 meV [41]. Formaterials that show this behavior it is
currently debatedwhether the electron–electron interaction is affected exclusively by electronic (interband)

Table 1.Experimental values of static (ε0) and static electronic (e¥) dielectric constants, exciton binding energies EB (in meV), and
longitudinal-optical phonon frequencies LOn (in meV) of several semiconductors.

Material ε0 e¥ EB (meV) LOn (meV)

Si 11.7–12.1 [14] 11.7–12.466 [15] 15.01 [16] 52.11 [17]
wz-GaN 9.06 (⊥c), 10.04 ( c ) [18] 5.16 (⊥c), 5.30 ( c ) [18] 25.2 [19] 91.9 ( c^ ), 91.1 ( c ) [18]
zb-InN — 6.97 [20] — 72.9 [20]

zb-AlN 8.07 [21] 4.25 [21] — 111.2 [21]
wz-AlN 7.65 ( c^ ), 9.21 ( c ) [22] 4.14 ( c^ ), 4.34 ( c ) [22] 55 [23] 113.0 ( c^ ), 110.3 ( c ) [22]
CaO 12.01–12.2 [24] 3.267–3.33 [24] 104 [25] 71.29 [26]
CdO 21.9 [27] 2.1, 5.3 [27] — —

MgO 9.64–9.958 [28] 2.944–3.179 [28] 85 [25] 89.00 [29]
ZnO 7.8–11 [14, 30] 3.7–4.0 [30] 59.3–67.9 [31] 72.41 [32]
SnO2 7.031 [33]; 9, 14 [14] 3.70 ( c^ ), 3.90 ( c ) [34] 33 [35] 33.3, 41.5, 92.4 ( c^ ), 83.1 ( c ) [36]
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screening, or whether a lattice contribution needs to be taken into account [39]. Herewewill shed further light
onto this question, by combining highly accurate experimentationwith cutting-edge first-principles theoretical
spectroscopy for one specific polarmaterial: indiumoxide, In2O3.

In2O3 is a transparent conducting oxide (TCO) and highly interesting both from a fundamental and applied
point of view [42, 43]. It has, for instance, been successfully used for display applications, especially when
combinedwithGa andZn to form indium–gallium–zinc oxide. However, In2O3 has proven challenging for
experiment and theory: on the experimental side, difficulties arise from the need for high-quality, optically
polished single crystals and a setupwhich allows for accurate determination of optical constants up to photon
energies of 40 eV. Preparation of large enough single crystalline samples became possible only recently [44–46].
In addition,measuring the significant electronic contributions to the dielectric function of In2O3 up to photon
energies ofmore than 30 eV, requires carefully prepared samples with particularly low surface roughness and
high homogeneity.

Accurate computational studies, based onmany-body perturbation theory, are demanding because the
bixbyite polymorph of In2O3 found under ambient conditions requires a complicated 40-atomunit cell [47].
Computation of energy-dependent quasiparticle and excitonic effects for thismany atoms up to high photon
energies is computationally expensive. Consequently, detailed investigations of the fundamental optical
properties of In2O3 appeared only recently: experiment focused on the spectral region around the absorption
onset and into the visible range [40], as well as photon energies up to≈10 eV [48]. First-principles simulations
studied optical-absorption up to only slightly higher energies and analyzed the influence of excitonic effects near
the absorption edge [49].

At the same time, In2O3 has a rich electronic structure that leads to significant amplitude and features in
optical properties up to large photon energies.We use this as an excellent opportunity to validatefirst-principles
theoretical spectroscopy across 0.5–40 eV and to develop a quantitative description of electronic and optical
properties across this large energy range by combining high-quality experiment and cutting-edge theory.We
disentangle quasiparticle and excitonic effects, investigate their energy dependence, and analyze their orbital
contributions. Based on our data we show that the physics of quasiparticle and excitonic effects is described
correctly when using a combination of hybrid exchange-correlation functionals and the Bethe–Salpeter
approach.

Finally, we use our results to explore the underlying dielectric screeningmechanismof the electron–hole
interaction that dominates the optical-absorption onset. In2O3, like other TCOs discussed above (see table 1), is
a polarmaterial with a large static dielectric constant (ε0=8.9, see [50]) and a small static electronic dielectric
constant ( 4.08e =¥ , see below). By comparing our experimental and computational results, we establish the
need for a currently absent description of electronic and lattice contributions to dielectric screening.

The remainder of this work is structured as follows: the theoretical framework and computational approach
is briefly described in section 2 and the experimental techniques are discussed in section 3. Experimental and
theoretical spectra are presented and discussed in section 4. Finally, section 5 concludes ourwork.

2. Computational approach

WeuseDFT [51, 52] to computeKohn–Sham states and eigenvalues as starting electronic structure formany-
body perturbation theory. The generalized-gradient approximation by Perdew, Burke, and Ernzerhof [53] (PBE)
is used to describe exchange and correlation. The electron–ion interaction is described using the projector-
augmentedwavemethod [54]. Kohn–Sham states are expanded into a plane-wave basis up to a cutoff energy of
400 eV andwe use different randomly shifted k-point grids9 for optical spectra, unless explicitly stated
otherwise.

All calculations are carried out using theVienna ab initio Simulation Package [55–57] and the BSE
implementation discussed in [37, 58].We adopt the atomic geometries relaxedwith theHSE06 hybrid
functional [59], as reported in [60].

2.1.Quasiparticle energies
It is well-known thatDFTdoes not provide an accurate description of single-particle excitation energies, since it
neglects quasiparticle effects. Thismanifests itselfmost famously in a severe underestimation of band gaps
withinDFT, compared to experiment. Furthermore, it is known that correcting the band gap and energies of
higher conduction bandsmerely by applying a rigid scissor shiftΔ is not sufficient: In particular, for various
TCOswe previously showed thatwhile this approximationworkswell in the vicinity of the absorption onset, it

9
The spectrumbetween 0 and 9.18 eV is computed using a 5× 5× 5 randomly shifted k-point grid and aBSE cutoff of 12.5 eV. The second

part between 9.18 and 15.54 eV is computed using a 4× 4× 4 randomly shiftedmesh and aBSE cutoff of 17.0 eV. Finally, a BSE cutoff of
40.0 eV and 2× 2× 2 randomly shifted points are used for higher photon energies.
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increasingly underestimates the energies of bands the higher they appear in the band structure. Specifically in the
case of ZnOwe found significant deviations already at energies around 8.9 eV andhigher [5], i.e. at significantly
lower energies thanwhat we study in this work. The slope behavior of the quasiparticle corrections visible in
figure 1 illustrates this problem for In2O3.

In order to provide an accurate description of the single-particle electronic structure, Hedin’sGW
approximation [1–3] for the electronic self energy approximates quasiparticle effects verywell formost TCOs.
However, while yielding accurate results both for band gaps and band dispersion of thesematerials
[5, 6, 47, 61, 62], this approach is computationally very expensive. In particular for complicatedmaterials, such
as In2O3with a unit cell of 40 atoms, it becomes unaffordable even onmodern supercomputers [47]. In the
present work this situation is exacerbated sincewe aim at a description of optical transitions up to 40 eV, which
requires a large number of bands and k-points, leading to significant computational cost even onDFT level.

In order to achieve an accurate, energy-dependent description of quasiparticle energies and, at the same
time, circumvent the unaffordably high computational cost ofGW calculations, we rely on theHSE06 hybrid
functional [59] in this work. Using this functional to describe exchange and correlation has been shown
previously to provide a reliable description of the band structure and density of states for In2O3 [60], at a
computational cost that is lower than that of theGWmethod.

Unfortunately, in the context of this work, the hybridHSE06 exchange-correlation functional is still too
expensive to explicitly use it for converging optical spectra (see details below aswell as (see footnote 8)). Instead
we employ the following approach: first we compute approximate quasiparticle energies usingHSE06 on a less
dense 2×2×2Gamma centeredMonkhorst–Pack k-point grid [63]. Next, we compute the energy difference
of each band at theΓ point of the Brillouin zonewith respect to theDFT-PBE band energy. These results are
calledHSE(Γ) in the following and in order to verify this approach, we compare those to the fully k-dependent
HSE results infigure 1. This illustrates that theHSE(Γ) approximation provides a reasonable approximation for
single-particle energies for In2O3.

For converged calculations of optical spectra, we then use this data as a band-dependent scissor shift, and
compare to the typically used band-independent scissor shiftΔ. Aswewill discuss below, theHSE(Γ) approach
allows us tomore accurately take quasiparticle effects into account than the simple scissor operator. Yet the
computational cost remainsmoderate for the dense k-point grids used in this work to compute converged
optical-absorption spectra.

2.2.Optical properties: non-interacting electron–hole pairs
We focus on the complex, frequency-dependent dielectric function to represent the full linear optical response
of cubic bulk bixbyite In2O3. To determine the importance of excitonic effects within this work, we compute this
quantity across a photon energy range from0.5 to 40 eVboth using the single-quasiparticle approximation as
well as the BSE approach. The former technique treats electrons and holes as non-interacting, while the latter
takes their (screened)Coulomb interaction into account. Quasiparticle effects are approximated by the scissor
operatorΔ aswell as theHSE(Γ) approach. Optical transition-matrix elements are computed from theKohn–
Sham electronic structure using the longitudinal approximation [55]. Using the Ehrenreich–Cohen formula
[64], the imaginary part of the dielectric tensor then follows as [55]

Figure 1.Quasiparticle shift forDFT-PBE eigenvalues, plotted as a function of the correspondingHSE eigenvalue. This datawas
computed using a 2×2×2Gamma centeredMonkhorst–Pack k-point grid.
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In equation (1), unk represent cell-periodic parts of the Blochwave functions and q is the Blochwave-vector of
incident light. The indices c and v describe conduction and valence band states, respectively. Provided the
imaginary part is knownup to high energies, the real part of ie wab ( ) can be obtained using a Kramers–Kronig
transform [65, 66]. Due to the cubic symmetry of In2O3, the dielectric tensor has only one independent
component, i.e. the dielectric function.

The sumover both valence and conduction bands aswell as k-points in equation (1) illustrates why it is
complicated to compute converged optical spectra up to high photon energies: we found that a 12×12×12
Monkhorst–Pack k-point grid [63] yields a smooth dielectric function in the case of bixbyite In2O3 (red curve in
figure 2). At the same time, computing optical spectra up to photon energies of 40 eV requires inclusion of a
large number of electronic states above and below the fundamental gap. Fulfilling both of these requirements
simultaneously causes significant computational cost even for independent electron–hole pairs; this becomes
unfeasible onmodern supercomputers, especially when excitonic effects are included.

Fortunately, the convergence criteria at low (a few eV above the band edge) and higher photon energies are
complementary: at low energies, a very dense k-point sampling is requiredwhile only few electron and hole
states around the fundamental band gap are needed. Contrary, for high photon energies inclusion of a large
number of bands is required, butmore coarse k-point grids are sufficient. This allows us to use different k-point
meshes and numbers of bands for independent electron–hole pairs to compute different energy regions of the
dielectric function. To verify this approach, we use the parameters listed in footnote 8 alongwith a scissor
operatorΔ=1.8 eV (see [49]) and compare to the converged result infigure 2. This clearly shows that the
difference between these two approaches is very small, which indicates that the k-point grids described in
footnote 8 produce converged results.While the joint spectrum is slightly less smooth, it comes at significantly
reduced computational cost that will allow including excitonic effects bymeans ofmany-body perturbation
theory (see section 2.3).

2.3.Optical properties: excitonic effects
We take excitonic and local-field effects into account by solving a BSE for the optical polarization function [1]. In
practice, this amounts to solving an eigenvalue problem for the excitonHamiltonian,

H cv c v cv c vk k k k, , , 2c v cc vvk k kk
QP QPe e d d d¢ ¢ ¢ = - - X ¢ ¢ ¢¢ ¢ ¢( ) ( ) ( ) ( )

whereΞ is the kernel of the BSE that contains both the statically screenedCoulomb attraction aswell as the
unscreened exchange terms of theCoulomb electron–electron interaction of electron–hole pairs. Single-
quasiparticle energies of conduction and valence bands, ck

QPe and vk
QPe respectively, appear on the diagonal of this

Hamiltonian.
Despite using the k-point grids described in footnote 8 these calculations lead to extremely large ranks of the

excitonHamiltonians, up to 377, 565 in this work. This requires largememory (up to 1 terabyte) and can only be
achieved onmodern supercomputers such as BlueWaters. Still, a direct diagonalization of theHamiltonian is
numerically too expensive. Insteadwe use a time-propagation technique that scales quadratically with the rank
of theHamiltonian [67, 68].

Figure 2. Independent electron–hole pair spectrum computed using a single k-point grid (red) and by joining spectra computed for
different Brillouin zone sampling (black). Details see text and footnote 9.
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2.4.Dielectric screening
Finally, the kernelΞ of the BSE, equation (2), requires computation of the screened electron–electron
interactionW [1]. In practice, the static (frequency independent, butwave-vector dependent) approximation is
used for BSE calculations, where the screening is expressed as the inverse of the dielectric function ε(q). This
quantity can be computed directly from theKohn–Sham electronic structure within the random-phase
approximation [4]. To reduce computational cost, we express ε(q) using the analyticalmodel function by
Bechstedt et al [69]This allows us to avoid the computationally expensive numerical inversion of ε(q), by
computing the inverse analytically. This is crucial to achieve converged BSE calculations for In2O3 up to large
photon energies.

The analyticalmodel [69] requires the dielectric constant of thematerial as a parameter and typically the
static electronic dielectric constant computedwithinDFT is used, which is 4.80e =¥ in the case of In2O3. This
value is fairly close to the experimental result of 4.08 determined in this work (see section 4.1). The deviation can
be attributed to theDFT band gap underestimation, which, via theKramers–Kronig relation, leads to a too large
static electronic dielectric constant.

However, wementioned earlier that the static dielectric constant, that includes lattice contributions, ismuch
larger (ε0=8.9, see [50]) for In2O3. The Lyddane–Sachs–Teller relation [38] connects this difference of the
dielectric constants to a large splitting of the longitudinal- and transverse-optical phonons:

. 3LO
2

TO
2

0w
w

e
e

=
¥

( )

This illustrates the polar character of In2O3, which affects the electron–electron interactionW, as has been
shownusing quasiparticle energies in [39]. Since the screened electron–electron interaction also determines
exciton binding and, thus, the strength of excitonic effects, the polar character should directly be reflected in the
optical properties of thematerial.

In order to study this effect for In2O3, we take lattice screening into account using the approach outlined in
[12]. This amounts to using the static dielectric constant to parameterize themodel dielectric function, instead
of the static electronic dielectric constant e¥.While the static dielectric constant can be computed fromfirst-
principles, we use the experimental value of ε0=8.9 in this work [50]. This overestimates lattice contributions
to the screening, however, we use this approach here as afirst approximation to clearly establish the need for a
more accurate approach for these contributions in the description of the screened electron–electron interaction.

3. Experimental techniques

A cubic bixbyite 111 oriented In2O3 bulk sample (bulk crystal growth details can be found in [46])with
nHall=3.7×1017 cm−3 andμHall=114 cm2 V−1 s−1 was selected. The sample is of very high crystalline
quality asmirrored by x-ray diffraction published earlier. Theω-scan of the (222) reflex yields a full-width of half
maximumaround 28 arcsec [45]. As demonstrated in [40] for the sample studied here, the spectral dependence
of the dielectric function around the absorption edge is well described bymodel functions of indirect and dipole-
allowed excitonic contributions with characteristic energies of 2.75 eV and 3.8 eV, respectively. The preferred
experimental technique allowing the dielectric function to be determined accurately is spectroscopic
ellipsometry. In order to cover the spectral range of photon energies required for this study, a unique vacuum
ultraviolet synchrotron-radiation-based spectroscopic ellipsometer was used, which is installed at the insertion
device beamline of themetrology light source (MLS), a synchrotron-radiation facility of the Physikalisch-
Technische Bundesanstalt in Berlin, Germany. A detailed description of technical possibilities, limitations, and
specifications of the instrument is published elsewhere [70].

The sample wasmeasured at different angles of incidence in different spectral regions to allowoptimal
signal-to-noise ratio. Between ÿω=5 and 10 eV, the angle of incidencefwas 67° and for 10 eV<ÿω<40 eV
fwas 52.9° and 52.7°.

In the lower photon energy range (0.5–6.5 eV) a conventional laboratory-based spectroscopic ellipsometer
(WoollamVASE)with autoretarder was employed at two differentf (60° and 53°). Surface roughness was taken
into account using the Bruggeman effectivemedium approximationwith layer thickness of 2.7 nm. This
correction also approximately accounts for possible existence of a thin electron accumulation layer. A dielectric
functionwithout assuming a line shapewas fitted over thewhole spectral range yielding the real and imaginary
parts of the dielectric function as a function of photon energy i1 2  e w e w e w= +¯ ( ) ( ) ( ). The result was tested
for Kramers–Kronig consistency by transforming imaginary and real parts separately and compare to
numerically obtained results.
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4. Results and discussion

4.1. Experimental spectra
The experimentally obtained ellipsometric anglesΨ andΔ are used to define the ratio of Fresnel’s coefficients rp
and rswhere the indexmarks the polarization direction (p parallel, s perpendicular)with respect to the plane of
incidence:

r

r
tan e . 4

p

s

ir = = Y D ( )

The combined data for several angles of incidencef compiled fromboth experimental instruments is shown in
figure 3. The correction for surface roughness as discussed above yields the experimental complex dielectric
function as shown infigure 4. As can be seen, a significant contribution to the imaginary part ε2 of the dielectric
function is located at very high photon energies ÿω>15–20 eV. Thismakes a use of the synchrotron
ellipsometermandatory. Please note that the low-energy region of the dielectric function (ÿω<6.5 eV)
coincides with our earlier result from [40]. The electronic dielectric constant, determined as

lim
0

1


e e=
w

¥


is found to be 4.08±0.02 [40].

4.2. Computed spectra
Comparing highly accurate ellipsometry data for the complex dielectric function ε(ω) across such a large photon
energy range to results fromfirst-principlesmany-body perturbation theory is a rare opportunity for any
material. Herewe separately investigate the energy dependence of excitonic and quasiparticle effects to illustrate
howboth affect the dielectric function of In2O3. To this end,figure 5(a) shows the comparison of the
experimental result and two computational spectra.

Figure 3.Comparison of experimental data (black circles) given as tanY and cosD and corresponding point-by-point fittedmodel
(continuous lines). The different angles of incidencef for the different spectral regions are indicatedwithin the plot.

Figure 4.Experimental result for real (blue) and imaginary part (red) of the dielectric function.
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This figure illustrates that excitonic effects cause the amplitude of ε2 at the absorption edge to be almost twice
as large, compared to the data where electron–hole interaction is neglected.We attribute the spectral feature at
the onset to the lowest electron–hole excitation, which is an excitonic state with large oscillator strength. In
addition, high-energy peaks appear red-shifted: One peak that is located around 9.8 eV in theDFT+Δ
spectrum, occurs close to 8.3 eVwhen excitonic effects are included. Similar red shifts of about 1–1.5 eV are
observed for structures around 13.5 eV (14.6 eV) that appear at 12.6 eV (13.9 eV) upon inclusion of excitonic
effects. Even the small plateau-like feature at 17.05 eV is red-shifted to approximately 15.3 eV for the same
reason. Both, the large oscillator strength of the lowest electron–hole excitation near the absorption onset and
the red shift at larger photon energy due to electron–hole interaction are typical formanyTCOs [5, 6, 49] and
semiconductormaterials.

In order to analyze the origin of peaks in the dielectric function, we compute the individual contributions
from In 5s, 5p, 4d, as well asO 2s andO 2p states. To this end,figure 6 shows all transitions from those valence
states into empty conduction-band states, as well as all transitions from all valence bands into those conduction
states. This clearly indicates that the optical-absorption spectrumof In2O3 up to photon energies of about 22 eV
is largely attributed to transitions that originate inO 2p valence bands.However, thisfigure also shows that
significant spectral weight from In 4d valence states affects the dielectric function at energies above about 20 eV.
Furthermore, these In 4d valence states are responsible for the peak-like structures around 25 eV.

Resolving the dielectric functionwith respect to conduction-band states supports and further details this
picture. The absorption onset is clearly attributed to transitions into In 5s andO 2p states. At photon energies of
about 10 eV the spectrum is dominated by optical transitions into In 5p bands. The spectral shape of these
contributions resembles that of transitions intoO 2p states, except for a shift to higher energies. As can be seen in
figure 6, these In 5p states are responsible for the peak structures at around 25 eV. The shoulder near 20 eV can
clearly be attributed to transitions into In 4d-derived bands. At even higher energies the dielectric function is
dominated by transitions into In 4d states.

4.3.Quasiparticle and excitonic effects across large range of photon energies
Figure 5(a) also shows that the computational result frommany-body perturbation theory agrees well with
experiment, albeit not perfectly: we observe that in the energy range between 4 and 8 eV, the computational
result noticeably overestimates experiment. Peaks around 8 eV agree verywell, however, especially at high
photon energies, it can be seen that the computational result underestimates the energy positions of peaks by

Figure 5. Imaginary part of the dielectric function computedwith (‘BSE’, thin solid lines) andwithout (‘DFT’, dashed lines) excitonic
effects, compared to the experimental result (thick solid black lines). In (a)merely a scissor operator (Δ=1.8 eV, see [49]) is used to
approximate quasiparticle effects, and in (b) this is achieved using theHSE(Γ) approach.
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approximately 0.7 eV (see e.g. the peak that occurs at 12.9 eV or the valley that appears at 11.2 eV in experiment).
Aswewill shownext, this can be attributed to the inadequate treatment of quasiparticle effects for high-lying
conduction bands by the scissor operator.We also show that theHSE(Γ) approach significantly improves
on this.

Wefirst compare the scissor approach toHSE(Γ) for spectra that exclude excitonic effects (see dashed lines
infigures 5(a) and (b)). The absorption onset appears at 2.9 eVwhen the scissor operator is used infigure 5(a)
(matched to experimental data, see details in [49]), and at 3.02 eV inHSE(Γ) shown infigure 5(b). It can also be
seen that the smooth increase of the dielectric function is replaced by a noticeable dip at 6.1 eVwhen theHSE(Γ)
approach is used. This is attributed to transitions fromoxygen 2p valence states into hybridized conduction-
band states that consist of indium and oxygen s aswell as oxygen p contributions.

As expected, for higher photon energies, we observe that peak positions computedwithinHSE(Γ) are at
higher energies than accounted for byΔ. This indicates a clear energy dependence of quasiparticle corrections:
Even if a scissor operator is used to correct for quasiparticle effects near the band gap, higher-energy bands
would require a larger shift, since quasiparticle corrections for those are larger. At the same time, figure 5(b)
clearly shows that excitonic effects are important and need to be included if the results are to be compared to
experiment.

Finally, figure 5(b) also shows the comparisonwith experiment for the computational result that usesHSE
(Γ) for quasiparticle effects and includes excitonic effects. It can be seen that this computational framework
describes the experimental data for energies larger than≈6 eV very accurately, regarding peak positions as well
as amplitudes. Taking into account the energy dependence of quasiparticle effects noticeably improves
agreementwith experiment, especially at energies larger than≈6 eV, as can be seen from the comparisonwith
the dielectric function that includes excitonic effects but is based on a scissor operator (see figure 5(a)). This
illustrates that an accurate description of quasiparticle effects, their energy dependence, and of excitonic effects
is needed to successfully describe optical properties across a very large energy range.

Our results also show that for In2O3 the blue shift attributed to the energy dependence of quasiparticle effects
and the red shift due to excitonic effects do not exactly compensate each other. Hence, there is no complete error
cancellation that would justify approximating the high-energy part of the spectrumusing a scissor-shiftedDFT
result.

Figure 6. Ion- and angular-momentum-resolved dielectric function, computedwithin theDFT+scissor approximation. (a)
Transitions from individual valence states into all conduction bands. (b)Transitions from all valence states into individual conduction
bands.
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4.4. Influence of lattice screening
Having established the comparison of our experimental and computational results, we nowuse this data to
analyze the influence of lattice screening: figure 5(b) shows that when excitonic and quasiparticle effects are
included in the computational description, the remaining disagreement with experiment is largest in the vicinity
of the optical-absorption onset: our result noticeably overestimates experiment up to photon energies of about
5.2 eV.More specifically, the BSE result that does not include any lattice screening overestimates experiment by
a factor of approximately 1.3 in the vicinity of the absorption onset. Compared to this factor of 1.3 the spectrum
that accounts for lattice screening showsmerely a veryminute difference from experiment. In the followingwe
show that this can be explained by an influence of lattice screening on the electron–hole interaction.

It was reported before and discussed in section 2.4 that such an influence of lattice screening can, to zeroth
order, be treatedwithin the BSE framework by using the static dielectric constant instead of the static electronic
dielectric constant in themodel response function used to describe dielectric screening of the electron–hole
interaction [12]. For the polarmaterial In2O3, we follow this approach and use ε0=8.9 instead of 4.80e =¥ to
parametrize themodel dielectric function that describes the screened electron–hole interaction (see section 2.4)
when computing the dielectric function shown infigure 7.

First, this result illustrates that the lattice contribution does not strongly affect the range of high photon
energies. Above≈10 eV the spectrum that results when the full lattice screening is taken into account strongly
resembles the one for purely electronic screening. At the same time, figure 7 shows that lattice screening
remarkably affects the low-energy range and strongly reduces the overestimation of peak amplitudes for photon
energies up to about 5.2 eV thatwe criticized above. The agreement of the resulting spectrumwith the
experimental data is extremely good across the entire photon energy range from0.5 to 40 eV.

More generally, wewish to point out that such an influence of lattice screening is not restricted to In2O3, but
affects polarmaterials. If exciton binding energies are on the order of or smaller than the LOphonon frequency,
and the static (ε0 ) and static electronic (e¥ ) dielectric constants differ, lattice contributions to dielectric
screening are important [12]. These will reduce excitonic effects, i.e., lead to smaller exciton binding energy and
smaller oscillator strength andwe believe that this reduction can account for the overestimation of exciton
binding energies within the BSE frameworkwhen just electronic screening is used (see e.g. [37]).

We note that in order to compute the blue curve infigure 7, we fully included the lattice contribution for all
electronwave vectors q. This likely overestimates the lattice contribution, as discussed in [12], and could be the
reasonwhy the blue curve seems to slightly underestimate the experimental result, especially around 5.4–6.2 eV.
Currently no full first-principles approach is available to go beyond the approximation used here. Our results,
however, clearly emphasize the importance of such a technique and, while this goes beyond the scope of the
present work, it is our goal to improve on this, e.g. by describing the correct q dependence of the lattice screening
contribution [39, 71] and to extend ourwork tomore polarmaterials in the future.

5. Conclusions

In summary, we have used a combination of cutting-edge spectroscopic ellipsometry andfirst-principlesmany-
body perturbation theory to investigate the dielectric function of bixbyite In2O3 over a very large photon energy
range and to disentangle the influence of different atomic states.We showed that excellent quantitative
agreement between experiment and computation is achievedwhen both quasiparticle and excitonic effects are

Figure 7.The imaginary part of the dielectric function, computed using two approaches to describe the screening of the electron–hole
interaction (see text), is compared to our experimental data.
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described as accurately as possible.We found a significant energy dependence of the quasiparticle corrections
and used theHSE06 hybrid functional to accurately compute this effect at reasonable computational cost.We
also found that excitonic effects influence the spectrum across the entire energy range and solved a BSE to take
those into account.While this represents themost accurate comparison of cutting-edge experiment and
predictive first-principles simulations of optical properties of In2O3, it also represents an important verification
and validation step for both approaches.

Showing this excellent agreement is necessary to reliably interpret remaining deviations between experiment
and simulation, which leads to themain insight of ourwork: we found that there is a significant disagreement for
In2O3 that ismost pronounced close to the absorption onset.We showed that this disagreement near the
absorption onset can be tremendously reduced by including a lattice contribution to the screening of the
electron–hole interaction, while leaving the good agreement at high photon energies unchanged.We thus
demonstrate that it is necessary to accurately include both electronic and lattice contributions to dielectric
screening in the description of the screened electron–electron interaction in polar semiconductors. Further
experimental and theoretical research is needed to explore this effect for a larger set of polar semiconductors and
to develop an accurate description of dielectric screening for this class ofmaterials.
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