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ABSTRACT

Political activity in every modern democratic state is built upon composite democratic pro-
cedures, which in turn rely on functional and secure voting systems, operating as the
medium that expresses peoples’ will. During the last decades, electronic voting (e-voting)
systems have emerged as promising technologies for carrying out democratic procedures
in the Digital Age. Their major advantages comprise the facilitation of participation of social
groups with considerable physical barriers, reduction of the election cost and acceleration
of the set up, voting and tally phases during an election execution. By today, e-voting sys-
tems have been used in several countries either in pilot executions (Australia, England,
Ireland, Italy, Norway) or binding elections at a municipality or national level (Belgium,
Brazil, Canada, Estonia, India, Switzerland, USA). Nonetheless, they have been sub-
ject to occasionally trenchant criticism, mainly due to the disquiet about potential security
threats caused by the amount of power now transferred to the machines.

This PhD thesis addresses the prospect of e-voting from the viewpoint of contemporary
cryptography. It is widely believed that cryptography is the most conducive scientific area
to the advancement of the e-voting concept, providing us with tools and formal frame-
works for the construction of efficient systems which security is mathematically provable.
An indisputable mathematical proof that an e-voting system preserves the integrity and
secrecy of an election procedure can be an asset of great value to a democratic society.

The main contribution of this PhD thesis is the introduction of e-voting systems that achieve
end-to-end verifiability in the standard model for the first time. End-to-end verifiability is a
strong security property suggesting that the voters can verify the integrity of the election
procedure without putting trust in any administration authority. End-to-end verifiability in
the standard model denotes that verification is executed without assuming any trusted
setup. Prior to this thesis, all top-tier e-voting systems (e.g. SureVote, JCJ, Prét a Voter,
Helios, Scantegrity, etc.) assumed honesty of the voting clients, the random oracle model,
or the existence a randomness beacon to achieve end-to-end verifiability. Therefore, until
recently, the feasibility of end-to-end verifiable elections in the standard model remained
an open question.

The above question is answered affirmatively in this thesis with the introduction of the
DEMOS-A and DEMOS-2 e-voting systems. The two systems follow different approaches
with respect to their design. In particular, DEMOS-A follows the code-voting approach,
where the voters obtain ballots that contain independent and random encodings of the
election options (typically vote-codes in one-to-one correspondence with the election op-
tions). At the voting phase, the voters cast the encodings that correspond to their intended
selections in their ballots. Consequently, vote submission becomes a simple procedure
which can be run by devices of minimum computational power. However, this flexibility
comes with a price of high complexity at the election preparation phase from the election
servers side, resulting in important scalability restrictions for DEMOS-A. To resolve this



issue, this thesis introduces the DEMOS-2 e-voting system, in the spirit of the client-side
encryption. Namely, in DEMOS-2, the overhead is distributed to the voting clients, which
now must be computationally able to locally encrypt the voters’ ballots, hence to perform
cryptographic operations. As a result, DEMOS-A and DEMOS-2 have complementary
benefits and weaknesses regarding their functionality and security, hence the choice of
the most preferable system depends on the given election setting.

The design of DEMOS-A and DEMOS-2 consists of an elaborate composition of well-
known and ad-hoc cryptographic tools. In the core of both systems, is a novel mechanism
that extracts the randomness required for verification from the entropy generated by the
voters, when they engage in the voting phase. This entropy is internal with respect to the
election environment, therefore the need for trusting an outer source of randomness is
removed. As a result, DEMOS-A and DEMOS-2 achieve end-to-end verifiability assuming
only a consistent publicly accessible bulletin board, a requirement that can be seen as a
tight condition for this security property.

For a concrete security analysis of DEMOS-A and DEMOS-2, this thesis brings in a strong
cryptographic framework that encompasses formal definitions of end-to-end verifiability
and voter privacy, where the latter integrates the property of coercion resistance against
passive adversaries. The sain framework adds to the literature a state-of-the-art methodol-
ogy for the study of e-voting systems and can be seen as an independent contribution. The
provable security of DEMOS-A and DEMOS-2, especially the statements of the respective
end-to-end verifiability theorems, reveal that the security level is in high correlation with
the auditing behaviour of the electorate. Motivated by this finding, this thesis extends the
framework by modelling e-voting systems as ceremonies, inspired by the work of Ellison
in 2007. In an e-voting ceremony, the human entities are analysed separately from their
associated devices and operate as finite state machines (transducers) with limited power.
As a case study of an e-voting ceremony, this thesis investigates the security of the well-
known Helios e-voting system by providing formal proofs as well as evaluations based on
real-world and simulation data.

The introduction of DEMOS-A and DEMOS-2 gave birth to the DEMOS family of e-voting
systems. Concurrent with the writing of this PhD thesis, the DEMOS family is enlarged by
the addition of systems that address technical challenges not resolved by the two original
systems, while enjoying end-to-end verifiability in the standard model and voter privacy.
The thesis is concluded with an overview of its findings, a brief description of the said
follow up systems and a list of intriguing directions for future research.

SUBJECT AREA: Electronic voting

KEYWORDS: cryptography, end-to-end verifiability, security modelling, standard model



NEPIAHWH

H 1ToAITIKA) dpacTnpidTnTa 0 KABE oUYXPovn dNUOKPATIKA TTOAITEIQ ouvTEAEiTAl aTTd OUVOE-
TEG ONUOKPATIKEG OIOBIKATIES, Ol OTTOIEG PE TN O€IPd Toug BacifovTal o€ AEITOUPYIKA KAl
QOQaAr CUCTANATA WNPOPOoPIag WS PEoa Ekpaong TNG AdiKAg BouAnong. Tig TeAeuTaieg
OEKAETIEG, TA OUOTAUATA NAEKTPOVIKNS wneogopiag (e-voting systems) éxouv TTpoTaBEi
WG pia uttooxOpEVN TEXVOAOYia yia TN diegaywyr ONPOKPATIKWY BIadIKACIWY OTA TTAQioIN
NG WnolokAg ETToxns. Ta BAcikd Toug TTAEOVEKTAUATA ouvioTavTal oTn dIEUKOAUVON TNG
OUMUETOXNG KOIVWVIKWY OPAdWY TTOU QVTIUETWTTICOUV QUOIKA EUTTOdIA KAl KIVNOIAKES OU-
OKOAIEG, KaBWG Kal 0Tn PEiwon Tou KOOTOUG Kal TOU ATTAITOUPEVOU XPOVOU TNG EKAOYIKNG
o1adikaciag o€ onuavTiké Babud. Méxpl OAPEPQ, TO CUCTHPATA NAEKTPOVIKAG WYNPOPOoPIiag
€XOUV £QAPPOOTEI TOOO O€ TTIAOTIKA TTEIPANATA 000 KAl O EKAOYEG O€ TTEPIPEPEIAKO KAl
€OVIKO eTTiTTEdO. EVTOUTOIG, £XOUV UTTAPEEI QVTIKEIMEVA EVIOTE EVTOVNG KPITIKNG KUPIWG AOYyw
(NTNUATWY ao@AAciag TTou eyeipovTal atrd TN Xprion moavwg diIaBANTWY UTTOAOYIOTIKWV
OUOKEUWV.

H mrapouca diatpiB HEAETA TO QVTIKEIMEVO TNG NAEKTPOVIKNAG WNPOPOopPIiag atrd Tn oKOTd
TNG oUYXPOVNG KPUTTToypa®iag. Eival yevikwg atrodekTd OTI N KPUTITOYPAQia ATTOTEAE TNV
TTAEOV TTPOCQOPN ETTICTNHOVIKH TTEPIOXT YIO TNV TTPOWBONOT TNG NAEKTPOVIKAG YnPoYopiag,
TTaPEXOVTAG EPYAAELIO KAl TUTTIKA JOVTEAD yIA TNV KATOOKEUN CUCTNUATWY NAEKTPOVIKAG
WYneoQopiag Twv OTToiwv N ac@dAcia cival arrodeiéiun pabnuarika. Mia adlau@iohTn
MaBnuaTikr amodeign 0T éva ouoTnUA NAEKTPOVIKAG WNPoYopiag diaTnpei TNV akepaidTnTa
KAl TN MUCTIKOTNTA TNG EKAOYIKNG d1adIKAOIag GUVIOTA TTOAUTIUN ETTIOTNUOVIKA TTPOC@QOPd
O€ Jia dNUOKPATIKY KOIVWVid.

H onpavTikoTEPn ouVEIoPOPA TNG TTapoucag dIATPIRAG Eival N EI0aywyr] CUCTNUATWY TTOU
ETTITUYXAVOUV VIO TTPWTN Qopd dueon ermainBeuciudrnta (end-to-end verifiability) oto stan-
dard povtélo. H dueon etraAnBeuciudtnta givar pia ioxupr 1816TNTa ac@AAEING, CUPPWVA
ME TNV OTTOIO O YNPOPOPOGS UTTOPEI va ETTAANBEUCEI TNV OKEPAIOTNTA TNG EKAOYIKNG d1adIKa-
Oiag Xwpig va evattoBETEl EUTTIOTOOUVN O€ Kadia eKAOYIKN apxr. H daueon eTaAnBeuciuod-
TNTa oT0 standard povtéAo uttodnAwvel OTI yia TNV €TTaANBguon dev aTTAITEITAI N UTTOBEON
KATTOIOG £UTTIOTNG TTOPAPETPOU OTO EKAOYIKO TTEPIBAAAOV. lMpoyevéoTepa TNG TTapoUCag
d1aTpIBrG, OAa Ta KopuPaia cuoTAUATa NAEKTPOVIKAG wneogopiag (T.x. SureVote, JCJ,
Prét a Voter, Helios, Scantegrity K.4.) mpoUTtré0eTav adiGBANTEG CUOKEUES WNWoQopiag,
TO PovTéAo Tuxaiou pavteiou (random oracle model), A Tnv UTTapén uiag EUTTIOTNG TTNYAS
TUXa16TNTAG (randomness beacon) yia Tnv e€ac@AAion TNG AueoNng €TAANBEUCINOTNTAG.
Katd ouvémeia, n 0tmapgn €vog ouoTiuatog he aueon emaAnBeuoiuydétnta oTo standard
MOVTEAO TTAPEPEVE AVOIXTO EPWTNHA.

To TTapaTTdvw EPWTNUC ATTAVTATAI KATAPATIKA OTNnV TTapouca diatpin JE TNV TTapouaiaon
TWV CUCTANATWYV NAEKTPOVIKAGS wneogopiag DEMOS-A kait DEMOS-2. Ta duo cuoTAuaTa
aKOAOUBOUV JIOPOPETIKEG KATEUBUVOEIC WG TTPOG TO OTO OXEOIAONO Toug. EIDIKOTEPQ,
10 DEMOS-A akolouBei Tnv code-voting kateuBuvon, 61Tou o Yyneopopol Aaupdvouv



WNPOJEATIO TA OTTOIO TTEPIEXOUV AVEEAPTNTA TUXAIEG KWOIKOTTOINOEIG TWV EKAOYIKWYV ETTIAO-
ywv (TUTTIKA KwdIkoug o€ 1-1 avTioToixia pe TIG eKAOYIKEG €TTIAOYEG). Katd Tn didpkeia
NG YNPoopiag, ol Yneoeopol UTTORAAAOUV TIG KWOIKOTTOINOEIG TTOU AVTIOTOIXOUV OTIG
ETTIAOYEG TIG ETTIBUMIOG TOUG OTA WNPOJEATIA TOUG. Me auTd Tov TPOTTO, N UTTOROAR WrYou
yivetal pia atrAi diadikaoia TTou YTTopEi va TTpayUaToTToINOEl HECW CUOKEUWVY EAAXIOTNG
UTTOAOYIOTIKNG 1I0XU0G. QOTO00, AUTH N EUENIGIA £XEI WG AVTITIMO TNV UYNAT) TTOAUTTAOKOTATA
KATA TO OTABIO EKAOYIKNG TTPOETOINOCIAG ATTO TTAEUPAG TWV DIAXEIPOTIKWYV ApXWV, TO OTT0I0
odnyei o€ onuavTikoug Treplopiopoug Tou DEMOS-A 6cov a@opd Tnv €TTEKTACINOTNTA
(scalability) Tou cuoTApaTog. MNa TNV €TTiAUCN AUTOU Tou {NTAUATOG, N TTapouca dIaTPIPn
eloayel To DEMOS-2, 1o otroio gival oxedlaouévo oTo TrveUpa Tng client-side encryption
wneoopiag. 210 DEMOS-2, 1o uttoAoyIoTIKO KOOTOG ETTIEPICETAI OTIC CUOKEUEG YNPOPO-
piag, Ol OTTOIEG TWPEA ATTAITOUVTAI VA €ival ETTAPKWGS UTTOAOYIOTIKA I0XUPEG WOTE VA KPUTTTO-
YPOQPOUV TOTTIKA Ta WNPODEATIO, ETTOUEVWG KAl VA EKTEAOUV KPUTTTOYPOQPIKEG AEITOUPYIEG.
Q¢ ek ToUuTOU, T DEMOS-A ka1 DEMOS-2 gugavifouv dIo@OPETIKA TTAEOVEKTHHATA KAl
aduvapieg 6oov agopd TN AEITOUPYIKOTNTA KAl TNV AC@AAEIQ ATTOTEAWVTAG OUO CUPTTAN-
PWHMATIKES TTPOTACEIG BIEEAYWYAS NAEKTPOVIKAS WNPOPopiag, OTTou N TTIAOYI TNG KATAAAN-
AOTEPNG TTPOTAONG EEAPTATAI ATTO TIG EKAOTOTE EKAOYIKEG TTAPAUETPOUG.

O oxedlaopog Twv DEMOS-A kal DEMOS-2 trepiAapBavel kabiepwpéva Kal €K VEOU KaTa-
OKEUOOUEVA KPUTTTOYPOQPIKA EpYaAEia. TNV KapdId Kal Twv dU0 CUCTNUATWY EVTOTTICETAI
€vag uNXaviopog €Caywyng TuxaidTnTag, aTTAITOUPEVNG VIO TV AUECT ETTAANBEUCIUOTNTA,
aTtroé TNV EVTPOTTIA TTOU TTAPAYETAl ATTO TN O1AdPAC TWV YWNPOPOPWYV e TO ouoTnua. H
TTPOKEIPEVN EVTPOTTIA EiVAl ECWTEPIKN WG TTPOG TO TTEPIBAANOV WNPOPOPIas, CaAEipovTag
€101 TNV avAyKn UTTOPENG MIAG ECWTEPIKNG TTNYAGS TUXAIOTOTNTAG. QG ATTOTEAECHA, TA OUCTA-
pjata DEMOS-A kai DEMOS-2 etmiTuyxadvouv aueon eTTaAnBeuciyoTnTa utTroBETOVTaG HOVO
TNV UTTapén evog adidBAntou dnuodoia TTpooBdaoiyou Tivaka eTTaAnBguong (bulletin board),
Mia TTpoUTT60e0n N otroia ptTopei va deixBei OTI ival aveAaaTIKr yia TNV v Adyw 1810TNTA.

MNa Tnv auotnen avdAuon ao@aAeiag Twv DEMOS-A kai DEMOS-2, n mapouca diatpifn
TIPOTEIVEI £V TTANPES KPUTTTOYPAQPIKOU TTAAIGIOU TO OTTOIO TTEPIAAUPBAVEI TUTTIKOUG OPIOHOG
NG Apeong €TaAnBsuciudTNTaG KABWG Kal TNG 1IOIWTIKOTHTAS (privacy), 6TTou n TeAEuTaia
1016TNTa cupTTEPIAaUBAvEl TNV avrioTaon aTov karavaykaouo (coercion resistance) atréva-
VTl O Tabnrikoug avrimaAoug (passive adversaries). To TTapatrdvw TTAQICIO TTPOCBETEI
oTn BiBAIoypagia pia uwnAwv Tpodiaypa@uwyv heBodoAoyia yia Tn JEAETN TWV CUCTANATWY
NAEKTPOVIKAG WNYopopiag Kal UTTopei va BewpnOei wg emimmpdoBeTn ouvelopopd TNG TTO-
pouoag d1aTpIPG. Ta BewpApaTa dueong eTTAANBEUCIUOTATAG TTOU TTPOKUTITOUV ATTO TNV
avaAuon Twv DEMOS-A kai DEMOS-2, attokaAUTITOUV dia oTeVA €64pTNON TNG QOQAAEING
TwV OU0 CUCTNNATWY OTTO TN CUMTTEPIPOPA EKAOYIKOU CWHATOG WG TTPOG TN dladikaaoia
emaAnBeuong. To cuuTrépacpa autd aTTOTEAECE KivNTPO yIa TNV ETTEKTOCT TOU TTPOAVA-
PEPBEVTOC KPUTTTOYPAPIKOU TTAAITiOU, OTTOU £va oUOTNPA NAEKTPOVIKAG WNPOPopiag JUo-
VTEAOTTOIEITAI WG ceremony, CUPPWVA UE TNV TTPOCEYYIoT 0To €pyo Tou Ellison 10 2007. ¢
éva ceremony NAEKTPOVIKAG WNPoPopiag, ol avBpwITIVEG ovTOTNTES dlaxwpilovTal AT TIG
OUOKEUEG KAl AEITOUPYOUV WG INXAVEG TTETTEPACHEVWYV KaTaoTAoEwV (transducers) Trepio-
PIOUEVNG 10XUOG. Q¢ uTTOdEIyua UEAETNG €VOG ceremony NAEKTPOVIKAG Wnpogopiag, n
TTapouaa dIatpIPr) MEAETA TNV AC@AAEIQ TOU EUPEWGS EQAPUOCUEVOU CUCTHATOS NAEKTPO-



VIKNG yneogopiag Helios, TrTapéxovTag TUTTIKEG ATTOOEIEEIC AAAG KO TTEIPANATIKES EKTIMACEIG
Baoiouéveg o€ TTPAYHATIKA O£QOUEVA KAl TTPOCOUOIWOEIG.

H eicaywyr Twv DEMOS-A kai DEMOS-2 onuatodotnoe mn dnpioupyia TG OIKOYEVEIAG
TWV CUCTANATWY NAEKTPOVIKAS wneogopiag DEMOS. MapdAAnAa pe mn ouyypa®rn Tng
TTapouoag diatpIfng, n oikoyévela DEMOS digupuvetal e TNV TPooBnikn cuoTnUATWY
TTOU QVTIMETWTTICOUV TIG TEXVIKEG TTIPOKAACEIG TTOU TTAPAUEVOUV QVETTIAUTEG OTA OUO QPXIKA
ouoTAuaTa e¢akoAouBwvTag va atroAapBdavouv dueon €maAnBeuciyotnta oTo standard
MoVvTEAO Kal 1I01IWTIKOTATA. H diatpiri oAoKANpwveTal PE Pia oUvVoWn TWV ATTOTEAECUATWY
TNG, oUVTOUN TTEPIYPOPN TWV VEWV AKOAOUBWY CUCTANATWY Kal Jid ava@opd o€ evOlagé-
POUOEG KATEUBUVOEIG YIa HEANOVTIKY €pEuva.

OEMATIKH NEPIOXH: HAekTpoVIKA wn@ogopia

AEZEIZ KAEIAIA: kputrToypagia, dueon eTaAnBsuoiyoTnta, JovreAoTToinon ao@AAEiag,
standard povtéAo






2YNONTIKH NMNAPOYZIAZH THZ AIAAKTOPIKHZ AIATPIBHZ

1. Eicaywyn

Ta ouornuara nAeKTpovIKNS wneogopiag (e-voting systems) éxouv TTpoTabei wg pia utro-
oxouevn Texvoloyia yia Tn dieCaywyr dnuokpaTikwy diadikaciwy oTa TTAaioia Tng Yneia-
KNG Etroxng. Ta Bacikd Toug TTAEOVEKTANATA CuVioTavTal 0T dIEUKOAUVOT TNG CUPUETOXAG
oTNV €KAOYIKN d1adIKATIa KOIVWVIKWY OPAdWY TTOU QVTIMETWTTICOUV QUOIKA €UTTOdIO KAl
KIVNOI0KEG OUOKOAIEG, KOBWG KAl OTN PEIWON TOU KOOTOUG KAl TOU OTTAITOUMEVOU XPOVOU
TNG EKAOYIKNG d1adikaciag o€ onNUavTIKO BaBud. Méxpl oAuEPQ, Ta CUCTAUATA NAEKTPOVIKNG
WNQoQopiag £xouv eQapuooTei TOOO o€ TMIAOTIKA TTreipauaTta (AyyAia, AuaTtpaAia, IpAavdia,
ITaAia, NopBnyia) 600 kal o€ eKAOYEG O€ TTEPIPEPEINKO Kal BVIKO £TTiITTEdO (BEAyIO, BpadiAia,
EABetia, EoBovia, HMA, Ivdia, Kavaddag, OAavdia). EvrouTolg, £xouv uttapel avTiKEipeva
EVTOVNG KPITIKAG KUPIWG Adyw ¢NTNNATWY AOPAAEIQG TTOU EYEIPOVTAI ATTO TN XPAON TTIBavVWG
O10BANTWY UTTOAOYICTIKWYVY CUCKEUWYV, TO OTTOIO £XEI OONYACEI OTOV TEPUATIOUO TTPOYPOH-
MATWV NAEKTPOVIKAG WNPOYOoPIag, iTe AOyw SlaTTIoTwHEVWY KEVWV ac@aAeiag (OAavdia,
IpAavdia) gite AOyw avnouxIiwy TwV TTOAITWY YIA TNV agIOTTIOTIO TWV NAEKTPOVIKWYV EKAOYWV
(Noppnyia).

Ta ouyypova ouoThuata NAEKTPOVIKNG yneoopiag [25, 32, 84, 29, 2, 12, 99, 96] Ikavo-
TToI0UV TNV 1010TNTA TNG dueons emaAnBeuoiuornrag (end-to-end verifiability), ocuuewva
ME TNV OTToIa O YNPOPOPOGS £xeEl TN duvaToTNTa Va £TTAANBeUoel TNV 0pOr KaTtaypa®r TnG
WHQoU Tou KaBwg Kal 0AOKANPNGS EKAOYIKAGS dIadIKaaiag Xwpic va xpeIdleTal va eVATTOBETEI
EUTTIOTOOUVN O€ KOMia EKAOYIKI apxA. ZNUEIWVETAI OTI N Aueon eTaAnBguciudTnTa gival
TTOAU SUOKOAO va emITeuXOei oTa TTAQiCIO TwV TTAPADOCIOKWY EKAOYWYV, OTTOU 1 OKEPAIO-
TATA TOU OTTOTEAEOUOTOG UTTOBETEI OTI N EYYEVAG TIMIGTNTA 1} N CUYKPOUCT CUPQPEPOVTWV
e€ao@aAiCel TNV adiABANTN eKTEAEON KABNKOVTWY aTTO TTAEUPAG EKAOYIKWV APXWV.

H mrapouca diatpif HEAETA TO QVTIKEIMEVO TNG NAEKTPOVIKNAG WNPOPOopPIiag atrd Tn oKoTd
TNG CUYXPOVNG KPUTTITOYPAQiag. EIDIKOTEPA, ATTOOKOTTEI KUPIWG OTNV ATTAVTNON £VOG AVOl-
XTOU EPWTAMATOG TTOU a@opd TN BEATIOTN £QIKTH Apeon eTTAANBeUCINOTNTA. [TpoyevEéaTepa
TNG TTapoucag dIaTpIRRG, OAa Ta KOpuPaia CUCTHPATA NAEKTPOVIKAG Wwneopopiag [25, 64,
32, 84, 29, 2, 12] TpoUTTéBeTaV €UTTIOTOOUVN OTIC CUOKEUEG WNWOQopiag, TOo JOVTEAO
Tuxaiou pavteiou (random oracle model), 4 TRV UTTapPEN Piag EUTTIOTNG TTNYAS TUXAIOTNTOG
(randomness beacon) yia Tnv e€ac@daAion TnG dueong eraAnBeuaiudétnrag. QoTéoo0, aTTé-
VOVTI € AVTITTAAOUG TTOU €AEYXOUV TTAPWG OAEC TIGC APXEG KOl CUOKEUEG WNPOYOPIAS Kal
oTa TTAaiola Tou standard povTtéAou, 6TTou dev UTTOTIOETAI Kapia adIGBANTN ECWTEPIKN TTNYA
TUXQIOTNTAG A OTTOIAOBATTOTE AAANG EUTTIOTNG TTAPAUETPOU OTO £KAOYIKO TTEPIBGAAOV, Ta
TTAPATIAVW CUCTAUOTA OTTOTUYXAVOUV VA TTPOCTATEWOUV TNV WHPO VOGS EVTINOU Yyneo-
POpou.

H mapouoa diatpifr) ammavtd Kata@aTiké aTo avoiXTé EpWTNUa UTTAPENG CUCTAMATOS NAEK-
TPOVIKNG YNPoopiag ue aueon eraAnBeuoiudrnta aro standard povréAo Pe TNV el0aywyn



TNG OIKOYEVEIOG CUOTNUATWY NAEKTPOVIKAS wneogopiac DEMOS, n otroia atroteAei Tnv
KUpIa ouvelo@opd NG dIaTpIBAG Kal TTEPIAAUBAVEI TIG £EAG TPEIG TITUXEG:

Tnv kataokeun Twv cuoTnuaTwv DEMOS-A kai DEMOS-2 1a otroia atroteAouv 1a
apxIKa uEAN TNG oikoyévelag DEMOS. Ta dUo cuoTriuata NAEKTPOVIKAG Wneopopiag
aKOAOUBOUV BIaPOPETIKEG KATEUBUVOEIG, HoipdldovTal OPwG TO idI0 KOIVO YVWPIoUA:
évav vEO Pnxavioud eEaywyng TuxaidTnTag TTou €ival avaykaia yia Tnv TaAndeuon
ATTO TNV EVTPOTTIA TTOU TTAPAYETAl ATTO T d1IAdpacn TWV YNPoeOPwWV E TO CUCTNHA.
H TTpokeipgvn evTpoTTia €ival ECWTEPIKI WG TTPOG TO TTEPIBAAAOV YNPOPOPIag, ECAAE-
QOVTAG £T01 TV AVAYKN UTTOPENG MIAG ECWTEPIKNAG TTNYAG TUXAIOTOTNTOG. QG OTTOTEAE-
oua, Ta cuotiuata DEMOS-A kai DEMOS-2 emituyxdvouv dueon emaAnbeuciuod-
TnTa oT0 standard povtéAo uttoBETovTag uévo Tnv UTTapén evog adidpAnTtou dnudoia
Tpoafaciuou ivaka erraAnBsuoncg (bulletin board), pia rpoUTré8e0N N oTTOICN PTTOPET
va deIxBei OTI eival aveAAoTIKA yia TNV €V AOyw 1810TNTA.

Tn dIapOPPWON EVOG auaTNPOU KPUTTITOYPAPIKOU TTAQICIOU YIa TNV avaAuon QOQAAEI-
¢ oUOTNUATWY NAEKTPOVIKAG Wnpoopiag, To otroio TrepIAapBavel opiouous TNG
Aueong eTaAnBeuciudTNTAG KABWG KAl TNG IOIWTIKOTNTAS (privacy), OTTou n TEAEUTaIa
1I010TNTA CUPTTEPIAAMPBAVEI TNV avTioTaon oTov Karavaykaouo (coercion resistance)
atrévavTl o€ mabnrikoug avrimaAous (passive adversaries). Ta cuotiuara DEMOS-
A ka1 DEMOS-2 atrodeikvuovTtal ac@aArfy 01O TTapattdvw TTAQicIO0.

Tnv €TTéKTAON TOU TTPOAVAPEPBEVTOC TTAAIGIOU QOQAAEIOG VIO TV QUOTNPN JOVTEAO-
TT0iNON TNG AVOPWTTIVNG CUPTTEPIPOPAC O€ Jia eKAOYIKN dladikaaia, £XOVTaS WG apXi-
KO ep€Bioua Tnv Ioxupn €¢aptnon NG ao@daAciag Twv DEMOS-A kai DEMOS-2 atré
TNV EVEPYI CUPUETOXH TWV EVTIHWV WNPopopwv oTn dladikacia emaAnBeuong. H
eTTEKTAON TOU TTAQicIoU BaacideTal oTnv avaAuon OOpNG VOGS DIKTUAKOU TTPWTOKOAAOU
w¢g ceremony, O0TIWG diatuTrwBnke atrd Tov Ellison 10 2007 [44]. Q¢ utrédelyua
MEAETNG TOU ETTEKTETANEVOU POVTEAOU, N TTapouca dlatpif avaAuel oe BaBog Tnv
A0PAAEIN TOU EUPEWG EQAPPOCHUEVOU CUCTAPATOG NAEKTPOVIKNG Wnpopopiag Helios,
MEoa atTd BewpnTIKA AAAG KAl TTEIPAPATIKY TTPOCEYYIOT.

2. ZxeTIkn BiIBAIoypagia

2.1 ZuoTApaTa NAEKTPOVIKAG Ynpopopiag

‘EwG oApEPQ, Pia gokpid AioTa atrd cuoTHPATA NAEKTPOVIKNG YNOoPopiag (EVOEIKTIKA [23,
37, 24,47, 41, 25, 62, 65, 32, 67, 94, 29, 2, 36, 84, 50, 12, 96, 99]) ye TTOIKIAQ XapaKTnpEI-
OTIKA, T OTTOIa JTTOPOUV VA KATAYOPIOTTOINBOUV CUN@WVA e dUOo BeueAIIdEIS TPOTTOUG:

2€ ouoTnuarta i Térmrou wneogopiag (on-site voting) [12, 32, 94, 29, 84] f amoua-
Kpuaouévng wneogopiac [25, 99, 23, 37, 24,47, 41, 62, 65, 67, 2, 36, 50, 96] (remote
e-voting/i-voting) avaAoya pe Tov TpOTTO TIPO0RaAcnG TWV YNPoPYOpwv aTO OUCTNUA.

2& guoTAuata client-side kpurrroypdgnong (client-side encryption) [12, 23, 37, 24,
47, 41, 62, 65, 67, 2, 36, 50, 96] 1 wneogopiac Baoel kwdikwv (code-voting) [32,
94, 29, 84, 25, 99] avaloya pe mn pEBOdO UTTOBOARG WrgoU.



2.2 MovTteAotroinon ac@AAelag NAEKTPOVIKAS YnPoPopiag

MpoyéveoTepol opiouoi TNG eTTaANBeucIPOTNTAG €X0oUV O0B¢i oTa [23, 89, 64, 69, 33]. H
dpeon eTTOANBEUCIUOTNTA PE TN MOPEPN TTOU €ival avTIANTITA CHKEPQ, €ival ATTOTEAETUA TWV
epyaociwv Twv Chaum [26] kai Neff [80]. AuoTnpoi KpuTTTOypa@IKOoi OpIoHOi TNG AueoNS
ETTOANBEUCINOTNTAG TTEPAV TNG TTAPOUCAS dIaTPIBAS £xouv TTpoTabei amd Toug Kisters,
Truderung kai Vogt [70] kaBwg kai Toug Smyth, Frink kai Clarkson [95].

Opliopoi TNG IDIWTIKOTNTAG KAl AVTIOTAONG OTOV Katavaykaouo éxouv doB¢i ota [37, 33, 57,
42,72, 14, 15] ka1 [13, 78, 42, 57]. ZnueiwveTal 6Tl n TTapouoa diaTpIPr) TTeplopideTal 0Tn
MEAETN TNG avTiOTAONG OTOV KATAVAYKOAOKO QTTEVAVTI 0€ TTAONTIKOUG AVTITTAAOUG, ETTOUE-
VWG OKOTTIMG TTAPAKAUTITEI TOV OPICKO TNG TTANPOUG avTioTaong oTov Katavaykaouo (full
coercion resistance) yia Tov OTT0i0 0 avayvwoTNG TTOPATTEUTTETAI OTa [64, 42, 97, 71, 4].

3. Opiopoi kal EpyaAcia

2€ QUTAV TNV EVOTNTA, AVOPEPOUE TIG MABNUATIKEG KAl KPUTTTOYPAQPIKEG EVVOIESG TTOU JOPYO-
TTOI0UV TO UTTORABPO TNG dIATPIPRS XWPEIG va EuPEVOUUE o€ auoTnPd TTAdioIa dIaTUTTWwoNG
AOYW TNG GUVOTITIKAG QUONG TOU KEIUEVOU.

Opicyoi.

Mia ouvapTtnon gival aueAntéa (negligible) eav gival aCUPTITWTIKA JIKPOTEPN ATTO TOV AVTI-
OTPOYO OTTOIOUBNTTIOTE TTOAUWVUMOU. AUo Tuxaieg NETOBANTEG X, Y €ival un O1akpioiueg
(indistinguishable) edv kdBe TOAVOTIKOG aAyOpIBog TToOAUWVUHIKOU Xpdvou (PPT) atro-
@aoiCel (emoTpépel 11 0) pe apeAnTéa dla@opd OTav EXETAI EI0ODOUG O OTTOIEG OKOAOU-
Bouv €ite TNV KaTavour TG X €ite TNG Y. XpnOIKOTTOIOUUE TO A yia va oUupBoAicouue Tnv
TTAPAUETPO ACPAAEING.

EpyaAsia.

* 'Eva oxnua 6éoucuong (commitment scheme) givai pia Tp1dda aAyopiBuwv TTou arro-
TeAeital atmd (i) évav aAyopiBuo Gen tou pe €icodo 11 emoTpé@el £va KAeIdi ck, (ii)
gévav aAyopipo C'om o otroiog pe €icodo ck, Eva pAvupa M Kail string r TTIOTPEQPEI
éva commitment ¢ oto M, kai (iii) évav aAyopiBuo Verify o otroiog pe gicodo ck, ¢
Kal éva opening (M, r) ammogaoilel accept 1 reject. ‘Eva oxnua déopeuong UAOTTOIE
TNV €vvola eVOG NAEKTPOVIKOU @akéAou, dnAadr éva commitment ¢ oto M TIpETTEl
(a) va unv ptropei va avoixtei yia €va aAo pAvupa M’ (binding 1816TnTa) KOl €1TiONG
(b) va unv atrokaAUTITEl KATTOIA TTANPOYOPIa YIa TO M XWpPIig TN XPron Tou opening
(M, r) (hiding 1816TNTQ). MO TIG AvAyKeG TNG KATAPETPNONG WHPWV PE HUCTIKOTNTA,
XPNOIMOTTOIOUNE TO KpuTrTooUuoTnpa ElGamal [49] wg oxAua dEoueuong UE TNV €TTI-
TAOV ououop@Ikh TPooBeTik) (homomorphic additivity) 1816TnTa

Com(ck, M) - Com(ck, My) = Com(ck, My + M,) .

* Mia amédeién undeviknc yvwong (zero-knowledge (ZK) proof) givai {euyog dU0o diaAo-
YIKWV Pnxavwyv Turing TTou atroteAeital atrd évav amodeikrn (prover) P 0 OTT0iog



emxelpei va mreioel évav PPT eraAnBeutn (verifier) V yia Tnv aAnBegia evog 1Ioxupiouou
x € L, omou L gival gia yA\wooa oto NP. Mia ZK atrédeign TTAnNpoi Tig £€1G 1010TNTEG:

I. MAnpdrnra (Completeness): 0 V TTavTa atmodéXETAl TRV ATTOBEIEN TOU P yIa KAOE
IOXUPIOMO x € L.

Il. OpB6rnTa (Soundness): 0 V dev ATTOdEXETAI TNV ATTODEIEN EVOG TTIBAVWG KAKO-
BouAou atrodeikTn P* yia o1roI0dNTIoTE = ¢ L, EKTOG atrd apeAnTéa TIOAvVOTNTA.

ll. Mndevikn yvwon (Zero-Knowledge): oV dgv paBaivel TiTrota TrEpaAv TNG aAfBEI0g
TOU I0XUPIOUOU z € L, Jéow TnG dIAdPACHG Tou JE ToV P.

21nv TTapouca dlaTpIBA, XpnoIuoTTolouvTal dUO €10IKEG KaTnyopieg ZK atrodeitewv:
(i) Ta Z-mpwrdkoAAa, 61Tou 1) diadpacn TrepIAauBAveEl TPEIG YUPOUG Kal TA VOUIoHOTA
Tou V gival dnuooia kai (i) TIg un diaAoyikés ZK atmrodeitelg [NIZK proofs], 61ou n
O1Gdpaacn atroTeAEiITAl JOVO ATTO £vav YUPO, €V TTPOKEIMEVW T dnIoupyia Kal TNV
ATTOOTOAN TNG aTTodeIEng atrd Tov P aTov V.

» Ta karaveunuéva kputrroouaTnuara onuooiou kAgidiou [threshold public key encryp-
tion (TPKE) cryptosystems], 6mtou TTOAAQTTAOI servers cuvepyaTtikd TTapdyouv TO
ONUOOIO KAEIDI KPUTITOYPAPNONG, EVW YIA TNV ATTOKPUTITOYPAPNON £VOG KPUTITO-
KeINEvou (ciphertext) KGBe server ouvelo@EPE Eva ATTAPAITNTO YEPIOIO ATTOKPUTITO-

ypaonong. 21n BiBAIoypagia TNG NAEKTPOVIKNAG YNPOPOopIag, TUTTIKA XPNOIUOTTOIEITAl
10 TPKE cuoTtnua ElGamal [83].

4. To KPUTTTOYPAPIKO TTAQICI10
4.1. OvToTNTEG KOl OUVTASN

O1 ovtdéTNTEG TTOU EPTTAEKOVTOI OE pia dladIKaoia NAEKTPOVIKAG wneoopiag eival (i) n
ExAoyikr) Apxn [Election Authority (EA)] n otroia gival utrelBuvn yia TNV EKAOYIKR TTPOETOI-
paoia, (i) n Wneokn KaAtn [Vote Collector (VC)] étrou utroBdAAovTal o1 wrgol, (iii) ol n
10 TTARBOG Ynpodpol Vi, ...V, (iv) ol CUOKEUEG wnpogopiag, (v) ol k To TTARBog ‘E@opol
[Trustees] 71, . .., T} uTTEUBOUVOI YIO TNV KATAPETPNON TWV WAPWYV KAl TAV AVAKOIVWOT TwV
EKAOYIKWV atToTeEAEOUATWY Kal (Vi) évag dnuooia TpooBdoiyog ivakag eTaAnBeuong [Bul-
letin Board (BB)]. O1 m 10 TTA80¢ £kAOYIKEG £TTIAOYEG cupBoAifovTal pe opt,, ..., opt,,

‘Eva ouoTnua nAEKTPOVIKNAG Wwneogopiag atrapTifeTal atrd Ta TTPWTOKOAAQ (i) TTpOETOIA-
oiag Setup, (i) yneoopiag Cast, (iii) katapétrpnong Tally kai Toug aAyopiBuoug (iv) utro-
Aoyiopou atroteAeopdtwy Result kai (v) emaABsuong Verify.

4.2. OpIocHOG dueong eTTaAnBeuoipdTnTOg

MNa Tov opIoPo TNG APEONG ETTAANBEUCIUOTATAG XPEIAZETAI TIPWTIOTWGS VA £ENYNOOUNE pNTd
TO OTOXO TOU AVTITTAAOU Kal TO YEYEBOC TTOU auTOG eTTITUYXAvVETal, ONAadr TNV atmokAion
TTOU O QVTITTOAOG TTPOKAAEI aTTO TO TTPOTIBEUEVO aTTOTEAEOUA. INa TO Adyo auTd, KWOIKOUUE
TA ATTOTEAEOUATA WG OIAVUCUOTA m OKEPAIWVY KAl JETPAUE TN dIAPOPA TOUG PHECW TNG /4



vOpuag oTov R™ (TrToAATTAACIaouEVN KATA TO AIOU). Q¢ onuEio ava@opdg Twv KAKOBou-
AWV YrRewv P€oa oTo TTPOTIBEPEVO ATTOTEAEOHA, UTTOBETOUNE £va eéaywyéa whowyv (vote
extractor) &£, &x1 avaykaoTIKd TTOAUWVUMIKOU XpOVOou, O OTToI0G EpUNVEUEl TO NEPOG TOU
EKAOYIKOU QTTOTEAEOUATOG ATTO TIG WrPOUG TTOU DIAXEIPICETAI O AVTITIAAOG.

H &ueon emaAnBeuciuéTnTa OpifeTal uéow evog Talyviou Gee® (1), m, n, k) avéueoa o€
éva challenger kai Tov avTiTralo A, TTapapeTpotToinuévou atrd dUo Peyédn o, 0 kai Tov €. O
AVTITTOAOG EAEYXEI OAEG TIG EKAOYIKEG APXEG, ONEG TIG CUOKEUEG WNPOYOoPIag Kal Eva JEPOG
TWV YNQoeopwv. ATO TNV GAAN, o challenger taidel TO POAO TWV EVTINWY YNPOPOPWV
vl 0 BB Bewpeital adiaBAnTog. O avrirahog kepdidel To Gee ™’ (14, m, n, k) €8v TTapoAo
TTOU ETTITPETTEI O€ TOUAGXIOTOV 6 EVTIIOUG WNPOPOPOUG Va WNnNPioouv Kail va eTTaAnBeuocouy
Tn diadikaocia, éva amd Ta akOAouBa IoxUel: (a) o A emITUYXAVEl ATTOKAION €KAOYIKOU
atroTeAECPATOG TOUAGXIOTOV d 1 (b) 0 £ atTOTUYXAVEI VA EPUNVEUCEI TO ATTOTEAEOUQ TWV

KOKOBOUAWV Yhowv.

Bdaoel Twv TTapatrdvw, n aueon eraAnBeuciudtnta opideTal wg ENG:

Opiopds. Eva ouortnua nAEKTPOVIKNS wneoeopiag e m EKAOYIKES ETTIAOYES, n WNPOQPO-
pouc Kai k Eqpbpouc emituyxavel Guean emaAnBeuoiudrnta yia 6 Eviiuous wneoeopous Kai
atrOKAION EKAOYIKOU QTTOTEAEOLIQTOC § UE OQPAALQ €, GV UTTAPXEI EEaywyéas whRewv E ETOI
WoTe kGO avrimrarog A va prropei va kepdioer 1o maiyvio G (1, m, n, k) ue 10 TOAU €
meavornta.

4.3. To HOVTEAO ISIWTIKOTNTAG/ AVTIOTAONG OTOV KATAVOYKAO MO

O avritTraAog atrévavT oTnV IDIWTIKOTNTA/ AvTIOTAoN OTOV KATAVAYKAOUS £VOG CUCTHUATOG
TNG NAEKTPOVIKAG wneoopiag, ptropei va eAéyxel Tnv VC dAoug ANV evog epodpoug va
TTapakoAouBei Tnv Kivnon oto dikTuo Kal va ¢nTAoel OAa Ta dedopéva TTOU ATTOKTOUV Ol
Wneo@opol yia TRV eTTaABeuon TNG Wreou Tous. To TeAeuTaio cuveTtdyeTal OTI OI YnPo-
@Opol Ba TTPETTEl va €xouv Tn duvaTtoTNTa va eyEAAOOUV TOV AVTITTAAO TTAPOUCIAlOVTAG
Weudn aAAG ouyxpOvwg aAnBogavi dedopéva eTTAANBEUONG, TO OTTOIO TUTTIKA JOVTEAOTTOI-
giTal pEow TNG UTTAPENG VOGS aAyopiBuou mpoogouoiwons TnG d1IAdpacng TWV YNPopopwv
ME TO ouoTna.

5. To ovoTnua DEMOS-A

5.1. ZuvotrTiki Tepiypa@n Tou DEMOS-A
To ocuoTnua DEMOS-A atraptifetal atrd Ta £€M1G TTPWTOKOAAA Kal aAyopiBuoug.

Katd 10 Setup TpwTtOKOAAO, N EA gToiuddel kai diavéuel o€ KABE YnPOPopo Eva WNPOodEA-
TIO JE TNV AKOAOUBN dopr): To YnPodEATIO atroTeAgiTal atrd dUO 1I000UVANEG OWYEIG, OTTOU
o€ KABe OYn TUXAiOl KWAIKOI avTIOTOIXICOVTAl OTIG EKAOYIKEG ETTIAOYEG. 2Trn OUVEXEIA, N
EA deopevetal oTnv TTANPOQPOPIO TTOU TTEPIEXETAI O€ KABE WNPODEATIO, avapPTWVTAG TN
KPUMMEVN O€ NAEKTPOVIKOUG @akéAOUG (commitments) o€ cwoTA avTioTolxia otov BB. ETTi-
ongG, €KTEAEI TOV TTPWTO YUPO Z-TIPWTOKOAAWV yia Tnv €TTaAnBgucn NG opBRg Kwdiko-
TToiNONG Kal avapTnong Twv Yyn@odeATiwyv. TEAog, n EA diapoipddlel 1o state TnG oToug
k E@bOpoug HEOW VOGS ypauuIKoUu oxnuarog diauoipaons puoTikwy [linear secret sharing



scheme (LSSS)] woTte va ptTopei va dlaypa@ei/katacTpa@ei yia AOyougs 1I81WTIKOTATAG.

Katd 1o Cast mpwTOKoAAO, 01 YnPopopol pixvouv Eva VoUIoPa Kal SIaAEyouv Tuxaia pia
oyn Tou YneodeATiou Toug yia va wneioouv Kal uttoBdAAouv otn VC Twv KWIKO TToU
avTIoTOIXEl OTAV €TTIAOYA Toug. Q¢ dedopéva eTaAnBeuong, Kpatouv Tov uttoBeBAnuévo
KWOIKO Kal TNV AAAN Own Tou @nN@odeATIOU TOUG TTOU OE XPNOIKJOTToINCAV yIa va yn@ioouv.

Katd 1o Tally TpwtokoAAo, o1 ‘Epopol cuAAoyikd avoiyouv Ta commitments Twv KwoIKwV
woTe N VC va onueiwoel TOUG NAEKTPOVIKOUG PAKEAOUG TWV KWOIKOTTONUEVOWV ETTIAOYWV
TTOU QVTIOTOIXOUV O€ UTTORERANUEVOUG KWwdIkoUg. O1 'E@opol uTToAoyi(OuV OOPOPQPIKA TO
EKAOYIKO aTmoTEAEOUA TTOANATTAACIAZOVTOG TOUG TTAPATTAVW QOKEAOUG KOl AVOKOIVWVOUV
TO €KAOYIKO ATTOTEAEOUA (O KWOAIKOTTOINUEVN HOPPH) WG TO AVOoIyha OTo ABpoIoua TwV
WYNPWV TWV QAKEAWYV. 2TN CUVEXEIA, AVOiyouv OAOUG TOUG QPAKEAOUG TTOU AVTIOTOIXOUV O€
TTAnpo@opia OWewv WnPodeATiwy TToU O€ XpnolpoTToinBnkav 1Tpog eTaAnBeuon. TEAOG,
QVOPTOUV TOV TPITO YUPO TwV Z-TIPWTOKOAAWY 0pBOTNTAG WNPODEATIWY, OTTOU 0 BEUTEPOG
yUpog (vouiopaTa Tou €TTAANBeUTH) TTPOKUTITEI ATTO TA VOUIOPATA TTOU GUAAOYIKA OUVEI-
o@Eépouv ol Yneopopol katd 1o Cast TTpwTOKOAAO.

O aAy6piBuog Result cival n atmrokwdIKoTToinon Tou EKAOYIKOU ATTOTEAECUOTATOG KAl UTTOPEI
VO EKTEAEOTEI ATTO OTTOIABNATTOTE OVTOTNTA.

KdaBe yn@o@opog Pe 1o TTPOCWTTIKA TOU OedopEva €TTAANBEUONG EKTEAEI TOV aAYOPIBUO
Verify eAéyxovtag (1) TNV OUVETTEIO TWV KPUTTTOYpA@IKwyV dedopévwy otov BB, (2) om
0 KwOIKOG TToU UTTEROAAV €ival ONUEIWPEVOS TTPOG KATANETPNON Kal (3) 0TI n avTioToIxia
KWOIKWYV Kal ETTIAOYWYV aTnVv Oyn TTou 8€ XpNOIYOTIOINCAV va yn@ioouv gival OJoia Pe auTh)
TToU €x€l avolxBei oto BB.

5.2. AopdaAeia Tou DEMOS-A

1. To DEMOS-A emituyxavel dueon €TaAnBeuciudTnTa YIa 6 EVTIHOUG WNPOoPOpOouG Kal
ATTOKAIOT) EKAOYIKOU ATTOTEAEOUATOC & ME OQAAUa 20+ [n/llegdlllloglogmt1) o 9-3 4oy
q €ival 10 péyeBog NG aAyeBpIkng ouddag ElGamal. O épog 27° TTpoKUTITEl ATTO
TO YEYOVOG OTI av OAQ Ta Z-TTPWTOKOAAQ £XOUV TTAPAXOEi EVTINA, TOTE O PNXAVIOUOG
emaAnBeuong Tou DEMOS-A cuvettayetal 611 yia KA6e augnon atmmokAiong Katd 1 n
mMBavATNTA ETTITUXIAC AVTITTAAOU EAATTWVETAI KaTd 1/2. O dpog 2-0+In/llegdli(ioglogm-+1)
gival To oeAAua opBATNTAG TWV Z-TTPWTOKOAAWV.

2. To DEMOS-A emmituyxavel 1I01WTIKOTATA/ avTioTaon OTOV KATAVAyKaouo, €Av To TTPO-
BAnua Decisional Diffie-Hellman opiouévo otnv aAyeppiki opdda ElGamal &€ utropei
va €TTIAUBEI O€ UTTOEKBETIKO XPOVO.



6. To cuoTnpua DEMOS-2

O1rwg k@Be ouoTtnua o1Tou Baciletal oTn Xpron Kwdikwy, To DEMOS-A £xel To TTAE0VE-
KTAMa OTI N yn@ogopia gival TToAU atrAf diadikacia atrd TTAEUpAs Yyneoedpou Xwpeisg va
ATTAITOUVTAIl UTTOAOYIOTIKA 1I0XUPEG CUOKEUEG Wwnpoopiag. MNa va emTeuxBei autd OPwWG,
TTponyEiTal éva TTOAUTTAOKO TTpOTTapacKeuacTIKO Bripa atrd TTAsupdg EA, To otToio kaBioTd
MAAAOV aTTayopeuTIKA TNV eTTeKTAcIUOTNTA Tou DEMOS-A 0¢ €Bvikég ekAoyEG. To ZnTnua
emAUeTalI 01O oUoTnua DEMOS-2 61rou akoAouBei Thv clien-side encryption Aoyikr), dnAadn
0l YN@o@opol TwPa dIaBETOUV UTTOAOYIOTIKGA I0XUPEG, TTANV OUWG EUTTIOTES OTTO TTAEUPAG
IDIWTIKOTNTAG OUCKEUEG, VIO TNV TOTTIKA KPUTITOYPAPNOT UTTOBOARG TWV WRPWV NECW EVOG
TPKE oxAuatos. H EA Twpa ammAwg ¢nteital va atmodeigel néow evog 2-TTpwTOKOANOU
TNV 0pBATNTA TOu TTEPIBAAAOVTOG €KAOYIKAG dIadIKOTIAG, €VW O YNPoPopol KaAouvTal
va pigouv €va vOPIoua Kal £va eTTIAECOUV [ia atTd dUO 1I008UVANES KPUTTTOYPAPACEIS TNG
WH@ou Toug, Katd avaloyia pe Tnv emAoyn oywewv oto DEMOS-A. Mg auté Tov TpoTTO TO
DEMOS-2 emituyxavel ettiong aueon eraAnBeucipydtnta oto standard povréAo (ue o@aAua
TWPa 2774-27%), €£ayovTag TNV ATTAITOUPEVN TUXQIOTNTA ATTO TA VOUIOUATA TWV WNPOPOPWV.

7. To Helios wg ceremony NAEKTPOVIKNAG Yneo@opiag

Ta Bewpnuata aueong emaAnBeucipoTnTag Twv DEMOS-A kai DEMOS-2 atrotutiwvouy
MaBnuaTika TNV €EAPTNON TNG ACPAAEING ATTO TN CUPMKETOXH TWV EVTIMWY YNPOPOpwY 0TV
eTTAARBguON, TO OTTOIO OTTWG TTPOAVAPEPBNKE, ATTOTEAECE KAl TO KivATPO YIA TNV ETTEKTAON
TOU TTAQICiOU AOQAAEIOG OTO ceremony POVTEAO. ZTnVv TTapouca diaTpiPr], MAEXONKE TO
Helios [2] wg uttddelyua peAéTng Tou ceremony povtéAou, Adyw (i) Tou oxedlacuou Tou
TTOU a@rvel onuavTikg eAeuBepia otov avBpwtrivo TTapdyovta Kai (i) TnG dNUOTIKOTNTAG
TOU WG £va avayvwplouévo agliotmioto cuotnua. EidikéTtepa, avaAubnke n ac@dAcia Tou
Helios yia d1GQOPEC KATAVOPES aVOPWTTIVWV CUMTTEPIPOPWY O BEwPNTIKO ETTITTEDO KAl
ATTOTIUABNKE N AOQPAAEID TOU O€ TTEIPAUATIKO ETTITTEQO PECW OEOOMEVW OTTO TTPAYMOTIKEG
eKAOYEG TTOU XpnoluyoTroinoav 1o Helios. Ta amroteAéopata Atav JaAAov atrobappuvTiKd,
KaBWG atrodeIKVUETAI OTI aKOMN Kal £va eEAIPETIKA KATAPTIOPEVO EKAOYIKO CWHA OTTWGS TA
MEAN Tou AieBvoug ZuAAdyou Kputrtoypa@ikn ‘Epeuvag (IACR) epgavifouv TpwTd onueia
WS YNPOoPOPOI, ETTITPETTOVTAC O€ £va ETTITEDEUEVO VA avaTPEWE! UE TNPAVTIKI TTIBaveTNTA
TTPOG OPENOG TOU TO EKAOYIKO QTTOTEAECHA, OTAV Ol DIAPOPES METALU TWV TTOOOOTWYV TWV
utTown@iwv dev gival Id1aiTepa HEYAAES (TNG TAENS HEXP! 5%).

8. Zuptrepaopara Kal HEAAOVTIKEG KATEOUVOEIG

Ta cuotApaTa DEMOS-A kai DEMOS-2 8¢touv wnAd Tov TIiXN wg TTPOGS TIG OTTAITACEIG
A0PAAEING TWV NAEKTPOVIKWY EKAOYWV. To TTAIPEG KPUTTITOYPAQPIKO TTAQICIO TTOU TTPOTEIVETAI
aTToTeAEl BACN yia PIa WPILOTEPN HABNUATIKA avAAuon aO@QAAEIOG TWV CUCTANATWY NAEKT-
POVIKNG aAAG Kal TTapadoOoIakAS Wneogopiag. EviouTolg, evolagEpovTa TEXVIKA {NTAMATA
e¢akoAouBouv va TTapapEvouv TTPogG dlEpEUvVNOoN. EVOEIKTIKA ava@EPOUNE T TTAPAKATW:

» Karaokeur] evog véou peloug Tng oikoyévelag DEMOS 1o otroio ek1og atrd dueon



ETTAANOEUCIPOTATA KAI IBIWTIKOTNTA, ETTITUYXAVEI AVTIOTAON OTOV KATAVAYKOO WO aTTé-
vavTl o€ OAOUG (Kal 01 HOVO TTABNTIKOUG) avTITTAAOUG.

» Evioxuon twv DEMOS-A kai DEMOS-2 pe unxaviououg Aoyodoaiac [accountability].

* MeAETn Twv mMOavwy oevapiwv BEATIOTNG AOPAAEIOG CUCTNUATWY WYn@oPopiag, de-
OOMEVWY TWV AVTIKPOUMEVWY TACEWV TTPOG UWIOTN aKEPAIOTNTA KAl TTPOG UWIOTN
MUOTIKOTNTA.

* YTToAoyIOTIKA TaxUTEPOUG aAyOpIBuoug yia Tnv uAotroinon Tou DEMOS-A pe okotréd
TNV €Qapuoyn Tou aTn PEYIOTN duvaTh KAipaka.
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PREFACE

The findings in this PhD thesis reflect the author’s contribution to the goals of the interdis-
ciplinary FINER e-voting project, which research team consisted of lawyers, political po-
litical scientists, distributed systems experts, and, of course, cryptographers. The FINER
project took place from March 2013 till September 2015 and aimed at the construction of
a fully functional and provably secure e-voting system that could be applied at a national
scale without single point failure. The project run in six stages as follows:

1. A complete study of the fundamental requirements that the e-voting system should
satisfy and the level that these requirements are fulfilled in traditional elections.

2. Introduction of a formal framework for the security analysis of the e-voting system
providing mathematical definitions of the aforementioned requirements.

3. Design of the e-voting system, encompassing all necessary cryptographic algorithms
and protocols and the explicit description of the human protocol.

4. Formal analysis of the security of the e-voting system under the above framework.
5. Implementation of the e-voting system in a fully distributed setting.

6. Real-world evaluation of the system’s usability via pilot experiments.

The FINER project was successfully completed with the introduction of the DEMOS-A,
DEMOS-2 and D-DEMOS e-voting systems that achieve the highest level of integrity to
date while preserving the standard e-voting privacy requirements. The author had a lead-
ing role in the completion of stages 2,3 and 4 and supported the execution of stages 1 and
6. The implementation of DEMOS-A has been tested in two pilot polls executed at the Eu-
ropean Elections in May 2014 (747 participants) and the National Elections in January
2015 (400 participants). The current version of DEMOS-A is integrated in the electronic
platform of the General Confederation of the Workers of Greece.

As a member of the FINER research team, the author had the opportunity to experience
all the phases constituting the realisation of a scientific idea, from its birth as a concept
till its full deployment, filtered by the views of all involved researchers having various yet
complementary technical backgrounds. In this PhD thesis, the author attempted to capture
this holistic experience by making the reader aware of the theoretical and sociopolitical
motivation that is often hidden behinds the lines of the formal mathematical language text.






The DEMOS family of e-voting systems: End-to-end verifiable elections in the standard model

1. INTRODUCTION

The evolution of civilisation and the development of tools have been in a strong correla-
tion throughout the course of humanity. An invention that was motivated by an immediate
practical need, has often been in long-term the turning point for a new era, in a way that
most likely not even the inventor could foresee. The invention of the wheel aimed at
the improvement of the craft of pottery, but eventually revolutionised travelling and trans-
portation. Writing was initially utilised for facilitating long-distance trade, resulting as the
ultimate means for recording history, generating literature masterpieces and educating the
next generations. The steam engine played a critical role for the transition to the Industrial
Age, while without radio transmission we would probably never reached the intercultural
proximity of today.

From a political perspective, the “invention” widely accepted as human’s greatest achieve-
ment is democracy. Taking various forms through history, democracy is the only political
system to date that provides, directly or indirectly, people with the power to people to con-
trol the fate of their state, as indicated by its etymology, from the Greek “demos” (people)
and “kratos” (power). Like any great invention, democracy has a wide impact on civilisation
that goes beyond the straight political aspect. Experience has shown that a democratic
society is the ideal environment for the preservation of the most noble values, such as
freedom of speech, freedom of conscience and equal rights.

Political activity in a modern democratic state comprises compositions of individual demo-
cratic procedures. At high level, a democratic procedure consists of three well-defined
parts :

1. An electorate formed by the people legitimate to vote,

2. A voting system, which serves as means to record and evaluate the electorate’s will,
and

3. A verdict, which derives from the consensus according to the evaluated electorate’s
will.

The dependence among democratic procedures can be rather complicated. For instance,
specifying the electorate or the voting-system for a direct democratic procedure (e.g. na-
tional elections) may derive by the verdict of an indirect procedure (e.g. legislation), which
in turn can be executed with respect to the rules decided by a root procedure (e.g. con-
stitutional amendment).

As given away by its title, this PhD thesis concentrates on the concept of voting systems.
If democracy is the political system that brings power closest possible to people, then a
voting system is certainly the channel to accomplish this link. A modern voting system
must incorporate mechanisms for optimising accessibility of the electorate and guarantee
integrity of the election result while protecting the voters’ secrecy. If it manages so, then it
paves the way for establishing a politically healthy democratic society. On the other hand,
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due to their crucial role in democracy, voting systems have often been top priority targets
for attackers that wish to tamper the election result and/or coerce voters to vote against
their intention. Voting systems that allow people to sell their votes, or lack verification
procedures that convince an auditor of the validity of the election result with minimum
doubt, undermine the foundations of any democratic state they are deployed.

Most interestingly, in voting literature, it has been observed that integrity and secrecy
are requirements in an inherently contradictory relation with respect to voting. Indeed, if
one does not give weight to privacy, then open ballot voting where the voters are publicly
associated with their votes supports maximum assurance of tally integrity. Conversely, if
people put unreserved trust in the election authorities responsible for collecting and tally-
ing the votes, then no thorough auditing is necessary, so it is easier for a voting system
to conceal the voters’ intention. One can think of settings when solely verifiable integrity
or privacy is strongly desired. For example, legislation procedures are run via open bal-
lot election in many countries’ Parliaments, whereas in small scale board elections, vote
collection tally may be done collectively in the presence of all participants, so protecting
secrecy is the only demanding goal. However, in most cases, a voting system designer is
facing conflicting challenges on the road to achieve the best of the integrity and secrecy
trends.

From the viewpoint of contemporary cryptography, this PhD thesis investigates the fea-
sibility of fully functional voting combined with top-tier security, with respect to the funda-
mental research question on whether new technologies can be a fruitful ground for the
development of reliable voting systems. The latter puts forth the concept of electronic
voting (e-voting) which is outlined in the following section.

1.1 e-Voting in Democratic Procedures

In an e-voting system, election preparation, vote collection and/or tally is executed by
electronic devices, partially or fully managed by human authorities. The motivation for in-
troducing e-voting was originally three-fold; (i) facilitating the participation of social groups
with considerable physical barriers, (ii) reduction of election cost, and (iii) acceleration
of the election preparation, vote casting and tally phase. E-voting emerged in the 60s
via punch-card systems, followed by systems based on either optical scan voting, ballot
encryption, or vote-code typing. By today, e-voting systems have been used in several
countries either in pilot executions (Australia, England, Ireland, Italy, Norway) or binding
elections at a municipality or national level (Belgium, Brazil, Canada, Estonia, India, the
Netherlands, Switzerland, USA).

Based on their infrastructure, e-voting systems are classified into two major categories:

1. On-site e-voting systems, where the election is executed in polling stations, and
supervision by human authorities is similar to traditional elections.

2. Remote e-voting (i-voting) systems, where the voters submit their votes using de-
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vices (PCs, notebooks, tablets, smartphones) that have internet access.

In this thesis, we focus on the construction and security analysis of remote e-voting sys-
tems. Clearly, any functional and reliable remote e-voting system can be easily adopted
to the on-site setting, whereas the opposite does not definitely hold.

E-voting debate:

Involving computers for carrying out democratic procedures enjoys the advantage of boost-
ing efficiency beyond human limitations. Unfortunately, this power raises significant con-
cerns regarding potential security risks; any deviation of the machine from the predeter-
mined voting or tally algorithm may result in a massive alteration of the election result, ata
scale which is incomparable to any human error or deliberate dishonest act. Furthermore,
hacking into a single on-site voting device could be enough for breaching the privacy of
every voter’s ballot, while at the remote setting (i-voting) the voter’s free will is jeopardised
by the possible uncontrollable presence of a coercer. Consequently, both integrity and
secrecy can be under major threat, if the e-voting infrastructure is assailable.

The aforementioned concern is escalated when actual cases of security breach are recorded
in real world e-voting runs. E-voting scepticism began to grow rapidly after the well-known
incident in the 2000 Presidential Elections in Florida, where malformed punch cards for
direct-recording electronic (DRE) voting devices, arose suspicions regarding result in-
tegrity [81, 76]. In the Netherlands, a number of security defects in the utilised Nepad
voting machines initially pointed out by the action group “We don’t trust computers” ("Wij
vertrouwen stemcomputers niet”) ' caused the abandoning of e-voting instantiated by the
RIES e-voting system in 2008 (cf. Section 2.4). Due to the same reason, Ireland (2010)
dropped its e-voting project scheduled to run via Nepad machines.

An additional issue that obstructs the spread of e-voting is the people’s low confidence on
electoral processes that are managed by computers. It is widely believed that trust plays
a crucial role for a society embracing the e-voting concept. As prominent example, in
Norway, e-voting did not proceed beyond pilot level based on surveys revealing people’s
fear of losing their privacy?.

Cryptography and e-voting:

By the above discussion, it should be clear that the introduction of advanced e-voting sys-
tems which, along with efficiency, are characterised by undisputed reliability, is essential
for infusing trust in the e-voting idea into the public. The way to face this challenge scien-
tifically, is the design of e-voting systems that enable people to actively participate in the
election verification procedure and their security is supported by rigorous mathematical
proofs. This is where modern cryptography comes as an invaluable tool; the development
of efficient cryptographic techniques during the last decades has armed research with en-
cryption and authentication schemes, proof systems, auditing mechanisms, and robust
security frameworks that can be applied for the construction of systems able to arguably

1 URL: http://wijvertrouwenstemcomputersniet.nl/Wij_vertrouwen_stemcomputers_niet .

2URL: https://www.regjeringen.no/en/aktuelt/Internet-voting-pilot-to-be-discontinued/id764300/ .
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support the adoption of e-voting against any rational debate. In the following section, we
recap the formal treatment integrity verification in cryptographic and e-voting literature.

1.2 End-to-end Verifiability and e-Voting

Besides advancing participation and reduction of election cost and time, several state-
of-the-art e-voting systems [25, 32, 84, 29, 2, 12, 99, 96] support an attractive and highly
non-trivial security feature that traditional voting unavoidably misses by its nature. Namely,
the voter can verify that her vote was properly cast, recorded and tallied into the election
result without relying to the honesty of any of the election administrators. This strong
property is named end-to-end (E2E) verifiability and is usually interpreted as the ability
of the voter to verify that her vote was (i) cast-as-intended, (ii) recorded-as cast, and (iii)
tallied-as-recorded 3. This understanding of verifiability was an outcome of the works of
Chaum [26] and Neff [80], that introduced the generation of receipts which could be used
for simple voter verification while achieving privacy. Subsequently, E2E verifiability has
been in the center of e-voting security study (cf. Subsection 2.5.1 for related work).

This PhD thesis brings in a strong E2E verifiability definition, according to which the ad-
versary is allowed to control the entire election by corrupting all election administrators, all
the voters’ clients and a portion of the electorate. As it will be explained in Section 3.3 (cf.
Remark 3.2), this definition advances the global verifiability approach in [70] by incorpo-
rating tools that allow the explicit specifying of the verifiability goal, which remains elusive
in [70].

End-to-end verifiability prior to this thesis:

So far, and till the construction of the DEMOS family of e-voting systems presented in this
thesis, E2E verifiability could not be justified without trusted setup assumptions. Under
a strong cryptographic definition, E2E verifiability could provenly hold only assuming the
existence of a frusted randomness source that could be either a function modelled as a
random oracle (cf. Subsection 2.3.1) [2, 12, 96], or some randomness beacon [25, 32, 84,
29, 99].

1.3 Client-side encryption vs. code-voting

Up to the present moment, numerous noticeable e-voting systems [23, 37, 24, 47, 41,
25, 62, 65, 32, 67, 94, 29, 2, 36, 84, 50, 12, 96, 99] have been introduced, adding to
cryptographic literature novel directions or ameliorating existing techniques. Regarding
the vote submission mechanism, e-voting systems are separated into the following two
categories:

3Prior definitions referring to the weaker notions of individual and universal verifiability are found in [23,
89, 64, 69, 33].
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1. Client-side encryption e-voting systems, where the voters use supporting devices to
encrypt their votes and submit them to the system using their credentials.

2. Code-voting e-voting systems, where the voters receive pre-encoded ballots and
submit their votes simply by typing an encoding (e.g. vote-code) that corresponds
to their option selection.

The two approaches enjoy complementary benefits and weaknesses. In a client-side en-
cryption e-voting system, knowing a voter’s credential does not violate her privacy. More-
over, the cryptographic workload is distributed among the voters’ clients, so the system
can easily adopt to large scale election settings. On the other hand, a code-voting system
has the advantage of supporting election executions under minimum computational re-
quirements from the voters’ side, while they preserve privacy even when a voter’s client is
corrupted, since the encoding of the election options is done in a random fashion. There-
fore, whether a client-side cryptography or a code-voting e-voting system should be de-
ployed, depends on the given election specifications.

In Table 1.1, we illustrate the classification of a list of e-voting systems, according to their
infrastructure and vote submission method.

Table 1.1: Classification of well-known e-voting systems prior to this thesis.

| Client-side encryption | Code-voting |
[ On-site | [12] | [32,94,29,84] |
"Remote | [23, 37, 24, 47, 41, 62, 65, 67, 2, 36, 50, 96] | __ [25,99] |

1.4 Objectives and Contributions of this Thesis

The main objective this thesis investigates, is the feasibility of E2E verifiability in the stan-
dard model, which denotes that verification is executed with assuming the existence of a
trusted randomness source. As already mentioned in Section 1.2, until the writing of this
thesis, E2E verifiability in an all-malicious setting could provenly hold only under certain
setup assumption for randomness.

In order to illustrate why previous techniques did not work, we elaborate on the previous
statement. By its design, Helios -and other client-side encryption E2E verifiable systems
as [41, 67, 12, 96]- requires the voter to utilise a voter supporting device to prepare a
ciphertext and after an indeterminate number of trials, the voter will cast the produced
ciphertext. The submitted ciphertexts should be accompanied by a proof of proper com-
putation. While such proofs are easy to construct based on e.g., [40], they can be argued
either (i) interactively or (ii) using a non-interactive zero-knowledge (NIZK) proof [16]. In-
teraction is insufficient in E2E verifiability setting since a corrupt election authority together
with a corrupt voter may cook up a malformed proof that is indistinguishable from a proper
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one. As a result, the non-interactive approach is mandatory. However, NIZK proofs can
be sound only under setup assumptions as a random oracle or a common reference string
(CRS) [54]. If the CRS is setup by the election authority, then, in case it is malicious, it will
know and exploit the trapdoor; on the other hand, the voters are not interacting with each
other and hence cannot setup the CRS by employing a standard multi-party computation
protocol [53, 28].

On the other hand, in the case of Remotegrity/Scantegrity -and other vote-code based
E2E verifiable systems as [25, 32, 84, 99]- the random coins need to be obtained from
the randomness beacon in order to prove the result correct. It is easy to verify that the
system is insecure in terms of E2E verifiability in case the randomness beacon is biased.
As before, the only parties active are the election authority and the voters who cannot
implement a randomness beacon that is required in the construction.

As a consequence of the aforementioned technical restrictions, the following question
remained open:

Q1. Can the integrity of the election result be proven in the standard model, i.e. without
believing in trusted hardware, random oracles or randomness beacons?

This PhD thesis answers this question affirmatively by introducing the DEMOS-A and
DEMOQOS-2 e-voting systems. DEMOS-A is a remote code-voting system that achieves
E2E verifiability in the standard model, as long as a publicly accessible bulletin board
remains consistent. The core idea for this accomplishment is a novel mechanism for ex-
tracting randomness from the entropy injected to the system by the voters’ entanglement,
This entropy is internal with respect to the election environment, a fact that removes the
requirement for an external randomness source. Furthermore, DEMOS-A preserves voter
privacy given the hardness of a standard cryptographic problem (Decisional Diffie-Hellman
problem). On the negative side, DEMOS-A does not avoid the weakness inherent in any
code-voting system, that is, the difficulty of deploying the system in a large scale elec-
tion setting due to high computational overhead at the setup phase for the administrator
servers’ side. In order to resolve this issue, this thesis presents the client-side encryption
e-voting system DEMOS-2 that addresses the scalability limitations of DEMOS-A while
still being E2E verifiable in the standard model, at the cost of putting trust in the voting
device for privacy.

The second objective studied in this thesis is the effect of the human factor in the security of
an E2E verifiable e-voting system. The security analysis of DEMOS-A provides evidence
of a strong correlation between the active participation of honest voters in the auditing
procedure and the (parameterised) level of E2E verifiability that can be guaranteed. A
natural question follows from this observation:

Q2. At what extent can human behaviour, even within protocol specifications, affect the
security of an e-voting system?
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This thesis follows a formal cryptographic direction to deal with this matter. Motivated by
the ceremony framework introduced by Ellison [44] for the analysis of network protocols,
it proposes an extension of standard e-voting security modelling, where human nodes are
separated from computer nodes and are formalised as finite state machines (transducers)
with limited power, hence incapable of performing cryptographic operations. As a case
study of the extended ceremony framework, Helios stands out in terms of the range of
possible human behaviour due to (i) the dependence of E2E verifiability on (i.a) the statis-
tics related to the Benaloh audit rate performed by the voters and (i.b) the portion of voters
that look up their votes in the bulletin board after election using their ballot trackers and
(ii) the dependence of privacy on the trustees auditing the correct uploading of the public
key, stemming from the lack of public key infrastructure (PKI) to support authentication of
posted data.

In summary, the contributions of this PhD thesis comprise:

1. The introduction of two remote e-voting systems, (i) the vote-coding based DEMOS-
A and (ii) the client-side encryption based DEMOS-2 that enrich both major e-voting
categories with a member that achieves E2E verifiability in the standard model for
the first time. The two systems are proven secure under a formal security framework
(see below) and their voter privacy/passive coercion resistance holds assuming the
hardness of the extensively studied Decisional Diffie-Hellman problem. These two
systems give birth to the DEMOS family of e-voting systems sharing the attribute of
EZ2E verifiability in the standard model.

2. The introduction of a robust cryptographic framework for the security analysis of e-
voting systems. The said framework captures definitions of E2E verifiability, voter
privacy and passive coercion resistance (often referred as receipt-freeness). The
latter property denotes the inability of an e-voting system to allow the voters to prove
how they voted or sell their votes, even against an adversary that observes network
traffic and requests from the voter the transcript containing their personal view of
interaction with the system. The suggested framework is extended to the ceremony
model, suitable for the formal study of human behaviour in an election procedure.

3. A thorough analysis of the Helios e-voting system under the ceremony framework.
This analysis is threefold consisting of (i) a rigorous mathematical characterisation
of classes of voter behaviours that are assailable or resistant to attacks on verifiabil-
ity, (ii) an evaluation of the expected E2E verifiability guarantee of Helios based on
the previous theoretical context given instantiations of real world Helios applications
as well as simulation data, and (iii) a presentation of a standard man-in-the-middle
attack against Helios’s privacy, in cases where election guidelines do not encour-
age trustees (modelled as human nodes) to verify the correct posting of the election
public key in the bulletin board.
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Challenges not covered in this thesis:

Despite the fact this thesis’s subject area covers a significant portion of e-voting cryp-
tographic issues, still important research directions are out-of-scope. For example, full
coercion resistance against a coercer that actively affects the voter at election period can-
not be achieved by either DEMOS-A or DEMOS-2. For this reason, a formal definition
of full coercion resistance is left out of the proposed security framework. Concurrently
to the writing of the thesis, an extension of DEMOS-A to full coercion e-voting system
is under construction by Kiayias, Teague, Zacharias and Zikas. A high-level idea of the
construction is provided in Section 7.2.

Furthermore, this thesis does not deal with the issue of fault tolerance. Therefore, as
most existing e-voting systems, DEMOS-A and DEMOS-2 have single points of failure,
specifically the election preparation authority, the vote collection authority, and the bulletin
board. Adding a fully distributed fault tolerant member to the DEMOS family has been
addressed by Chondros et al. [35], designers of the D-DEMOS e-voting system which is
briefly described in in Section 7.1.

1.5 Roadmap

The rest of the thesis is organised as follows:

» In Chapter 2, we introduce the reader to the notation and the mathematical notions
and cryptographic primitives that will be the background technical material for this
thesis. In addition, we recap some well-known e-voting systems and cite the existing
work related to formal security modelling of e-voting systems.

» In Chapter 3, we present our full security framework along with its extension to the
ceremony model.

» In Chapter 4, we provide a detailed description and security analysis of the DEMOS-
A e-voting system.

» In Chapter 5, we provide a detailed description and security analysis of the DEMOS-
2 e-voting system.

» In Chapter 6, we perform a scrupulous case study of Helios, modelled as an e-voting
ceremony.

» In Chapter 7, we summarise the D-DEMOS distributed E2E verifiable system and
the core ideas in the backbone of the upcoming fully coercion resistant E2E verifiable
system by Kiayias, Teague, Zacharias and Zikas.

» In Chapter 8, we conclude the thesis with an overview of its main results, along with
directions for future work.
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This thesis is structured in modular manner, so that reading after the background chapter
can be grouped in almost independent sections. In particular, Sections 3.1, 3.3 3.4 and
Chapter 4 suffice for the understanding of DEMOS-A, while Sections 3.1, 3.3 3.5 and
Chapter 5 cover the presentation of DEMOS-2. In addition, the reader interested in the
ceremony model and Helios’s case study may focus on Section 3.6 and Chapter 6.
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2. BACKGROUND AND RELATED WORK

In this chapter, we present the background material of this thesis which includes (i) the
notation used in our text (cf. Section 2.1), (ii) the definitions of basic mathematical and
cryptographic notions (cf. Section 2.2), and (iii) the cryptographic primitives that serve as
building blocks for the upcoming e-voting constructions (cf. Section 2.3), presented here in
their abstract form. Furthermore, we provide an overview of selected e-voting systems (cf.
Section 2.4) and summarise the literature on e-voting security modelling (cf. Section 2.5).

2.1 Notation

The notation that will be used in the thesis is listed in the comprehensive Table 2.1.

Table 2.1: Notation.

NOTATION MEANING

| The length of string z.
is defined to be equal to
[n] The set of integers {1, ..., n}.
y — A(z) The algorithm A on input 2 outputs .
y — A(x;r) The probabilistic algorithm A on input x and randomness

r outputs y.
AB The algorithm A is given access to the code of 5.
poly(z) polynomial in x
negl(z) negligible in x

(P(w),V)(z,z) || The prover P on private input w interacts with the verifier
V for proving statement = using common auxiliary input z.

x &S x is sampled uniformly at random from the set S.
xS x is sampled according to distribution D over the set S.
IIDJr[E] The probability of event £ according to distribution D.
Pr[E] The probability of event E (the distribution is implied).
Hy,(X) min entropy of random variable X
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2.2 Basic Definitions
In this section, we recap the definitions of fundamental notions that will be used in the
technical context of this thesis.

Definition 2.1 (Negligible function). Let f : N — R be a function. We say that f is
negligible, if it is asymptotically smaller than the inverse of any polynomial. Namely, for
every constant c, there is an integer n. such that (s.t.) for every n > n., it holds that
f(n) < & . We write negl(n) to denote that f is negligible in n.

Definition 2.2 (Witness relation). Let L be a language in N“P. Let M be the polynomial
time (PT) Turing Machine (TM) and let p(-) be the polynomial s.t.

L={x]|3w:|wl <p(z|) and M(z,w) =1} .
The witness relation R, for L is defined as

(r,w) € Ry < |y| < p(lw]) and M(z,w) =1.
We write R.(x) to denote the set of witness of z, {w | (z,w) € R.}.
Definition 2.3 (Interactive Turing Machine [52]). An interactiveTuringMachine(ITM) is
a TM with a a read-only input tape, a read-only random tape, a read-and-write work tape,
a write-only output tape, a pair of communication tapes, and a read-and-write switch tape
consisting of a single cell. One communication tape is read-only, and the other is write-
only. Each ITM is associated a single bit b € 0, 1, called its identity. An ITM is said to be

active, in a configuration, if the content of its switch tape equals the machine’s identity.
Otherwise the machine is said to be idle.

Definition 2.4 (Min entropy). Let X be a random variable (r.v.). We say that X has
minentropy k£ and we denote by H.,(X) = k, if

maxPr[X = 2] = 27"
Equivalently, H,,(X) is defined as
Hy(X) = —log (maxPr(X = z]) .
Definition 2.5 (Indistinguishability). Let { X} oy and {Y)} en be two r.v. ensembles. We
say that { X} eny @and {Y)} en a@re computationally (resp. statistically) indistinguishable, if

for every probabilistic polynomial time (PPT) (resp. unbounded) adversary A it holds that

Pr [A(z) =1] — Pr [A(z) = 1] | = negl(}\) .

(E<—X)\ IE<—Y>\
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Definition 2.6 (Cryptographic pairing). Let G,, Gy, Gy be multiplicative groups of prime
order p and let e : G; x G, — G be a function. We say that e is a cryptographic pairing
if for every pair of generators g,, g» of G, and G, respectively, the following properties are
satisfied:

1. Bilinearity: for every x,y € Z,,

[ e(g7,95) = e(g1, 92)™ . ]

2. Non-degeneracy: (g1, g2) # lc,, where 1g,. is the identity element in G.

3. Computability: ¢(-,-) can be computed efficiently.
The cryptographic pairing e : G; x G, — G may be of one of the following types:

» Type 1: G, = Gs.

» Type 2: G, # G, and there is an efficiently computable homomorphism ¢ from G,
fo GQ.

» Type 3: G, # G, and there is no efficiently computable homomorphism from G, to
Go.

If e is of Type 1, then it is called symmetric, otherwise (i.e., it is of Type 2 or 3), it is called
asymmetric.

Definition 2.7 (DLOG assumption). Let \ be the security parameter and GGen be a
group generator that on input 1* outputs the description (G), the order q and a generator
g of some (multiplicative) cyclic group G. We say that the discrete logarithm (DLOG)
assumption holds for GGen if for every PPT algorithm A, it holds that

Pr [(<G>, q,g) — GGen(1Y);z & Ly:x — A(<G>, q,g,gz)] = negl(}) .

Definition 2.8 (DDH assumption). Let \ be the security parameter and GGen be a group
generator that on input 1* outputs the description {G), the order q and a generator g of
some (multiplicative) cyclic group G. We say that the decisional Diffie — Hellman (DDH)
assumption holds for GGen if the following r.v. ensembles are computationally indistin-
guishable:

. {(<G>7q, g) — GGen(1Y); 2,y & 7, : (g,gf,g%gxy)}keN and
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. {(<G>,q,g) — GGen(1);2,y,2 < Z, : (979”,99,92)}

AeN

Definition 2.9 (SXDH assumption). Let )\ be the security parameter and BGGen be a
bilinear group generator that on input 1* outputs the descriptions (G, ),{G,),{Gr) and the
order q of three (multiplicative) cyclic groups G, G, and G respectively, two generators
g1, g2 of G1, G, and the description {(e) of a cryptographic pairing e : G; x Gy — Gr. We
say that the symmetric external Diffie — Hellman (SXDH) assumption holds for BGGen if
fori = {1,2} the following r.v. ensembles are computationally indistinguishable:

¢ {<<G1>, <GZ>7 <GT>7 q, 91, 92, <€>) N BGGen(l)\)v z,y i Zq : (927 gf? gi/a g@xy)}

AeN

and

° {(<Gl>7 <G2>7 <GT>7 qd,91, 92, <6>) < BGGen(1A)7 x, Y,z (3; Zq : (.917 gzxﬂ gf? gzz)}

AeN

2.3 Cryptographic Primitives

This section comprises a list of all the cryptographic primitives that will be the foundation
for the construction of the e-voting systems discussed in this thesis. Here, we present
these primitives in their abstract form. Accordant instantiations will be provided in the
description sections of the e-voting systems that each primitive is applied.

2.3.1 Cryptographic hash functions

A hash function H is a function that maps data of arbitrary size to an output of fixed size. A
hash value is often referred as digest. A cryptographic hash function is a hash function that
additional satisfies some security standard. In particular, a cryptographic hash function H
with digests of length ¢()\), where ¢ is a polynomial in the security parameter ), satisfies
at least one of the following security properties:

» First preimage resistance: for every PPT adversary .4 and every y € {0, 1}‘",
Priz — A(y) : H(z) =y | = negl(}\) .
» Second preimage resistance: for every PPT adversary A and every input z,
Priz’ — A(x): H(z) = H(z") ]| = negl(}\) .
» Collision resistance: for every PPT adversary A,

Pri(z,2') « A(1") : H(x) = H(2') ] = negl(})) .

T. Zacharias 50



The DEMOS family of e-voting systems: End-to-end verifiable elections in the standard model

As it is commonly done in cryptographic literature, we restrict to collision resistant hash
functions, for the rest of this thesis. Itis easy to see that collision resistance implies second
preimage resistance which in turn implies first preimage resistance.

Modelling hash functions as random oracles:

A random oracle (RQO) is an oracle that for every distinct query returns a truly random
response. For all identical queries, the oracle acts as a function, i.e. it returns the same
response. When a cryptographic hash function utilised in some construction is replaced by
a RO, then the security of the construction is proven in the RO model. Settling for security
in the RO model has the advantage of yielding protocols significantly more efficient than
the respective ones in the standard model [10]. However, security in the RO model has
been proven controversial, as there exist cases of cryptographic schemes secure in the
RO model, but completely broken when the RO is instantiated with any cryptographic hash
function [21].

2.3.2 Linear secret sharing schemes

In a (¢, k)-secret sharing scheme (SSS), a dealer splits a secret s into k shares denoted by
Isl1,.-.,]|s|lx and issues each share ||s||; to player P;, i € [k]. The original secret s can be
recovered from any collection of more than ¢ shares. In terms of security, any collection
of t — 1 shares reveals no information about s. An SSS is linear if for any two secrets s, s’
the i-th share of s + s’ is equal to the sum of the i-th share of s and s’. Formally,

[ vicW s sli= skt Il )

2.3.3 Homomorphic commitment schemes

Let A\ be the security parameter and M be a message space. A commitment scheme CS
consists of three algorithms CS.Gen, CS.com, CS.Ver described below:

m The generation algorithm CS.Gen that on input A outputs a commitment key ck.

s The commitment algorithm CS.Com that on input ck, a message m € M and an
opening string r, outputs a commitment ¢ to m. We write ¢ = CS.Com(ck, m;r), or
simply ¢ = CS.Com(ck, m) when r is implied.

» The verification algorithm CS.Ver that on input ck, a commitment ¢ and a pair (m, r)
outputs 1 or 0.

In a commitment scheme, all honestly generated commitments should verify, while it
should be infeasible for an attacker to create a commitment that can be opened to different
values or obtain any information about the message to which a commitment is generated.
Formally, CS satisfies the following properties:
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1. (Perfect) Correctness: for every m € M and every r,
Pr [ck « CS.Gen(1%); ¢ < CS.Com(ck,m,r) : CS.Ver(ck,c,(m,r)) =1] =1.

2. Binding: for every PPT adversary A,

ck — CS.Gen(1%); (¢,m,r,m',r") « A(ck) :

Pr[ CS.Ver(ck, ¢, (m,r)) = CS.Ver(ck, c, (m/,r')) =1 ] =negl(\) .

3. Hiding: for every PPT adversary A,
[ ck < CS.Gen(1*); (mg, my, st) < A(1%);

= I(A) .
b {0,1}; ¢* < CS.Com(ck, my, ) : b < A(c*, st) } negl()

A commitment scheme is perfectly binding, if the binding property holds for unbounded ad-
versaries with zero error. In addition, a commitment scheme is (additively) homomorphic
if for every m, m’ e M and every commitment key ck,

[ CS.Com(ck, m) - CS.Com(ck, m’) = CS.Com(ck,m +m/) . ]

2.3.4 Interactive proof systems

An interactive proof system (IPS) for some language L is a pair of ITMs, (P,V), where
the potentially unbounded prover P interacts with the computationally bounded verifier V
in order to prove that a statement z is in £. We consider IPSs where the prover has a
private input y (typically a witness w for z, if £L € N"P), and V is PPT, while there is an
additional common auxiliary input z that refers to a priori information available to P and
V. We write (P(y), V)(z, z) to denote the interaction of P and V which outputs accept or
reject, depending on whether or not V is convinced of its interaction with P. An IPS (P, V)
satisfies the following properties:

1. (Perfect) Completeness: for every x € L, there exists a string y s.t. for every
z € {0,1}%,
Pr [accept — (P(y), V)(z,2)] =1.

2. Soundness: for every x ¢ L, and for every (potentially malicious) prover P* and
y,z € {0, 1}*,
Pr [accept — (P*(y), V)(z,2)] = negl(|z|) .

When we require the soundness property to hold only against PPT provers, then we get
the relaxed notion of computationally sound IPS or argument.

In the special case of a non-interactive (NI) proof system, where the interaction is only
one-round, the prover generates a proof 7 for statement x that sends to the verifier, which
must decide on the proof’s acceptance. For a NI proof system, we illustrate the interaction
as below:
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P(z,y,z2)| ——— | V(z,2) |—— accept/reject

Prover Verifier

In the following subsections, we recall the definitions of widely usde types of IPS (and
arguments) that will be deployed in this thesis. For an extended study of IPSs, we refer
the reader to [52, Chapter 4].

2.3.41 Zero-knowledge proofs

Intuitively, an IPS (P, V) is zero-knowledge, if the verifier can not obtain any information
about P’s proof strategy besides the validity of the statement x € £. This is modelled
via the existence of an efficient simulator that the (potentially cheating) verifier could run
locally and obtain a string that looks similar to its view when engaging in an actual inter-
action with P. Formally, a zero-knowledge (ZK) proof for some language £ [55] is an IPS
(P, V) that, achieves completeness, soundness, and the following property:

3. Perfect (resp. statistical) (resp. computational) zero-knowledge: for every
(resp. unbounded) (resp. PPT) verifier V* there exists a PPT simulator S* s.t. the
following r.v. ensembles are identical (resp. statistically indistinguishable) (resp.
computationally indistinguishable):

« {(P*(y), V)(x, Z)}xeﬁyze{O 1y for every y s.t. |y| is polynomial in |z| and
. {S*(m,z)}xec,ze{o,l}* ’

The distinguishing gap is considered as a function of |z|.

When we require only computational soundness for (P, V), then we get the relaxed notion
of zero-knowledge argument. Furthermore, if we require the zero-knowledge property to
hold only against the (honest) verifier V, then we get the relaxed notion of honest-verifier
zero-knowledge (HVZK).

2.3.4.2 Proofs of knowledge

An IPS (P, V) is a proof of knowledge for a language in A/P when the prover, besides the
validity of the statement, convinces the verifier that it knows something. This is modelled
via the existence of an efficient knowledge extractor that, given the code of any convincing
prover, can output witnesses of the said statement. Formally, a proof of knowledge (PoK)
with error k : N — [0, 1] for some language £ € NP with witness relation R, is an IPS
(P, V) that achieves completeness and the following property:
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2. Proof of knowledge with error «(-): there exists a PPT knowledge extractor X and
a polynomial ¢(-) s.t. for every x € £ and for every (potentially malicious) prover P*
and y, z € {0, 1}*,

Pr K72 (2)] > q(pt—r(|z])), where p? 2 pr [accept — (P(y), V)(z, 2)] > r(|z|) .

It is easy to see that when x(-) is a negligible function, then PoK implies the standard
soundness property. Moreover, if we require that PoK holds only against computationally
bounded provers, then we get the relaxed notion of argument of knowledge (AoK).

2.3.4.3 > protocols

A X protocol is a special case of an IPS where the interaction is in three rounds and all the
coins of the verifier V are public, i.e. provided to the prover P. In the first round, P sends
to V a commitment message a. In the second round V provides P with a challenge ¢ and
in the third round, P replies with a response r. The interaction is illustrated in Figure 2.1.

a
Pl,w)| ——— | V(2)

Prover Verifier
Figure 2.1: A X protocol execution for statement = with prover’s private input w.

Formally, an IP (P, V) is a & protocol for some language £ € NP with witness relation
R, if it satisfies the following properties.

1. (Perfect) Completeness: for every z € £ and every w € R,(x),

Pr [a — P(z,w);c < V(x,c);r «— P(z,a,c,w) : accept — V(z,qa,c, 7“)] =1.

2. Special Soundness: there exists a witness extractor K s.t. for every = and every
pair of accepting transcripts (a, c,7), (a,d,r’),

c#c = K(zx,a,c,r,d ;1) e Re(x) .
3. Special HVZK: there exists a PPT simulator S that on input = € £ and a (possibly

maliciously sampled) challenge c outputs a simulated transcript (a, ¢, 77) which follows
the same distribution as a transcript (a, ¢, ) generated by an execution of (P, V).

Observe that the existence of the witness extractor in special soundness implies the PoK

property with negligible error if the challenge space is large (superpolynomial), while spe-
cial HVZK implies the perfect HVZK (but not the ZK) property.
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For simplicity, in this thesis, we deviate from standard terminology by also characterising
as Y protocols, the three-round public-coin and special-sound IPSs, where special HVZK
holds only against polynomially bounded verifiers.

Disjunctive . protocols :

In [40], Cramer, Damgard and Schoenmakers introduced a generic technique for trans-
forming a 3-round public-coin special sound HVZK IPS for some language £ into a 3-round
public-coin special sound IPS that achieves witness indistinguishability [45] for some lan-
guage Lr defined with respect to (w.r.t.) £ and some monotone access rule I' (cf. [40] for
details). Here, we restrict to the most common case used in e-voting constructions where
we build upon ¥ protocol (P, V) for a language £ with witness relation R, to obtain a &
protocol (P, V) for the language

L7 ={(z1,...,xm) | F:2;€ L}
with witness relation

Rem = {((xl, e T, (wi,i)) | (zi,w;) € RE} .

Let (z1,...,2,) € L™ and i s.t. z; € L. The interaction in (P™(w;, i), V') (21, ..., ZTm),
where (w;, i) € Rem (21, ..., 2,) is as follows:

» 1st round: for every j € [m]\{i}, P7', chooses a random challenge ¢; from the chal-
lenge space CS of (P,V) and runs the special HVZK simulator S of (P, V) on in-
put ¢; to receive a simulated transcript (a;,c;,7;). Next, it executes the 1st round
of (P,V) to generate a commitment a; for statement z;. It sends the commitment
a=(ay,...,0i-1,0;,0;41,-..,0y,) 0 V.

m 2nd round: V' provides P" with a random challenge ¢ to P".

» 3rd round: upon receiving ¢, P, computes ¢; = (@je[m}\{i} cj)e‘ac . Then, it executes
the 3rd round of (P, V) for statement z; on challenge ¢; to generate a response r;.
It sends the response r = ((01, F1)s ooy (Cim1, Tim1), (€6, 74)s (Cigrs Tig1), - - -5 (G 7zm)) to
V.

n Verification : V7' accepts (a, ¢, r) if and only if (iff) ¢; = (@je[m}\{i} cj) @c and all tran-
Scripts (&1, C1, fl), ey (a'i—b Ci—1, fi—l); (ai, Ci, ’I”Z‘), (&H-la Ci+1, fi+1), ey (&m, Cm,s fm> are
accepting w.rt. (P,V) .

Proposition 2.1. Let \ be the security parameter and let m be polynomial in \. If (P,V)
is a ¥ protocol for language L, then (P, V") is a X protocol for language L.

Proof.

1. Perfect Completeness is straightforward form the perfect completeness of (P, V).
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2. Special Soundness: given two accepting transcripts (a, c,r) and (a,c¢’,r') s.t. ¢ #
c¢’, we construct a knowledge extractor K7 as follows:

(i). £ locates the index t s.t. ¢; # ¢, (the existence of ¢ is guaranteed by the fact
that ¢ # ¢).

(if). £ runs the witness extractor K of (P, V) on input the (accepting) transcripts
(ag, ci,1e), (ag, ¢4, ) @and obtains the output w, of K.

(iii). K™ returns the value (wy,t)
By the special soundness of (P, V), (wy,t) is a witness for (z1,...,x,,) € L.

3. Special HVZK: the simulator S for (P2, V") on input a challenge ¢ chooses ran-
dom challenges ci, ..., ¢, -1 and computes ¢,, = (De;, ) ¢;) € . Then, itinvokes
the sHVZK simulator S of (P, V) m times on inputs ¢4, .. ., ¢,, and upon receiving the
m simulated transcripts (a1, c1,71), ..., (Gm, cm, 7m) that S, it returns

(@,c,t) = ((a1,...,am), €, {(c1,71), ..., {(Cm,Tm)) -
The special HVZK holds by the special HVZK of (P,V) and the fact that for every
i € [m], the distributions
{c — V¢ des, je [m]\{:} : (cl, Ce Gl (@je[m]\{i} ;) ®C, Cit, ... ,cm)}
and
{c — Vi Ses- (01, ey Cmet, (@je[m]\{i} cj) &) c)}

are identical.

2.3.4.4 Non-Interactive zero-knowledge proofs

If a ZK proof is non-interactive (NIZK), then the prover must convince the verifier in a
single round while preserving the ZK property. NIZK proofs [16] are very useful when
minimising communication overhead is important and have various applications, e.g. in
the construction of digital signatures and public-key cryptosystems that are secure under
chosen ciphertext attacks. Unfortunately, the following negative result by Glodreich and
Oren, implies that it is impossible to have NIZK proofs (even with no auxiliary input) in the
standard model for non-trivial languages.

Theorem 2.1 (Goldreich & Oren [54]). Let L be a language for which there exists a NIZK
proof or a two-round ZK proof with auxiliary input. Then, L € BPP.

By Theorem 2.1, in order to construct some NIZK proof for a language outside BPP,
one must consider some setup assumption. Such an assumption is the existence of a
common reference string (CRS) that is honestly generated by an algorithm CRS.Gen(1%)
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and provided as additional common input. In the CRS model, the pair (P,V) is a non-
interactive zero-knowledge proof for some language £ € NP, if the following properties
hold:

1. (Perfect) Completeness: for every z € £ and every w € Ry(x),

Pr [crs < CRS.Gen(1Y); m < P(crs, z,w) : accept < V(crs, z, )] = 1.

2. Soundness: for every (potentially malicious) prover P*, there exists a negligible
function ¢(+) s.t.

Pr [crs « CRS.Gen(1%Y); (z, m) « P*(crs) : accept < V(crs, z,m) A (z ¢ £)] < e(N).

3. Perfect (resp. statistical) (resp. computational) zero-knowledge: there exists
a pair of PPT simulators (S, S) s.t. for every PPT verifier V*, the following random
variables are identical (resp. statistically indistinguishable) (resp. computationally
indistinguishable):

* {crs — CRS.Gen(1*); (z,w) « V*(crs);m « P(crs,z,w) : (crs, m)}, for every
x € L s.t. |x| is polynomial in A\, and every w € R, (x)
and

* {(crs,td) «— Sers(1%); (z,w) <« V*(crs); 7 « S(crs,z,w, td) : (crs, )}, for every
x € L s.t. |z| is polynomial in A\, and every w € R.(x).

The distinguishing gap is considered as a function of A. We stress that the above
definition expresses the stronger notion of adaptive NIZK, where in soundness and
ZK properties the malicious prover and the cheating verifier respectively, may select
the statement after seeing the CRS.

NIZK proofs in the RO model :

An alternative setup assumption under which efficient NIZK proofs for languages in
NP are feasible is the existence of a RO. A standard methodology for constructing
NIZK proofs in the RO model is the Fiat-Shamir transformation [46] of a X protocol
with interaction

a
Pz, w) <;f— V(z) |—— accept/reject

Prover Verifier

to the NIZK proof
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(a,7)

Plr,w)| ————— V(z) |—— accept/reject

Prover Verifier

where H (-, -) is a hash function modelled as a RO (cf. Subsection 2.3.1). Namely, P
generates the proof (a,r) by computing r as if given the challenge ¢ = H(a,z) and
V runs the verification algorithm on input (z, a, ¢, 7).

2.3.5 Public key encryption schemes

A public key encryption (PKE) scheme PICE is a triple of algorithms (PKE.Gen, PKE.Enc,
PKE.Dec) defined as follows:

= The key generation algorithm PKE.Gen that on input 1* outputs the partial public key
and secret key pair (pk, sk).

» The encryption algorithm PKE.Enc that on input pk and a message M in some mes-
sage space M outputs a ciphertext C.

» The decryption algorithm PKE.Dec that on input sk and a ciphertext C' either outputs
a message M or aborts.

IND-CPA security of PKE schemes :

A standard semantic security model for PKE schemes is indistinguishability under chosen
plaintext attack (IND-CPA) , which is defined by a game between a challenger Ch and a
PPT adversary A, as described in Figure 2.2.

Definition 2.10 (IND-CPA security of PKE schemes). The PKE scheme PKE achieves
IND-CPA security, if for every PPT algorithm A, it holds that

Pr (R epa(1) = 1] = 1/2 + negl()).

One of the most prominent PKE schemes in cryptographic literature is the EIGamal cryp-
tosystem [49] that is IND-CPA secure under the DDH assumption.

T. Zacharias 58



The DEMOS family of e-voting systems: End-to-end verifiable elections in the standard model

The IND-CPA game G, (17):

1. The challenger Ch runs PKE.Gen(1*) to generate the pair pk, sk. It provides A with
pk.

2. A sends to challenge messages M, M; to Ch.
3. Chflips a coin b € {0,1}, computes
C «— PKE.Enc(pk, M})
and sends C to A.

4. A outputs a bit b* and wins the game if only if (iff) b = b*.

\. J

Figure 2.2: The IND-CPA game for the PKE scheme PKE between the challenger Ch
and the PPT adversary A.

2.3.6 Threshold public key encryption schemes

Let Sery, ... Ser, be a set of & decryption servers. A (t, k)-threshold public key encryption
(TPKE) scheme T PIKE is a quintuple of algorithms (TPKE.Gen, TPKE.Combine, TPKE.Enc,
TPKE.Dec, TPKE.Recon) defined as follows:

= The partial key generation algorithm TPKE.Gen that on input 1* outputs the partial
public key and secret key pair (pk;, sk;) for each server Ser;, i € [k].

The public key construction algorithm TPKE.Combine that on input pk,, . . ., pk, com-
putes the public key pk.

The encryption algorithm TPKE.Enc that on input pk and a message M in some
message space M outputs a ciphertext C.

The partial decryption algorithm TPKE.Dec that on input sk; and a ciphertext C' either
outputs a partial decryption share D; or aborts.

» The plaintext reconstruction algorithm TPKE.Recon that on input a set of ¢ partial
decryption shares D;,, ..., D;, outputs the message M or aborts.

IND-CPA security of TPKE schemes

We define the security of TPKE scheme via a game between a challenger Ch and a PPT
adversary A, as described in Figure 2.3.
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Definition 2.11 (IND-CPA security of TPKE schemes). The (t, k)-TPKE scheme T PICE
achieves IND-CPA security, if for every PPT algorithm A, it holds that

Pr [Goema(1Y) = 1] = 1/2 + negl()).

The most common instantiation of a TPKE scheme is the (¢, k)-threshold EI Gamal cryp-
tosystem [83] that is IND-CPA secure under the DDH assumption.

The IND-CPA game G o ga(1%):

1. The challenger Ch runs TPKE.Gen(1*) for all decryption servers Sery, . .. Ser;, to gen-
erate the pairs (pk;,ski),..., (pkg,skg). It provides A with pky, ..., pk. In addition, it
initiates the set of corrupted decryption servers Corrupt as empty.

2. Throughout the game, .4 can make a server corruption request i € {1,...,k}. Upon
receiving i, Ch sends sk; to A and then adds Ser; to Corrupt.

3. A sends to challenge messages M, M; to Ch.
4. Chflips a coin b € {0, 1}, computes
C « TPKE.Enc(TPKE.Combine(pk, ..., pk,), M)
and sends C' to A.
5. A outputs a bit b* and wins the game if only if the two following conditions hold:

(a) |Corrupt| < ¢.
(b) b* =0b.

. J

Figure 2.3: The IND-CPA game for the (¢, k)-TPKE scheme TPIKE between the chal-
lenger Ch and the PPT adversary A.

2.4 An Overview of Selected e-Voting Systems

In this section, we provide a short overview of some selected e-voting systems, in order
to familiarise the reader with e-voting status in the course of the last decade. In our de-
scription, we denote the number of voters and election options by n and m, respectively.
Even though there are references to some standard cryptographic primitives, several of
which are recalled at length in Section 2.3, the systems’ description remains mostly at a
high level, without necessitating a profound cryptographic background.
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2.41 RIES

The Rijnland Internet Election System (RIES) [62] is patented by Piet Maclaine Pont and
Rijnland Water Board and its design was based on the master thesis of Maclaine Pont’s
student, Herman Robers [88]. RIES was used from 2004 to 2006 for formal elections of
the Dutch District Water Boards, and in 2006 to allow expatriates to vote for the Dutch
parliament elections through the Internet.

In RIES, an election authority generates a PKE key pair, (sk, pk), and n symmetric encryp-
tion keys sy, . . ., s, for the scheme Sym.Enc that are distributed to the voters. Using s,, the
voter V, obtains (i) a unique identity generated as ID, = Sym.Enc(s,, ElectionID), where
the ElectionID is public, and (ii) m vote-codes C;; = Sym.Enc(s,, P;) that correspond to
options opt,,...,opt,, . Using all keys, the election authority publishes a pre-election ta-
ble of hashed values { (H(ID;), H(C1), ..., H(Cim)) }ee[n}, where H(-) is a public collision-
resistant hash function. During voting, V, generates her vote for selection opt;, as a PK
of (ID,, Cy;,) under pk and sends it to the election authority. The individual audit informa-
tion of V; is (ID,, Cy;,). When election ends, the election authority decrypts all cast votes
and publishes a post-election table {(1D,, C;,)},,, to a publicly accessible bulletin board,
sorted with respect to to the IDs. The tally can be performed easily by hashing all the
values in the post-election table and matching the hashed vote-codes in the pre-election
table.

E2E verifiability is guaranteed in RIES, since the tally can be computed by any public
auditor and the voters can directly check that their votes are counted correctly using their
receipt. However, this indisputable verification mechanism also serves as proof of how the
voters have voted, hence RIES lacks a stromg level of voter privacy. The use of RIES was
terminated in 2008, after internet voting was banned in the Netherlands due to reported
security flaws of the Nepad voting machines that were deployed. A detailed criticism
on RIES’s security was later published in [56], when the system’s code was released as
open-source.

2.4.2 Civitas/JCJ

Civitas [36] is a remote e-voting system that its design is based upon the JCJ voting
scheme of Juels, Catalano and Jakobsson [64]. In Civitas, a committee of tabulation
tellers generates a PKE key pair and a registar prepares a registration key for each voter.
When the voter registers, it engages in a protocol with a committee of registration tellers
to obtain a credential for anonymous authentication. The voter casts her vote by encrypt-
ing her credential and her choice along with proofs that the generated encrypted ballot
is well-formed. The votes are shuffled via a standard verifiable mix-net [23]. At the tally
phase, the tabulation tellers collectively discard all unauthorised votes via the anonymous
authentication credentials, decrypt and publish the result on the bulletin board. As it is
mentioned in [36], the voters’ trust on their clients is essential for integrity, therefore E2E
verifiability in an all-malicious setting can not be achieved in Civitas. However, the system
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features an advanced resistance mechanism against voter coercion, relying on the voters’
ability to fake their credentials.

2.4.3 Helios

Helios is a web-based open-audit voting system developed by Adida [2], deployed exten-
sively in the real world, e.g. the International Association of Cryptologic Research (IACR),
the Catholic University of Louvain, and Princeton University. Helios culminates a long line
of previous schemes that employ homomorphic encryption type of voting, [37, 41, 67], by
adjusting the ballot auditing mechanism proposed by Benaloh [11].

At the setup phase of Helios, an election authority generates and distributes voters’ cre-
dentials while it invites a committee of frustees to collectively generate and upload a TPKE
public key. When voting, the voters encrypt their ballots under the public key via their sup-
porting devices and may choose either (i) to submit their ballots authenticating with their
credentials or (ii) to verify the validity of their ballots (Benaloh audit), after which they are
prompted to the creation of a new encrypted ballot. All cast encrypted votes are posted
in the bulletin board and can be located via a ballot tracker (hash of the encrypted vote).
After voting has ended, the trustees compute the tally and publish the results in the bulletin
board along with necessary election verification data.

Helios is considered as one of the cutting-edge examples of e-voting technology. The
system is studied at length in this thesis (cf. Chapter 6) as case study for the human
modelling security framework introduced in Section 3.6.

244 Remotegrity (combined with Scantegrity Il)

Remotegrity, as presented in [99], is a component that is applied for providing assurance of
correct posting of the voters’ votes. Hence, Remotegrity combined with an E2E verifiable
on-site e-voting system like the well-established Prét a Voter [32] or Scantegrity I/1l [29, 27]
leads to an E2E verifiable remote e-voting system. Here, we briefly describe a version of
Remotegrity built upon Scantegrity Il [27]. The system’s description considers a publicly
verifiable coin flip function R(-) that all parties have oracle access.

At election preparation, an election authority generates a secret seed K for some pseu-
dorandom generator. Using the seed, it creates a set of 2n Remotegrity ballots that each
of them consist of (i) a Scantegrity ballot which includes a serial number and m confir-
mation vote-codes which are randomly assigned to each of the candidates and (ii) an
authorization card (AC) with its own serial number, a set of (four) authentication codes
under scratch-off, an acknowledgement code, and a lock-in code under scratch-off. Each
of the n voters receives a pair of Remotegrity ballots. Next, the election authority commits
to the validity of Scantegrity ballot generation by posting in the bulletin board all ballots’
information in encrypted form, under a two-layer permutation. It also creates a table used
for public tally initialised as empty. For each Scantegrity ballot, the two-layer permutation
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of its encryption implies a consistent link with the respective cells in the tally table.

During voting, the voter chooses one of the two received Remotegrity ballots to vote leav-
ing the other for audit after election end. Then, she engages in the Remotegrity protocol
with the election authority to authenticate and cast her vote which consists of the serial
number of the Scantegrity ballot used for voting, the vote-code for the option of her choice
and the serial number of the audit ballot.

At the tally phase, the election authority counts the votes for each option by marking the
right cells of the tally table. The proof of marking consistency is by disclosing one of the two
permutation layers that link the Scantegrity ballot used for voting with the respective cells
in the tally table. Which of the two permutations is going to be disclosed, is determined
by the output of the coin flip function R(-). Finally, the election authority proves ballot
generation consistency by decrypting the information in the bulletin board associated with
all auditing ballots. Then, the voters can verify the election execution using their cast
vote-codes and the ballot chosen for auditing.

The cut-and-choose nature of both aforementioned proof mechanisms, allows election
verification without compromising privacy. E2E verifiability in Remotegrity/ Scantegrity |l
relies on the assumption that R(-) is a randomness beacon.

2.4.5 Norwegian/Scytl

The Norwegian e-voting system is a variant of the Scytl e-voting protocol'. The system
was applied in trial executions for 2011 municipal elections and the 2013 parliamentary
election. A detailed analysis of the system that was applied in the trial run of 2011 municipal
elections can be found in [50], while an improved version is studied in [51]. The e-voting
project in Norway was abandoned because of people’s concern for their votes’ privacy.

Before voting launch, an election authority provides a receipt generator, a ballot box, and
a decryption service with independent private keys and posts their corresponding public
keys in the bulletin board. The three keys satisfy a linear relationship which allows the
extraction of the correct receipt codes via algebraic operations on the encrypted votes,
while preserving privacy. Using its private key, the receipt generator pseudorandomly
generates a list of m receipt codes for each voter (one for each election option) that are
handed to the voters before the election.

The voters submit their votes to the ballot box by encrypting them using the public key
corresponding to the decryption service’s private key. The ballot box uses its own private
key to double encrypt the vote and provides it to the receipt generator which recomputes
the correct receipt code for the voter upon the double encrypted vote and sends it to the
voter for confirmation. The latter operation does not affect the voter’s privacy as the receipt
generator cannot decrypt a ciphertext produced under ballot box’s key.

When the ballot box closes, it sends every voter’s final submitted encrypted ballot to the

"http://www.scytl.com/products/election-day/scytl-online-voting
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decryption service, in random order. The decryption service decrypts all the ciphertexts
and publishes the resulting ballots in random order.

The Norwegian system’s security is based on the algebraic properties of the underlying
cryptographic primitives and a carefully designed task assignment over the three online
election administrators (receipt generator, ballot box, decryption service). However, in an
all-malicious setting, E2E verifiability cannot be achieved. Namely, a malicious election
authority holds all the keys. Hence, it can deceive the voter by providing her with the
receipt codes for the candidate she has chosen while creating ciphertexts for another
candidate and tally over encryptions of its choice.

2.5 Literature on e-Voting Security Modelling

2.51 Modelling verifiability

In [23], Chaum suggested for the first time that anonymous communication can lead to
voting systems with individual verifiability.The notion of universal verifiability has been in-
troduced in [89], and formally defined in [64]. Kremer, Ryan and Smyth [69] the verifiability
of Helios 2.0 in a symbolic framework framework. A formal definition is also provided in
[33].

End-to-end verifiability in the sense of cast-as-intended, recorded-as-cast, tallied-as-recor-
ded was an outcome of the works in [26] and [80]. The term of E2E verifiability (or more
precisely, E2E integrity) also appeared in [38]. In [85], Popoveniuc et al. proposed a
definition of E2E verifiability via a list of properties. Kusters, Truderung and Vogt [70]
introduced symbolic and computational definitions of verifiability. In [72], showed that in-
dividual verifiability and universal verifiability are not sufficient to guarantee the “global”
verifiability of an e-voting system. In [73], the same authors introduced a new type of at-
tacks that they name clash attacks, which compromise the integrity of Helios, for variants
where the ballots are not linked with the identities of the voters. Furthermore, a compu-
tational cryptographic definition of verifiability is proposed by Smyth, Frink and Clarkson
in [95].

2.5.2 Modelling privacy and receipt-freeness

Benaloh and Fischer [37] provided a computational definition of privacy while receipt-
freeness has been first studied by Benaloh and Tuinstra [13]. Chevallier-Mames et al.
[33] introduced definitions for unconditional of privacy and receipt-freeness. Formal def-
initions for privacy and receipt-freeness have been proposed in the context of applied pi
calculus [42] and the universal composability model [57, 78]. In [72], the level of privacy
of an e-voting system is measured w.r.t. to the observation power the adversary has in a
protocol run.
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In [14], Bernhard et al. proposed a game-based notion of ballot privacy and study the
privacy of Helios. Their definition was extended by Bernhard, Pereira and Warinschi [15]
by allowing the adversary to statically corrupt election authorities. Both these definitions,
although they imply a strong indistinguishability property, do not consider receipt-freeness.
We note that our game-based definition captures both privacy and receipt-freeness while
restricted to a single EA (and it can easily be extended by including a set of trustees that
the adversary may corrupt).

As we have mentioned in the introduciton, modelling coercion resistance is out of the
scope of this work. We refer the reader to [64, 42, 78, 71, 4] for formal definitions of coer-
cion resistance in the cryptographic, symbolic and universal composability [19] model.
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3. FRAMEWORK

Formalising e-voting security is alone a challenging problem. An electronic election is a
complex procedure that incorporates a set of subprotocols and algorithms which in turn
rely on various cryptographic primitives. Despite that fact that the requirements an e-
voting system should satisfy are known and widely accepted (cf. [82, 63, 98, 85, 34] for
a complete view), following a strict mathematical approach for proving e-voting security
demands a series of non-trivial steps.

In this chapter, we introduce a complete cryptographic framework for the study of e-voting
systems. First, we abstract the entities involved in an e-voting system which we typically
express as a quintuple of algorithms and interactive protocols (cf. Section 3.1). We recall
the most significant requirements that an e-voting system should satisfy (cf. Section 3.2).
Then, we focus on the formalisation of E2E verifiability and voter privacy, including passive
coercion resistance (PCR), i.e. the property of preventing voters from proving the way
they voted. Specifically, we provide game-based definitions of E2E verifiability and voter-
privacy/PCR (cf. Sections 3.3 and 3.4) as well as simulation-based definition of voter-
privacy/PCR (cf. Section 3.5).

Furthermore, we extend our framework to investigate the importance of the human factor
in e-voting security (cf. Section 3.6). For this reason, we separate the human nodes from
the computer nodes in our study, along the lines of the ceremony model proposed by
Ellison in [44].

At the end of the chapter (cf. Section 3.7), we describe informally an adaptation of the
universally composable incoercibility model introduced in [4] to the e-voting environment.
The latter will serve as formal basis for follow up e-voting constructions in the full (active)
coercion resistance setting.

3.1 Syntax and Correctness of an e-Voting System

In this section, we specify the entities involved in an e-voting system, fixing the standard
notation for the rest of the thesis (cf. Subsections 3.1.1 and 3.1.2). Then, we describe
the algorithm and protocols that constitute an e-voting system (cf. Subsection 3.1.3) and
formally determine a correct election execution (cf. Subsection 3.1.4).

3.1.1 Preliminaries

We use ) as the security parameter and consider three additional parameters; the number
of voters n, options m, and trustees £, all of which are thought as polynomial in \.

For an e-voting system VS, we fix the set of options O = {opt,, ..., opt,,}. We denote by
U < 29 the collection of subsets of options that the voters are allowed to choose to vote for
(which may include a “blank” option too). The option selection U, of voter V, is an element

67 T. Zacharias



The DEMOS family of e-voting systems: End-to-end verifiable elections in the standard model

inU.
Let &4/* be the set of vectors of option selections of arbitrary length. Let f be the election
evaluation function from U* to the set Z7' so that f(,...,U,) is equal to an m-vector

which i-th location is equal to the number of times opt; was chosen in the option selections
Uy, ....U,.

3.1.2 Entities involved in an e-voting system
The entities involved in an e-voting system V& are the following:

m The election authority EA that prepares all the election information.
» ThevotersV = {V;,...,V,}, possibly equipped with voting supporting devices (VSDs).
» The vote collector VC that realises the digital ballot box functionality.

n The set of trustees T = {1}, ... T}} responsible for computing the tally and announc-
ing the election result.

A publicly accessible and consistent bulletin board BB where the election result and
all audit information is posted.

3.1.3 Protocols and algorithms in an e-voting system

We formalise an e-voting system VS as a quintuple of algorithms and interactive protocols
(Setup, Cast, Tally, Result, Verify) specified as follows:

The Setup(1*,0,V, U, T) protocol :

The setup phase is executed by the EA, the BB, the voters V = {V}, ..., V,,}, the trustees
T = {T},...T;} and the VC. The protocol generates VS’s public election information info
(whichinclude O, V,U) and the voter credentials cry, . . ., cr,,. In addition, the EA distributes
cry,...,cr, to the voters Vi, ..., V,, and posts an public election transcript 7 initialised as
info on BB. After the protocol execution, each trustee T; has a private state st;, and the
VC has a private state st,..

The Cast protocol :

The voting phase is executed by the voters, the VC and the BB. Specifically, a voter V,
on input (info, cr,, U,), submits her vote v, to VC. The VC updates its state st,. and BB
updates the election transcript 7. Upon successful termination, the voter V, receives some
individual audit information audit,. We denote by view, the view of the voter V, in the Cast
protocol .
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The Tally protocol :

After voting period ends, the tally phase is executed by the VC, the BB and the trustees.
In particular, the VC provides each trustee with the set of cast votes Vi,,. Then, the
trustees collectively compute the election result and upon completion, they update the
public transcript 7 in the BB.

The Result(7) algorithm :

The election result can be computed by any party by parsing the election transcript 7.

The Verify(r, audit) algorithm :

The verification algortihm outputs a value in {accept, reject}, where audit is a voter’s indi-
vidual audit information obtained after the voter’s engagement in the Cast protocol.

3.1.4 Correctness of an e-voting system

The correctness of an e-voting system is defined as follows.

Definition 3.1 (Correctness). Let m,n,k € N and let VS be an e-voting system with m
options, n voters and k trustees w.r.t. the evaluation election function f. We say that
VS has (perfect) correctness, if for any honest execution of VS that results in a public
transcript T where the voters V,,...,V, cast votes for options U, ...,U, and obtained
individual audit information audit,, . .. ,audit, , it holds that

Result(7) = f(U,,...,U,) AND /n\ (Verify(r, audit,) = 1) .

/=1

3.2 Security Properties of an e-Voting System

We enumerate the most significant requirements that should be satisfied by every reliable
e-voting system (cf. Subsection 3.2.1). Subsequently, we introduce informally the security
properties that we focus in our study (cf. Subsection 3.2.2).

3.21 E-voting system requirements
An ideal e-voting system would address a specific list of requirements. We briefly recall

some fundamental e-voting properties, as stated in [34, Section 2]. For an extensive
description, we refer the reader to [82, 63, 34].

m Equal access: all eligibile voters should have an equal and unrestricted access to
election centers.
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Voter eligibility: only the voters listed as eligible on the electoral roll should be al-
lowed to vote.

m One voter-one vote: the voting system should not permit voters to vote twice.

» Fault tolerance: the system’s infrastructure should be resilient to the faulty behaviour
of possibly up to a number of components or parts.

» End-to-end (E2E) verifiability that comprises (i) individual verifiability, i.e., voters are
able to verify that correct counting of their vote, and (ii) universal verifiability, where
any party, even an outsider, is able to verify that a well defined set of votes has been
collected and they have been included in the final tally according to the election
system.

m Fairness: the voting system should ensure that no partial results become known
prior to the end of the election procedure.

m Privacy: it should be impossible for a coalition of parties to extract any information
about a voter’s ballot beyond what can be inferred from the public tally and the parties
inside knowledge.

n Coercion resistance: the voting system should not facilitate for any party to coerce
voters to vote in a certain way, thus violating the voters’ free will. Coercion resis-
tance is a strong property that implies privacy and the inability of the voting system to
allow voters to prove the way they voted. For the latter property, which strength lies
between privacy and coercion resistance, we will be using the term passive coer-
cion resistance (PCR), as opposed to active coercion resistance, where the attacker
actively controls the voter’s interaction with the system [4] .

3.2.2 Modelling security

The security models presented in this thesis allow for the typical study of the properties
related to privacy and integrity preservation during and after an election execution. In
particular, E2E verifiability, fairness, secrecy and PCR are formally treated, while mecha-
nisms enriching the DEMOS family with a fully coercion-resistant on-site e-voting system
are discussed in a more intuitive approach. Nevertheless, the equal access, eligibility and
one voter-one vote properties are captured in our systems’ design. On the other hand,
formalising and realising fault tolerance is out of scope of this thesis. We refer the reader
to [35] for a detailed study of fault tolerant e-voting, where the definitions presented here
are extended to a fully distributed setting.

'The term receipt-freeness has been used in the literature as an alternative both to passive coercion
resistance [20, 13] and active coercion resistance [78, 97, 4]. To avoid confusion, we avoid the use of
receipt-freeness in our terminology and refer explicitly to the two cases of coercion resistance, along the
lines of [4].
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In detail, we address E2E verifiability, fairness, secrecy and PCR summarised in Sec-
tion 3.2.1 by formalising the following properties:

End-to-end verifiability:

A maijor contribution of this thesis, is the realisation of an e-voting system that achieves
top-tier level of verifiability. To this end, we model E2E verifiability under a severe ad-
versarial setting, where the attacker may control the entire election (except from the view
of the BB) by corrupting the EA, the VC, all the trustees and a fraction of the electorate
(cf. Section 3.3). We prove that our constructions are end-to-end verifiable in the stan-
dard model, i.e. without assuming any trusted hardware, or the existence of an RO or a
randomness beacon.

Voter privacy/PCR:

We provide a pair of integrated definitions for voter privacy/PCR, thus capturing the fair-
ness, secrecy and PCR requirements. Our first definition is game-based (cf. Section 3.4)
considering a simulator that generates fake voters’ views that are indistinguishable from
the real views (this captures PCR). Our second definition is simulation-based (cf. Sec-
tion 3.5) requirung indistinguishability between an ideal and a real election setting.

Furthermore, in Section 3.6, we extend our model to analyse the importance of human
behaviour as a factor of e-voting security. To achieve this, we separate the human from
the computer nodes in an election run and adjust the game-based definitions for E2E
verifiability and voter privacy/PCR to the new setting.

Finally, in Section 3.7, we provide a less pedant description of a full coercion resistance
framework for the security analysis of a novel remote e-voting system we design concur-
rently with the writing of this thesis. This framework is an adaptation of the universally
composable incoercibility model introduced in [4] to the e-voting case.

Remark 3.1 (Securely delegating election verification). A most desirable feature of an e-
voting system which achieves E2E verifiability and voter privacy/PCR (like the systems in
the DEMOS family), is that it allows the voters to delegate the whole verification procedure
to a trusted auditor of their choice. This is crucially important in settings where the voter
lacks the computational means to perform demanding cryptographic operations necessary
for a complete auditing.

3.3 Definition of End-to-end Verifiability

In order to define E2E verifiability formally, we introduce a suitable notation; given that
option selections are elements from a set of m choices, we encode them as m-bit strings,
where the bit in the j-th position is 1 if and only if option opt; is selected. Further, we
aggregate the election results as the list with the number of votes each option has received.
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Thus, the Result algorithm outputs a vector in Z', i.e., the range of the election evaluation
function f. In this case, a result is feasible if and only if the sum of all its coordinates is
no greater than the number of voters. Subsequently, we introduce the tools that enable
reaching a robust definition.

Introducing a vote extractor:

We postulate the existence of a vote extractor algorithm £, not necessarily running in
polynomial-time, that explains the election transcript: namely, £ receives input of the form
(1, A) where 7 is an election transcript and A = {audit;}s,,. is a set of individual audit
information obtained during the Cast protocol. By V.., we denote the set of honest voters
that voted successfully. Given such input, £ will compute 1 — [Vsyec| Vectors (Upv,ev vy, in
{0, 1}™ which correspond to the choices of all the voters outside of Vs, and can be either
(i) a option selection if the voter has voted adversarially or (ii) a zero vector if the voter has
not voted successfully. In case such values cannot be defined, £ returns the symbol L. In
the special case where all voters are honest and have voted successfully (i.e., Vsyec = V),
£ returns no value (outputs the empty set).

Introducing a metric:

Using the notion of vote extractor, we will be capable to express the actual result encoded
in an election transcript. The next step is to specify a measure of deviation from the actual
election result, as such deviation is the objective of the adversary in an E2E verifiability
attack. Thus, it is natural to equip the space of results with a metric. In our framework, we
use the metric d, derived by the ¢,-norm, | - |, scaled to half, i.e.,

di: ZMxZ" —R
(R,R) 5 XL |Ri— R

where R;, R is the i-th coordinate of w, w’ respectively.

The intuition that motivates the d; metric approach can be clarified in the subsequent
generic example: let R € Z7 be the election result that corresponds to the true voter intent
of n voters, and R’ € Z be the published election result. Denote by max(Z/), the maximum
cardinality of an element in &/ and observe that two encodings of option selections are
within max(i/) distance. Therefore, intuitively, if the adversary wants to present R’ as the
result of the election, it may do that by manipulating the votes of at least d, (R, R')/max(U/)
voters.

The E2E Verifiability game:

We define the E2E Verifiability game, GE‘Z’E’M, between the adversary .4 and a challenger
Ch using a vote extractor £. The game takes as input the security parameter, ), the
number of options, m, the number of voters, n, and the number of trustees k. The game
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E2E Verifiability Game G2 (1, m, n, k)

» The adversary A chooses a list of options O = {opt,,...,opt,,}, a set of voters
Y ={W,..,V,}, asetof trustees 7 = {11, ...T}} and the set of allowed option selec-
tions U. It provides Ch with the sets O, V, T, U along with info and voter credentials
cry,...,cr,. Throughout the game, the challenger Ch plays the role of the BB.

» A and Ch engage in an interaction where .4 schedules the Cast protocols of all voters.
For each voter V;, A can either completely control the voter or allow Ch to operate on
their behalf, in which case A provides a option selection U4, to Ch. Then, Ch engages
with A in the Cast protocol so that A plays the role of VC and V;’s VSD. Provided the
protocol terminates successfully, Ch obtains the individual audit information audit, on
behalf of V.

» Finally, A posts the election transcript  to the BB.

Let Vsuec be the set of honest voters (i.e., those controlled by Ch) that terminated success-
fully. The game returns a bit which is 1 if and only if the following conditions hold true:

1. Vsucc| = 0, (i.e., at least 6 honest voters terminated successfully).

2. Yl e [n] : if V; € Vsuce, then Verify (7, audit;) = accept (i.e., the voters in Vg verify their
ballot successfully).

and either one of the following two conditions:

3. (@) IfL=# <u€>Vz€V\Vsucc «— 5(7‘7 {aUditg}wasucc), then

[ di(Result(r), f((Us, ..., U))) = 6 . J

(b) 1L« 5(7‘, {aUditg}wGVsucc).

\. J

Figure 3.1: The E2E Verifiability Game between the challenger Ch and the adversary A
w.r.t. the vote extractor £.

is also parameterised by §, which is the deviation amount (according to the metric d; (-, -))
that the adversary wants to achieve and ¢, the minimum number of voters that .4 must
allow to vote honestly and terminate successfully.

The adversary A starts by selecting the voter, option, and trustee identities for given pa-
rameters n,m, k. It also determines the allowed ways to vote as described by the set
U. Then, A fully controls the election by corrupting the EA, the VC, all the trustees
T = {I1,...T;} and all the VSDs. In addition, it manages the Cast protocol executions
where it assumes the role of the VC. For each voter, .A may choose to corrupt her or to
allow the challenger to play on her behalf. In the second case, A provides the honest
voter with the option selection that will use in the Cast protocol. Finally, A completes the
election execution which results to the complete election transcript published in the BB.
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The adversary will win the game provided that all # honest voters that completed the Cast
protocol successfully will also audit the result successfully, while either (a) the deviation of
the tally is at least § or (b) the extractor fails to produce the option selection of the dishonest
voters. The attack game is specified in detail in Figure 3.1.

Definition 3.2 (E2E-Verifiability). Let ¢ € [0,1] and m,n,k,6,0 € N with § > 0 and 0 <
0 < n. Let VS be an e-voting system with m options, n voters and k trustees w.r.t. the
evaluation election unction f. We say that VS achieves E2E verifiability with error ¢, for
a number of at least 6 honest successful voters and tally deviation ¢ if there exists a (not
necessarily polynomial-time) vote-extractor £ such that for any adversary A

Pr[GE‘z"E"S’e(lA, m,n, k) =1] <e.

Remark 3.2 (The significance of vote extractor). In the only previous works where end-to-
end verifiability was considered at a “global level” as we do here [72, 70], it was expressed
with respect to a set of “good” runs ~ of the e-voting protocol in the sense that a judge could
test whether the protocol operated within the set . Even though sufficiently expressive,
this formulation has the disadvantage that the set 4 remains undetermined and thus the
level of verifiability that is offered by the definition hinges on the proper definition of ~
which may not be simple. Using our language the notion of a good run becomes explicit:
a run of the e-voting protocol is good provided that the extractor £ produces votes for the
malicious voters which if they are added to the votes of the honest voters they produce a
result that does not deviate from the published result according to the d, (-, -) metric. Note
that our vote extractor may require super-polynomial time, in the same way that the set
of good runs v may have a membership test of super-polynomial complexity. We remark
that the use of a super-polynomial extractor to define properly the inputs of the malicious
participants and hence the soundness of a multi-party protocol is not novel to our work.
For example see, Micali, Pass and Rosen [77] where they used a similar construct to
prove security of their general multi-party computation protocol.

3.4 Game-based Definition of Voter Privacy/PCR

The definition of privacy concerns the actions that may be taken by the adversary in order
to obtain information about the option selections of the honest voters. We specify the
goal of the adversary in a very general way; for an attack to succeed, we ask that there
is an election result, for which the adversary is capable of distinguishing how the honest
voters have voted, while it has access to (i) the individual audit information that the voters
obtained after ballot-casting as well as (ii) a set of protocol views that are consistent with all
the honest voters’ views in the Cast protocol instances they participated and the adversary
has monitored.
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Introducing a view simulator:

Observe that any system secure against the aforementioned attack scenario would pos-
sess also PCR, i.e., voters cannot prove how they voted by showing the individual audit
information they obtain from the Cast protocol or even presenting their view in the Cast
protocol. Given that in the privacy definition we allow the adversary to observe the view
of the voter in the Cast protocol, we must allow the voter to be able to “lie” about her
view, otherwise an attack could be trivially mounted. Note that this would require the
voter’s input to the Cast protocol to be delivered via an untappable channel; in particular,
the adversary should not have any side-channel information about the voters’ credentials
Cry,...,Cr,.

In order to capture the PCR property as described above, we utilise an efficient view
simulator S that provides a simulated view of the voter in the Cast protocol. Intuitively, S
captures the way the voter can lie about her option selection in the Cast protocol in case
she is coerced to present her view after she completes the ballot-casting procedure. It
is imperative that the simulated view is indistinguishable from the actual view the voter
obtains.

The Voter Privacy/PCR game:

We formalise the privacy of an election via a Voter Privacy/PCR game, denoted by G;‘f;fiv

between the adversary A and a challenger Ch. The game takes as input the security
parameter, \, the number of options, m, the number of voters n, and the number of trustees
k, while it is parameterised by the maximum allowed number of corrupted voters ¢t. The
game returns 1 or 0 depending on whether the adversary wins. An important feature of
the game is the presence of a view simulator S that provides simulated views of the voters
to A.

The adversary A starts by selecting the voter, option and trustee identities for given pa-
rameters m, n, k and determines the allowed ways to vote. In addition, .4 may corrupt the
VC and all-but-one trustees. Throughout the game, the challenger Ch plays the role of
the EA and the single honest trustee, denoted by 7). After the end of the Setup protocol
and prior to the voting phase, the challenger flips a coin b that will determine its behaviour
during the course of the game. Subsequently, the adversary will schedule all Cast proto-
cols selecting which voters it prefers to corrupt and which ones it prefers to allow to vote
honestly. The adversary is allowed to corrupt at most ¢ voters and their VSDs. The voters
that remain uncorrupted and their VSDs are operated by Ch and they are given two candi-
date option selections to choose. Ch will select which of the two candidates the voter will
use in the Cast protocol according to the bit b. The adversary receives the individual audit
information that is obtained by each voter as well as either (i) the actual view of each voter
during the Cast protocol, if b = 0, or (ii) a simulated view, if b = 1 (this addresses the PCR
aspect). Upon completion of ballot-casting, Ch and A engage in the Tally protocol and
posts the election result. Subsequently, A will attempt to guess b. The attack is success-
ful provided that the adversary has corrupted up to ¢ voters, the election tally is the same
w.r.t. the two alternatives provided for each honest voter and the adversary manages to
guess the challenger’s bit b. The game is presented in more detail in Figure 3.2.
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Voter Privacy/PCR Game G5 (1}, n, m, k)

t=priv

» A on input 1, n, m, k, chooses a list of options O = {opt,, ..., opt,,}, a set of voters
Vv = {W,..,V,}, asetof trustees T = {T1,...,T;} a trustee T}, € T and the set of
allowed option selections Y. It provides Ch with the sets P, V, U as well as the trustee
identity 7},

Throughout the game, A corrupts the VC and all the trustees besides T},, while the
challenger Ch plays the role of the EA and T},.

» Ch and A engage in the Setup protocol on input (1*,P,V,). After the protocol
execution, Ch obtains info and voter credentials crq, ..., cr,.

» Ch flips a coin b € {0, 1}.

» The adversary 4 and the challenger Ch engage in an interaction where A schedules
the Cast protocols of all voters which may run concurrently. For each voter V, € V,
the adversary chooses whether V; is corrupted and acts as follows:

— If V} is corrupted, then Ch provides cr, to A, and then they engage in a Cast
protocol where A plays the role of VC, V; and her VSD while Ch plays the role
of EA and BB.

— If V, is not corrupted, A provides two option selections <Z/I£,Z/{el> to the challenger
Ch which operates on V;’s behalf, using her VSD and L{é’ as the V;’s input. The
adversary A is allowed to corrupt the VC and observe the network trace of the
Cast protocol where Ch plays the roles of 1, EA, and BB. When the Cast pro-
tocol terminates, the challenger Ch provides to A: (i) the individual audit infor-
mation audit, that V; obtains from the protocol, and (ii) if b = 0, the current view
of the internal state of the voter V,, view,, that the challenger obtains from the
Cast execution, or if b = 1, a simulated view of the internal state of V;, produced
by S(viewy).

» Ch and A engage in the Tally protocol, where A is allowed to observe the network
trace of that protocol.

» Finally, A using all information collected above (including the contents of the BB)
outputs a bit b*.

Let Veorr be the set of corrupted voters and let Vg be the set of honest voters that termi-
nated successfully. The game returns a bit which is 1 iff the following hold true:

1. b=b* (i.e., the adversary guesses b correctly).
2. [Veorr| < t (i.e., the number of corrupted voters is bounded by ¢).

3. FUDVev\vae) = F(UHDvevivae) (i-€-, the election result w.r.t. the set of honest votes
does not leak b).

. J

Figure 3.2: The Voter-privacy/PCR game between the challenger Ch and the adversary
A w.r.t. the view simulator S.
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Definition 3.3 (Game-based Voter Privacy/PCR). Let m,n,k,t e Nwitht < n. Let VS
be an e-voting system with m options, n voters and k trustees w.r.t. the evaluation election
unction f. We say that VS achieves voter privacy /PCR for at most t corrupted voters, if
there is a PPT view simulator S such that for any PPT adversary A:

PriG:25 (1%, n,m) = 1] —1/2 | = negl()).

t=priv

Remark 3.3. Our game-based voter privacy/PCR definition is close in spirit to witness in-
distinguishability of IPSs [45]. Namely, the adversary’s challenge is to distinguish between
two possible lists of option selections (the witnesses) that produce the same tally when
restricted to just the honest voters. A potentially stronger privacy requirement would be
a simulation-based formulation akin to zero-knowledge in interactive proof systems, e.g.,
as the one suggested for ballot privacy in [15]. The definition of [15] is incomparable to
ours because even though it is simulation-based and it captures malicious behaviour of a
subset of multiple trustees, it does not consider PCR. In the following section, we present
our simulation-based approach of privacy that additionally captures th PCR property.

3.5 Simulation-based Definition of Voter Privacy/PCR

In our additional simulation-based security definition of voter privacy/PCR, we model pri-
vacy as indistinguishability between an ideal world experiment and a real world experi-
ment, described below.

The ideal world experiment:

We consider the ideal functionality 7, defined in Figure 3.3 that captures the essential
aspects of the election functionality from a privacy perspective (we stress that this is not a
full ideal functionality as it is not intended to capture correctness or verifiability which we
model separately). All the voters V;,...,V,, and the EA are modelled as dummy parties
that simply forward the inputs they receive from the environment Z to the ideal functionality
Foriv- Note that the environment Z can schedule all the election entities arbitrarily. The
ideal world adversary S active in the experiment interacts with F,, and provides output to
Z which makes a final decision outputting a bit. Note that the interaction between Z and
S is restricted in this way (in the spirit of [18]) since in our setting it is impossible (we use
no setup assumptions to achieve stronger notions of simulation-based security, such as
universal composability (UC), [19]). We denote the output of the environment in the ideal
experiment by IDEALz s =(A).

The real world experiment.

In the real world, the entities EA,VC,BBand 7 = T3,..., T}, V = V4,...,V,, participate
in the e-voting system VS = (Setup, Cast, Tally, Result, Verify) in the presence of an
adversary A who statically corrupts up to ¢; trustees and up to ¢, voters with their VSDs.
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The VSDs of the honest voters remain uncorrupted. The voters and the trustees run the
protocol on command by the environment Z. Furthermore, 4 schedules the Cast protocol
executions, observes the network traffic and obtains all the individual audit information that
the voters receive at their engagement in the Cast protocol . The adversary is not allowed
to communicate with the environment (we only consider stand-alone security); when it
terminates, its output is provided to the environment which in turn will produce a single bit
as an output. We denote the output of the environment in the real world experiment by
REAL 4 z(A).

( A

The ideal functionality Fpyiy

» Upon receiving (sid, init, O, V,U) from EA, it parses O as options {opt,, ...,opt,,}, V as
voters {V1,...,V,,}, and U voting option selections U < 20 It sets the election status
to ‘vote’ and initiliazes a list records as empty. Finally, it sends (sid, vote, O, V. U) to
the adversary S.

» Upon receiving (sid, cast,Uy) from V}, if the election status is ‘vote’ and U, € U, then
it sends (sid, cast, ;) to S.

» Upon receiving (sid, cast, V;) from S, if the election status is ‘vote’ and (sid, cast, )
was sent before by V;, it adds (1}, U,) to records.

» Upon receiving (sid, tally) from S, if the election status is ‘vote’, it sets the election
status to ‘tally’ and computes the election result 7 < f({Ue) (v, 14,)erecords)- Finally, it
sends 7 to S.

\. J

Figure 3.3: The ideal functionality 7, for voter privacy and PCR interacting with the ideal
world adversary S.

The objective of the adversary is to obtain sufficient information about the honest voters’
option selection so that, in collaboration with the environment, is able to distinguish the
real from the ideal world execution. The e-voting system is private if for all real-world ad-
versaries A, there is a simulator S s.t. it is impossible for any environment Z to distinguish
between the real and ideal world experiment. Formally, we have the following definition.

Definition 3.4 (Simulation-Based Voter Privacy/PCR). Let m,n,k,t,,t € Nwitht; < k
andt, < n. Let VS be an e-voting system with m options, n voters and k trustees w.r.t. the
evaluation election unction f. We say that VS achieves (t,, t,)—simulation — based voter
privacy/PCR if for every PPT adversary A controlling up to t, trustees and up to t, voters,
there is an adversary S in the ideal world experiment, such that for every environment Z
it holds that

PrlIDEAL,,s,2(\) = 1] — PrlREALy; 4 z(A\)] = 1| = negl(}) .

The security setting in the simulation-based privacy definition is illustrated in Figure 3.4.
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negl(\)
IDEAL WORLD | . REAL WORLD

Z

Z

VSD

VSD VS

Figure 3.4: The real world-ideal world setting in Definition 3.4.

3.6 The Ceremony Model for e-Voting Systems

A ceremony as introduced by Ellison in [44] is an extension of a network protocol that
involves human nodes along side computer nodes. As it will be accentuated in Chapter 6,
separating the humans from their supporting devices is not only meaningful but also crucial
in certain cases, for a complete study of e-voting security. In the current section, we
present our framework for ceremonies in e-voting by suitably extending the modelling
introduced in Sections 3.1, 3.3 and 3.4. In our ceremony setting, human nodes will be
modelled as probability distributions over a support set of simple finite state machines.

Like in Section 3.1, an e-voting ceremony VC is associated with three parameters set to
be polynomial in the security parameter \; the number of voters n, the number of options
m and the number of trustees k. We use the notation O = {opt,,...,opt,,} for the set of
options, V = {Vi,...,V,} for the set of voters and 7 = {T, ..., T} for the set of trustees.
The allowed ways to vote is determined by the collection of subsets ¢/ < 2° an the option
selection U, of voter V, is an element in /. The election evaluation function f is defined
as in Subsection 3.1.1.

The entities involved in an e-voting ceremony comprise:

m The human nodes are the trustees 71, . . ., T}, the voters V1, . . ., V,, and the credential
distributor (CD). The latter additional entity is responsible for issuing the credentials
generated at the setup phase to the voters. Note that in practice, the CD may be
an organization of more than one human nodes executing another ceremony but we
do not model this as part of the e-voting ceremony. Here we make the simplifying
choice of modelling CD as a single human node (that is able to identify voters using

79 T. Zacharias



The DEMOS family of e-voting systems: End-to-end verifiable elections in the standard model

an external identification mechanism operating among humans).

m The computer nodes are the voting supporting devices (VSDs), the trustee support-
ing devices (TSDs), the auditing supporting devices (ASDs), the election authority
(EA), the bulletin board (BB) and the vote collector VC.

The interaction among the entities involved in an e-voting ceremony is depicted in Fig-
ure 3.5.

3.6.1 The entities of an e-voting ceremony

ASD @ TSD 0 ASD
: | :
ASD @ TSD [ = ASD
T T A b

ASD @ TSD
i ASD
BB
e v e rra e e
e v rr e e i r et
................................... > I,
..................................... >
--------------------------------------- )

Figure 3.5: The entities and the channels active in an e-voting ceremony. The human
nodes and the computer nodes used are shown as circles and rectangles respectively.
Each voter or trustee human node, interacts with two computer nodes (supporting devices)
while the CD human node interacts with the EA. The dotted lines denote read-only access
on the BB.

3.6.2 Modelling human nodes

We model each human node as a collection of simple finite state machines that can com-
municate with computer nodes (via a user interface) as well as with each other via direct
communication. Specifically, we consider a -potentially infinite- collection of transducers,
i.e. finite state machines with an input and an output tape, that are additionally equipped
with a communication tape. Our model of computation for the human nodes is a variant
of the probabilistic transducer notion defined below:
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Definition 3.5 (Transducers with communication tape). A probabilistic transducer with
communication tape is a six-tuple {Q, %, A, 0, gin, F'y where

* () is a finite state of states.

* Y is a finite input alphabet.

A is a finite output alphabet.

* 0 is a transition relation from @ x (3 u {A}) to Q x (A U {A}) x (A U {A}), where A
is the null symbol. The transition relation associates an input pair of a state q and a
symbol w with a set of possible transition triples of a new state ¢’ and two symbols
y', 2" written in the output and communication tape respectively.

Forevery (q,w) € Q x (XU {A})and (¢,y,2') e @ x (AU{A}) x (AU {A}), we assign
a probability Pr [6((q,w), (¢, y',%'))] that the transision from (q,w) to (¢, y’) occurs.

It holds that
M Pr[5((q.w). (¢, 2))] =1 .
(¢'y")eQ x (AU{A})

* gin € Q) is the initial state.

« [ (Q is the set of accepting states.

We restrict the size of each voter transducer to depend only on the number of options
m. Note that this has the implication that the voter transducer cannot be used to perform
cryptographic operations, which require polynomial number of steps in A. Transducers
may interact with computer nodes, (supporting devices) and use them to produce cipher-
texts and transmit them to other computer nodes. Transducer collections corresponding
to voter nodes, trustee nodes and the CD will be denoted as the sets MY, M”, and M®P
respectively. We assume that all sets M", MT and MCP are polynomial time samplable,
i.e., one can produce the description of a transducer from the set in polynomial-time and
they have an efficient membership test.

3.6.3 Syntax of an e-voting ceremony

The syntax of an e-voting ceremony VC is a natural extension of the syntax of an e-
voting system presented in Section 3.1. In particular, VC is a quintuple of algorithms
and ceremonies denoted by (Setup, Cast, Tally, Result, Verify) together with the sets
of transducers M"Y, MT and MCP that express the human node operations; these are
specified as follows:
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The Setup(1*,0,V,U,T) ceremony :

The setup phase is a ceremony executed by the EA, the BB the VC, a transducer M°P ¢
MCEP describing the behaviour of CD, the transducers M € M”, i = 1,... k describ-
ing the behaviour of the trustees T1,... T} respectively and their TSDs. The ceremony
generates VC'’s public parameters info (which include O,V ,U/) and the voter credentials

cry, ..., cr,. After the ceremony execution, each TSD has a private state st;, each trustee
T; obtains a secret 5;, the VC has a private state st,. and the CD obtains the credentials
cry,...,cr,. In addition, the EA posts an election transcript 7 initialised as info on BB. At

the end of the Setup, the CD will provide cry, ..., cr, to the voters Vi, ..., V.

The Cast ceremony :

The voting phase is a ceremony executed by the VC, the BB, VC, a transducer M;, ¢ MY
that determines the behaviour of voter V, and her supporting devices VSD,, ASD,. V,
executes the Cast ceremony according to the behaviour )/;, as follows: M;, has input
(cre,Uy), where cr, is the voter’s credential and U, represents the option selection of V.
All communication between the voter V, and VC, BB happens via VSD,. BB has input 7
and VC has input styc. Upon successful termination, 1;,’s output tape contains a individ-
ual audit information audit, returned by VSD,. If the termination is not successful, 1/;,’s
output tape possibly contains a special symbol ‘Complain’, indicating that voter V, has
decided to complain about the incorrect execution of the election procedure. In any case
of termination (successful or not), M;,’s output tape may contain a special symbol ‘Audit,
indicating that V, has taken the decision to use her individual audit information audit, to
perform verification at the end of the election; in this case, the individual audit information
audit, will be provided as input to the ASD of V. At the end of the ceremony, EA updates
its state and BB updates the public transcript 7 as necessary.

The Tally ceremony :

After voting period ends, the tally phase is a ceremony executed by the VC, the BB and
the trustees M e MT,i=1,..., k as well as their TSDs. Namely, the VC provides each
trustee with the set of cast votes Vi,y. Then, the trustees collectively compute the election
result and upon successful termination, they update the public transcript 7 in the BB.

The Result(7) algorithm :

The election result can be computed from any party by parsing the election transcript.

The Verify(, audit) algorithm :

The verification algorithm outputs a value in {0, 1}, where audit is a voter’s individual audit
information obtained after the voter’'s engagement in the Cast protocol.

3.6.4 Correctness of an e-voting ceremony

The correctness of VC is defined as follows:
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Definition 3.6 (CORRECTNESS OF AN E-VOTING CEREMONY). Let m,n,k € N. Let VC be
an e-voting ceremony with m options, n voters and k trustees w.r.t. the evaluation election
unction f. We say that VC has (perfect) correctness, if for any honest execution of YVC
w.r.t. any CD behaviour specified in M®P and any set of trustees’ behaviours specified in
MT that result in a public transcript = where the voters V;, ..., V,, cast votes for options
U, ..., U, following any of the behaviours specified in MV and received individual audit
information audit,, . . . , audit,, it holds that

Result(r) = f(U,,...,U,) AND /n\ (Verify(r, audit,) = 1) .

(=1

3.6.5 End-to-end verifiability of an e-voting ceremony

The formal definition of E2E verifiability in the ceremony model builds upon the game-
based definition introduced in Section 3.3. Namely, we utilise a vote extractor algorithm
& (not necessarily efficient) that receives as input the election transcript = and the set of
individual audit information obtain Cast ceremony and attempts to explain the election
result. The tally deviation which is the objective of the attacker is measured via the d,
metric derived by the ¢;-norm, | - |, scaled to half, i.e.,

d: ZTxZ? —R
(R,R) w5 -2, |Ri — R]]

where R;, R! is the i-th coordinate of R, R’ respectively. The E2E verifiability game for
e-voting ceremonies is described below.

The E2E Verifiability Ceremony game:

LetD =(D,,...,D,,DT,....D¥ D°P)be a vector of distributions that consists of the distri-
butions D+, . .., D,, over the collection of voter transducers MV, the distributions DY, ... DY
over the collection of trustee transducers M7 and the distribution DP over the collection
of CD transducers MCP. We define the E2E verifiability Ceremony game G;2 "¢ be-
tween the adversary A and a challenger Ch w.r.t. D and the vote extractor £ which takes
as input the security parameter A, the number of voters n, the number of options m, and
the number of trustees k and is parameterised by (i) the deviation amount §, (according
to the metric d; (-, -)) that the adversary wants to achieve, (ii) the number of honest voters
0, that terminate the Cast ceremony successfully and (iii) the number of honest voters ¢,
that submit a complaint in case of unsuccessful termination during the Cast ceremony.

As in Section 3.3, the adversary fully controls the election by corrupting the EA, the VC
and all the trustees 7 = {73, ... T}}. In addition, it corrupts all the voters VSDs, while the
CD remains honest during the setup phase. The adversary manages the Cast ceremony
executions where it assumes the role of both the VC and the voter’s VSD. For each voter
Vi, the adversary may choose to corrupt V;, or to allow the challenger to play on her behalf.
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Note that the challenger retains the control of the ASD? for honest voters and samples
for each honest voter a transducer from the corresponding distribution. If a voter V; is
uncorrupted, then the adversary provides the option selection that V, should use in the

Cast ceremony; the challenger samples a transducer 1/, 2t MV from voter transducer
distribution D, and then executes the Cast ceremony according to M;,’s description to
vote the given option selection and decide whether to audit the election result at the end.
The adversary finally posts the election transcript in the BB. The adversary will win the
game provided that there are at least 0 of honest voters that terminate the ballot-casting
successfully and at most ¢ complaining honest voters, but the deviation of the tally is
bigger than § or the extractor fails to produce the option election of the dishonest voters.
The entities that are adversarially controlled in the game are presented in Figure 3.6. The
attack game is specified in detail in Figure 3.7.

Figure 3.6: The adversarial setting during an attack against E2E verifiability of an e-voting
ceremony where the voter V; is corrupted. The system nodes that are controlled by the
adversary are denoted in black colour.

2In the voting phase client-side encryption systems like Helios [2], the voters’ ASDs must be live for
potential ballot auditing.
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E2E Verifiability Ceremony Game Gz ¢ (12 n,m, k)

» The adversary A chooses a list of options O = {opt,, ...,opt,, }, asetof voters V = {11, ..., V,,},
a set of trustees 7 = {T1,... T} and the set of allowed option selections /. It provides Ch
with the sets O, V, 7,U. Throughout the game, the challenger Ch plays the role of the BB.

» Ch and A engage in the Setup ceremony on input (1*, 0, V,U, T) with A playing the role of
EA,VC and all trustees and their associated TSDs while Ch plays the role of CD (Refer to

Fig. 3.6 for an overview of the corrupted nodes) by following the transducer 17°P 2% MCP. In
this way, Ch obtains info and the voter credentials cry, . .., cr,,. . Ifthe CD refuses to distribute
the credentials to the voters, then the game terminates.

» A and Ch engage in an interaction where A schedules the Cast ceremonies of all voters.
For each voter V4, A can either completely control the voter or allow Ch operate on their
behalf. In the latter case, A provides Ch with an option selection ¢/,. Ch samples a transducer

M;, 2 MV and engages with the adversary A in the Cast ceremony so that A plays the role
of VSD, and VC and Ch plays the role of V; according to transducer M;, on input (cre, ;)
and its associated ASD,. Provided the ceremony terminates successfully, Ch obtains the
individual audit information audit, produced by M;,, on behalf of V.

0
» Finally, A posts the election transcript 7 to the BB.

We define the following subsets of honest voters (i.e., those controlled by Ch):
* Vsucc IS the set of honest voters that terminated successfully.

* Veomp is the set of honest voters s.t. the special symbol ‘Complain’ is written on the output
tape of the corresponding transducer.

* Vaudit IS the set of honest voters s.t. the special symbol ‘Audit’ is written on the output tape of
the corresponding transducer.

The game returns a bit which is 1 if and only if the following conditions hold true:
1' |VSUCC| 2 07
2. |Veomp| < ¢, (i.€., at most ¢ honest voters complain).
3. YVl e [n] : if V; € Vaugit, then Verify(r, audit)) = 1.
and either one of the following two conditions:
4' (a) If L # <Z/{Z>V£€V\Vsucc - E(T’ {aUdit‘g}Vievsucc)’ then
di(Result(r), f (Ui, ..., Un))) =9 .
(b) 1~ 5(7‘, {aUditg}vzgvsucc).

\ J

Figure 3.7: The E2E Verifiability Ceremony Game between the challenger Ch and the
adversary A w.r.t. the vote extractor £ and the vector of transducer distributions D =
(Dy,...,D,,DT ... DI D°P).

Definition 3.7 (E2E-Verifiability for e-voting ceremonies). Lete € [0, 1) andn, m,k, 0,0, ¢ €
N with 0, < n. The e-voting ceremony VC w.r.t. the election function f achieves E2E
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verifiability with error €, transducer distribution vector D, a number of at least 6 honest
successful voters, at most ¢ honest complaining voters and tally deviation at most d if
there exists a (not necessarily polynomial-time) vote extractor £ such that for every PPT
adversary A:

PrGEEP (1) n,m, k) = 1] <.

Remark 3.4 (Universal voter distribution). We have introduced the collection of transduc-
ers MV, M, M®P to model all possible admissible behaviours that voters, trustees and
credential distributors respectively might follow to successfully complete the e-voting cer-
emony. Note that in the security modelling of the e-voting ceremony, each voter V, is
associated with a distribution D, over MV, which captures its voter profile. For instance,
the voter V; may behave as transducer M; with 50% probability, M, with 30% probability,
and M5 with 20% probability. In some e-voting systems, the voters can be uniquely iden-
tified during the Cast ceremonies, e.g. the voter’s real ID is used. Hence, the adversary
is able to identify each voter V, and learn its profile expressed by D,. Then, the adversary
may choose the best attack strategy depending on D,. Nevertheless, in case the creden-
tials are randomly and anonymously assigned to the voters by the CD, the adversary will
not be able to profile voters given his view in the ballot-casting ceremony (recall that in
the E2E game the CD remains honest). Therefore, it is possible to unify the distributions
to a universal voter distribution, denoted as D, which reflects the profile of the “average
voter.” Specifically, in this case, we will have D, =--- =D,, = D.

3.6.6 Voter privacy/PCR of an e-voting ceremony

The threat model of voter privacy/PCR for ceremonies is an extension of the game-based
definition presented in Section 3.4. Specifically, we consider a simulator S that simulates
the voters’ views to capture PCR via the ability of the voters to lie about their interaction
during the voting phase. Then, we define the following security game that essentially
incorporates human behaviour.

The Voter Privacy/PCR Ceremony Game:

Following the same logic as in the E2E Verifiability Ceremony game, we specify a vector of
transducer distributions over the collection of voter transducers MYV, trustee transducers
MT and CD transducers M°P denoted by D = (D,,...,D,,D?,... DI DCP). We then
express the threat model as a Voter Privacy/PCR Ceremony game, denoted by G;‘ffﬂf’ ,
thatis played between an adversary .4 and a challenger Ch, that takes as input the security
parameter )\, the number of voters n, the number of options m, and the number of trustees
k and returns 1 or 0 depending on whether the adversary wins. The game is defined
w.r.t. D and the view simulator S that provides a simulated view of the voter in the Cast
ceremony and is parameterised by the maximum allowed number of corrupt voters ¢. Note
that the simulator is not responsible to provide the view of the voter’s supporting device
(VSD). Intuitively, this simulator captures the way the voter can lie about her choice in

the Cast ceremony in case she is coerced to present her view after she completes the
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ballot-casting procedure. The parties controlled by the adversary during a privacy attack
are presented in Figure 3.8.

| T vsD H Vo HESE
ASD@TSD EA

vsD H V,, HEXN]s

Figure 3.8: The adversarial setting during an attack against voter privacy/PCR an e-voting
ceremony where the trustee T}, is honest and the voter V; is corrupted. The system nodes
that are controlled by the adversary are denoted in black colour.

The adversary starts by selecting the voter, option and trustee identities for given param-
eters n,m, k. It also determines the allowed ways to vote and selects a single trustee to
remain honest together with its TSD and ASD. The challenger subsequently flips a coin b
(that will change its behaviour during the course of the game) and will perform the Setup
ceremony with the adversary playing the role of the CD and of all the trustees and their as-
sociated TSDs and ASDs except one trustee that will remain honest. The honest trustee
behaviour will be determined by a transducer that is selected at random by the challenger
from M™ according to the corresponding distribution. Subsequently, the adversary will
schedule all Cast ceremonies selecting which voters it prefers to corrupt and which ones
it prefers to allow to vote honestly.

The adversary is allowed to corrupt at most ¢ voters and their VSDs. In addition, A is
allowed to corrupt the VC and the ASDs of all voters. The voters that remain uncorrupted
are operated by the challenger and they are given two option selections to vote. For

each uncorrupted voter V;, the challenger first samples a transducer )/;, 2¢ MV and then
executes the Cast ceremony according to );,’s description to vote one of its two option
selections based on b. The adversary will also receive the individual audit information that
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Voter Privacy/PCR Ceremony Game Gﬁfﬂ’vp (1*,n,m, k)

» A on input 1*,n,m, k, chooses a list of options O = {opt,,...,opt,.}, a set of voters V =
{V1,...,V,.}, a set of trustees T = {T1,...,T}} a trustee T, € T and the set of allowed option
selections U. It provides Ch with the sets O, V, U as well as the trustee identity 7},.

» Ch flips a coin b € {0, 1} and performs the Setup ceremony on input (1*, O, V, U, T) with the
adversary playing the role of the CD and all trustees except T}, while Ch plays the role of
EA and T}, as well as Tj’s TSD. The roles of T}, is played by Ch following the transducers

M7Th o MT (Refer to Fig. 3.8 for an overview of the corrupted nodes).

» The adversary A and the challenger Ch engage in an interaction where A corrupts the VC
and schedules the Cast ceremonies of all voters which may run concurrently. A also controls
the ASDs of all voters. At the onset of each voter ceremony, A chooses whether voter V,,
¢ =1,...,n and its associated VSD is corrupted or not.

— If V; and its associated VSD are corrupted, then no specific action is taken by the chal-
lenger, as the execution is internal to adversary.

— If V, and its associated VSD are not corrupted, then A provides Ch with two option
selections (U, U} ). The challenger samples 1;, 22 MV and sets Vs input to (cry, up),
where cr, is the credential provided by the adversarially controlled CD. Then, Ch and
A engage in the Cast ceremony with Ch controlling V; (that behaves according to A/, )
and her VSD, while the adversary A observes the network interaction.  When the
Cast ceremony terminates, the challenger Ch provides to A: (i) the individual audit
information audit, that V, obtains from the ceremony, and (ii) if b = 0, the current view
of the internal state of the voter V;, that the challenger obtains from the Cast execution,
or if b =1, a simulated view of the internal state of V; produced by S(viewcy), where
viewgy, is the current view of the challenger.

» Ch performs the Tally ceremony playing the role of EA, T}, and its associated TSD following
M while A plays the role of all other trustees.
» Finally, A terminates returning a bit b*.

Denote the set of corrupted voters as Veorr. The game returns a bit which is 1 if and only if the
following hold true:

1. b ="b* (i.e., the adversary guesses b correctly).
2. [Veorr| < t (i.e., the number of corrupted voters is bounded by ¢).

3. fUDvieviver) = F(UF Dvieviviy) (i-€., the election result w.rt. the set of non-corrupted voters
does not leak b).

\ J

Figure 3.9: The Voter Privacy/PCR Ceremony Game between the challenger Ch and
the adversary A w.rt. the view simulator S and the vector of transducer distributions
D =(D,,...,D,,DT ... DI DCP)

is obtained by each voter as well as either (i) the actual view (if b = 0) or (ii) a simulated
view, generated by S (if b = 1). Upon completion of ballot-casting, the adversary and the
challenger will execute the Tally ceremony and subsequently, the adversary will attempt
to guess b. The attack is successful provided that the election result is the same with
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respect to the two alternatives provided for each honest voter by the adversary and the
adversary manages to guess the challenger’s bit b correctly. The game is presented in
detail in Figure 3.9.

Definition 3.8 (Voter privacy/PCR of an e-voting ceremony). Let m,n,k,t € N with
t < n. Let VC be an e-voting system with m options, n voters and k trustees w.r.t. the
evaluation election unction f. We say that VC achieves voter privacy /PCR for at most t
corrupted voters and for transducer distribution vector D, if there is an efficient simulator
S such that for any PPT adversary A:

PrGASP (12 n,m, k) = 1] — 1/2] = negl()).

t=priv

Remark 3.5 (Corruption of the credential distributor). In our threat model, we assumed
that the CD can be malicious in the voter privacy/PCR ceremony game while it is kept hon-
est for E2E verifiiability. This choice is made for consistency with the level of security that
Helios [2] as well as most client-side encryption e-voting systems can provide regarding
credential distribution (e.g. [41, 65, 67, 96]). Namely, since the vote is encrypted in the
voter’s VSD, knowing the credential of the voter alone does not suffice for breaking her
privacy, whereas for E2E verifibiality, it is important that an honest authority verifies the
uniqueness of the credentials, otherwise the election is susceptible to “clash attacks” [73].
If one wishes to study the security of vote-code based e-voting systems (e.g. [25, 29] and
the DEMOS family), then they would have to take the opposite approach. In such sys-
tems, the credentials contain encodings of the options that are personal for each voter,
therefore the CD has to be honest for voter privacy/PCR. On the other hand, these sys-
tems have mechanisms during the Cast ceremony, that inherently guarantee resistance
against clash attacks, hence corrupting the CD does not affect their E2E verifiability.

From a security analysis of view, studying human behaviour for e-voting ceremonies based
on client-side encryption is a more interesting challenge than the vote-code based case
(cf. Chapter 6). Hence, we set as default the CD to be honest for E2E verifiability and
malicious for voter privacy/PCR.

3.7 Towards Modelling Full Coercion Resistance

Passive coercion resistance in the security framework of this thesis captures the cases of
semi-honest coercion (we borrow the terminology from [4]), similarly to the incoercibility
definition in [20]. In particular, the adversary acts as a passive coercer which demands
from the voter some information obtained from her interaction with the voting system,
expecting that this information will serve as attestation of the voter’s obedience to the
adversary’s instructions. Thus, if the e-voting system is designed in a way that allows the
voter to lie about her interaction, which we model by introducing a view simulator, then
resistance against this type of coercion is guaranteed.

Nevertheless, in a full coercion environment, the attacker may actively control the voters’
interaction with the system. Resistance against an active coercer is a much stronger
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requirement, which is not addressed by any of the e-voting systems presented in this
thesis.Consequently, we deliberately omit formalising coercion resistance in this work and
we refer the reader to [65, 78, 42, 97, 71, 4] for formal definitions in the cryptographic,
symbolic and universal composability model.

Despite the above, concurrently to the writing of this thesis, we develop an advanced
version of DEMOS-A e-voting system (cf. Chapter 4, designed in order to provide protec-
tion against semi-honest and active coercers (cf. Section 7.2 for an overview). For the
security analysis of the promising new member of the DEMOS family, we adjust the UC
incoercibility framework introduced in [4] to the special case of receipt-free voting. As an
indication of subsequent work, we provide intuition of the [4] model here, and discuss the
incoercibility mechanism of the upcoming system in Section 7.2.

Coercion resistance in the [4] model.

As any UC cryptographic framework [19], the [4] model considers an environment that
schedules the protocol communication and provides all entities with their inputs. The
environment may oversee either of the following two worlds:

1. An ideal world, where vote collection, election tally and result announcement is ad-
ministered by an ideal election functionality Feec.. The voters and their supporting
devices are modelled as dummy parties that simply forward their inputs to F¢ec and
all the messages they receive to the environment. The ideal world assumes the
presence of an ideal adversary (simulator) S that takes control of a subset of the
involved parties and interacts with F¢ec and the environment.

2. A real world, where the EA, the VC, the trustees, the voters and the BB run the e-
voting system VS as described in Section 3.1 and a real world adversary .4 that may
corrupt an arbitrary subset of entities except the BB.

In each of the two worlds, the environment plays the role of a coercer for a given coercion
strategy. The election runs in either of the following two settings:

A. A coercion setting, where the coerced parties follow the instructions given by the
coercion strategy precisely.

B. Anevasion setting, where the coerced parties attempt to execute an evasion strategy
in order to deceive the coercer.

Given the above terminology, we say that an e-voting system VS achieves coercion re-
sistance against a coercion strategy C, if there is an evasion strategy EV s.t. for every real
world adversary A, there is an ideal world adversary S s.t. for every environment Z the
following conditions hold:

(i). Z cannot distinguish the ideal world coercion setting from the real world coercion
setting.
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(ii)). Z cannot distinguish the ideal world evasion setting from the real world evasion set-
ting.

The above conditions imply that the realisation of Fge. via VS adds only a negligible
term to the distinguishing advantage A of Z between the ideal coercion and the ideal
evasion setting that unavoidably stems from the parties’ attempt to avoid coercion. The
aforementioned discussion is illustrated in Figure 3.10.

negl(\)
IDEAL COERCION | | REAL COERCION
Z E Z
C E C
" : Vi
V2 felec i V2 VS
v, s v, A
-------------- 1 A ~1A + negl(A) ------
Z E Z
§ C
v, HEev
—Felec i V2 EV VS
S v. Hev A
IDEAL EVASION | | REAL EVASION
negl(\)

Figure 3.10: The four election sceneries in the [4] incoerciblity model w.r.t. e-voting sys-
tem VS and coercion strategy C.
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4. THE DEMOS-A E-VOTING SYSTEM

DEMOS-A is an e-voting system that partially in its design borrows ideas from the well-
known SureVote and Scantegrity systems [25, 29]. Hence, it is in the spirit of standard
code-voting, supporting easy vote casting with minimum computational requirements from
the voter’s side, as well as the generation of receipts (individual audit information) during
the voting phase, that allow the auditing of the election process.

The distinctive attribute that makes DEMOS-A a pioneering e-voting system is its elab-
orate mechanism for achieving E2E verifiability in the standard model for the first time.
As already discussed in the introduction, all previous state-of-the-art e-voting systems,
required trust in the voters’ clients [41, 36, 67], or the existence of a RO [2, 12, 96] or
a “randomness beacon” [25, 29, 32, 99] for the verification of the election results. On
the contrary, DEMOS-A exploits the randomness inherently and generated by the voters’
participation in the voting phase, in order to extract the challenge for the verification of
protocols that guarantee BB data consistency.

Furthermore, the tally of the cast votes is computed utilising EIGamal as an additively ho-
momorphic commitment scheme (cf. Subsection 2.3.3). The election process in DEMOS-
A is executed preserving privacy, based on the independent random generation of the
voters’ ballots, the hiding property of the EIGamal commitment scheme and the security
of the Shamir linear SSS (cf. Subsection 2.3.2 and [91]) for splitting and distributing the
private state of the EA to the trustees at the setup phase.

Chapter roadmap. The presentation of DEMOS-A starts with a high-level overview of the
system (cf. Section 4.1) followed by the list of tools applied for its construction (cf. Sec-
tion 4.2). Subsequently, DEMOS-A is described in detail (cf. Section 4.3) and illustrated
with a toy example (cf. Section 4.4)". DEMOS-A is proven secure under the game-based
definitions of E2E verifiability and voter privacy/PCR presented in Sections 3.3 and 3.4
respectively (cf. Sections 4.5 and 4.6). The chapter is concluded by commenting on the
applicability of DEMOS-A, focusing on its usability, the importance of human factor for its
security, while reckoning in its expected scalability limitations.

4.1 Overview of DEMOS-A

The DEMOS-A e-voting system has three phases, setup, ballot-casting and tallying, that
parallel the operation of a X protocol (cf. Subsection 2.3.4.3).

During the setup phase, the EA produces a series of commitments and pre-audit data that

'The initial design of DEMOS-A [68] considered a centralised approach, where the entire election admin-
istration was managed by a single EA. The reason was that [68] prioritised the construction of an e-voting
system that is E2E verifable in an all malicious setting. In this thesis, we present DEMOS-A according to
its latest implementation version, where the vote collection and the tally phase are executed by the VC and
the trustees, as modelled in Section 3.1.
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correspond to a first round of a X protocol that will establish the validity of the commitments.
Then, the EA provides the VC and the trustees with the necessary initialisation data. The
working tape of the EA gets destroyed at the end of setup for privacy reasons.

During ballot-casting, voters engage with the VC in a protocol that will result in the record-
ing of their votes, as well as in the submission of a random coin flip that will be used to
produce the challenge for the X protocol. The voters will receive some individual audit
information as their local output from the ballot-casting protocol for verifying the election
result.

In the third and final phase, the trustees collectively compute the tally of the election and
complete the X protocol by publishing openings to commitments as well as other post-
audit data needed for verification. The verification step can take place at any time after
the completion of the process using a collection of individual audit information from the
ballot-casting phase.

DEMOS-A is designed s.t. the voter implementation during the ballot-casting phase can
be expressed as a probabilistic transducer with a communication tape (cf. Definition 3.5)
that has a number of states polynomial in the number of candidates m whereas it is in-
dependent to n, A, as in the human node modelling described in 3.6.2. Given that such
a machine is severely limited in the computational sense, in order to achieve ballot cast-
ing we utilise a code-voting approach (cf. [25]), the EA links vote-codes to commitments
posted in the BB, and voters cast their votes by simply submitting to the VC the vote-code
they prefer. The commitments have an additive homomorphic property, hence it is possi-
ble to tally the result by homomorphically processing them and opening the resulting “tally
commitment”. The proof that we use in order to ensure verifiability is a conjunction of a
cut-and-choose proof with a X proof that a committed value belongs to a set. The chal-
lenge needed for the X proof will be extracted by applying a suitable extraction mechanism
to the coin flips of the voter transducers that are collected by the VC.

4.2 Building Blocks of DEMOS-A

In this section, we present the cryptographic tools that DEMOS-A is built upon. Namely, (i)
the EIGamal homomorphic commitment scheme, (ii) Shamir’s secret sharing scheme (k-
out-of-£ version) [91] (iii) a generalisation of the Schwartz-Zippel lemma [100] for imperfect
randomness, (iv) the X protocol for candidate encoding correctness and (v) the challenge
extraction mechanism from the voters’ coins.

4.2.1 ElIGamal homomorphic commitment scheme

In order to achieve integrity against computationally unbounded adversaries, we utilise
a perfectly binding commitment scheme. Additionally, DEMOS-A’s design requires such
a commitment scheme to be additively homomorphic to facilitate the tally and audit pro-
cess. We address these requirements by instantiating the commitment scheme CS (cf.
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Section 2.3.3) with lifted EIGamal over elliptic curves. We use elliptic curve domain pa-
rameters Param = (p,a,b,g,q) produced by the curve generator G(1*), consisting of a
prime p that specifies the finite field F,,, two elements «, b € I, that specify an elliptic curve
E(F,) defined by the equation: E : y* = 2° + ax +b (mod p) , a base point g = (g1, g2) on
E(F,), and a prime ¢ which is the order of g. We denote the cyclic group generated by g
as G, and assume that the DDH assumption holds for the group generator of G. In detail,
the EIGamal commitment scheme £G consists of the following algorithms:

= CS.Gen(1Y):
— Generate Param = (p,a,b, g,q) — G(1*) ;
— Choose z & Lg
— Output ck 2 (Param, h) ;

» CS.Com(ck,m;r): Output ¢ = (¢",g™h") ;

s CS.Ver(ck,c, (m,r)): If c = (g7, g™h"), then output accept ; else, output reject ;

It is easy to check that £G is additively homomorphic. Namely,
CS.Com(ck, mq;7) - CS.Com(ck, my; 7o) =
— (ng . g'f'Q’gml ht . nghTz) — (gT1+T2’gm1+m2hT1+T2) —
= CS.COm(Ck, mi + Mo Ty + 7“2) .
Besides homomorphic additivity, £G inherits all the correctness and security properties of

the EIGamal encryption scheme. Therefore, we claim that £G satisfies all three properties
of a standard commitment scheme, omitting the proof.

Proposition 4.1. The £G commitment scheme is correct, perfectly binding and computa-
tionally hiding, assuming the DDH assumption holds for the group generator of the cyclic
group G.

4.2.2 (k,k)-Shamir’s secret sharing scheme

We apply Shamir’s linear SSS [91] to split and share the state of the EA to the trustees
during the setup phase. As already mentioned, fault tolerance is out of scope in our work,
therefore we may restrict to the simpler k-out-of-k version. In (k, k)-Shamir’s SSS, the
dealer (EA) shares a secret s by executing the following steps:

1. It chooses a large prime p, so that s, encoded as an integer is in Z,, .

2. It determines the polynomial f(x) = ay_12*~! + ay2 + ao of degree k — 1, by setting
ag = s and choosing ay, . . ., ax_, arbitrarily.

3. It sets the share | s|; of the i-th player (trustee T;) to be the value f(7).
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By polynomial interpolation, the secret s can be recovered only from all the & shares, as
k polynomial are necessary and sufficient for finding the coefficients of f. In addition,
linearity is straightforward from the addition within the polynomial ring Z,,[z].

4.2.3 Schwartz-Zippel (min-entropy variant)

Recall (cf. Definition 2.4) that the min-entropy of a finite random variable X, H, (X), is
defined as
H,(X) = —log(maxPr[X = z]) .

We show that the following min-entropy variant of the Schwartz-Zippel lemma holds. A
similar variant with average conditional min-entropy can be also found in [48].

Lemma 4.1 (min-entropy Schwartz-Zippel). Let f(x) be a non-zero univariate polyno-
mial of degree d over Z,. Let X be a r.v. following probability distribution D on Z, such
that H,,(X) = k. Then, the probability that f(z) = 0, where z is a sampled according to
D, is at most d27F .

Proof. Any univariate polynomial f of degree d over Z, has at most r < d roots x4, ..., z,.
Hence, given H,,(X) > x, we conclude that

Priz & Z,: f(x) = 0] = Y PriX =] <27 <d27".

i€[r]

Lemma 4.1 will be apllied for proving the soundness of the X protocol described in the
following subsection, for the equlatity check of two univariate polynomials fi, f5, i.e. test

fi(z) — fo(x) = 0 for random = 2 Zy.

4.2.4 A X protocol for candidate encoding correctness

In order to present the X protocol with clarity, we outline some necessary excerpts of the
description of DEMOS-A that will be explained in detail in Section 4.3.

Each of the n voters is given a ballot that consists of two equivalent parts that contain a list
of m vote-codes corresponding to the option list {opt,, ..., opt,,}. The voter flips a coin to
choose the part she is going to use for voting (this idea was proposed in [27]). At the setup
phase, each ballot is posted in the BB in committed form. Namely, it consists of two sets
of commitments ELE‘;) fora e {0,1},7 € [m], ¢ € [n], and each set commits to a permutation
of the encoded options, where option opt; is encoded as (n + 1)1,

We emphasise that it is not necessary to prove that each set of the commitments com-
mits to a permutation of the encoded options {(n + 1)°,...,(n+ 1)™'} in an 1-out-of-m
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election. This is due to two facts: (i) EA will open one of the two sets of commitments ac-
cording to the corresponding voter’s coin a, (the set that corresponds to the unused ballot
part); therefore, a malicious EA will be caught with probability 1/2 by each honest voter if
any of the committed sets is not a permutation of the encoded options or is an inconsistent
permutation of the encoded options w.r.t. the one on the voter’s ballot, and (ii) even if we
ensure that the set of the commitments commits to a permutation of the encoded options,
this does not imply that the permutation is consistent with the one on the voter’s ballot.
However, in an 1-out-of-m election, only one of the commitments will be used for tally;
thus, proving that the set of the commitments commits to an unknown permutation of the
encoded options can only provide the guarantee that the tallied commitment commits to an
encoded option. Note that this guarantee is important; otherwise, given that we perform
homomorphic tallying, it may be feasible for a cheating EA to introduce a large deviation
to the actual tally result via a single inconsistent ballot; for instance, EA may commit to
10000 - (n + 1)’~" for some j € [m] and thus inject 10000 votes for opt;.

P(E, j,7):

» Define b; s.t. j = 31991 p,21 ;

»Fori=0,...,logm — 1, pick t;, z;, ys, 75, Wi, fi < Zgq ;

» Fori = 0, ...,logm — 1, compute the following commitments:
B; = CS.Com(ck, b;;7;) ; T, = CS.Com(ck, t;; 2;) ;
Y; = CS.Com(ck, (1 — b;)t;;y:); W, = CS.Com(ck, w;; fi) ;

» For i = 0,...,logm — 1, define A a;,r, st A, = B™Y ~'. CS.Com(ck,1;0) =
CS.Com(ck, a;; %) ;

» Define {8, 7} 9" st [T99" i X 4+ w;) = 000" Bi X7 and [0 ()X + fi) = 209" v, X ;

»Fori=0,...,logm — 1, set D, = CS.Com(ck, 5;;7:) ;

Return ¢, = {B;, T}, Y;, W, D;}°%" " and

State¢ = {tz;Zz,yurzabwwmfz}logm g

P — V: Send ¢;.

2ND ROUND: CHALLENGE

V(E, ¢1): [Pick p — Z,.

Y — P: Send p.
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P(E,j,r state,):

» Fori=0,...,logm — 1, compute the following responses:

t=bip+ti,z, =rip+ 2,y = —yi —rity s w; =aip+wg, fi =rip+ fi;

Set ¢y = {t, 2,y wl, f119"

1)~

P — V: Send ¢s.

VERIFICATION

V(E, ¢1, p, ¢2): Output accept iff

1. Fori=0,...,logm — 1,
* BT, = CS.Com(ck,t}, z}),
« (CS.Com(ck, 1;0)/B;)" /Y; = CS.Com(ck, 0; y/);
« A? - W,; = CS.Com(ck,w!, f!);

i

2. B/ 12" DY = CS.Com(ck, 128" wis [T £1);

Figure 4.1: The X Protocol (P(j,r), V)(F) for candidate encoding correctness.

By the above, we require that the EA proves that each commitment commits to one of
(n + 1)7~1 for j € [m]2. We formalise the correctness of a single commitment problem as
follows. Given a commitment E, the prover wants to convince the verifier that it knows
r € Z, such that E = CS.Com(ck, (n 4+ 1)7;7) and j € {0,...,m — 1}. Let (j,r) be the
prover’s private input, and w.l.o.g. we assume m is a power of 2. For general cases, say
2t < m < 271, we can show that j € {0,...,m — 1} via the conjunction j € {0,... 2" —
1} A (j + 28 —m) € {0,2"} . Our X protocol is described in Figure 4.1. Note that in the 1st
round, for efficiency reasons, the prover needs to choose the {ri}i"fom’l such that yjogm =7
in previous step. The properties of the X protocol are proven in the following theorem.

Theorem 4.1. If the verifier’s challenge has min-entropy «, then the protocol described
in Figure 4.1, is a ¥ protocol for knowledge of j € {0,...,m — 1} and r € Z, such that
E = CS.Com(ck, (n + 1)7;r) that achieves

1. perfect completeness,

2For efficiency, EA is only required to show the commitments used for tally commit to valid encoded
options. On the other hand, since EA cannot predict which commitments are going to be used for tally
before the election, she has to prepare all the X protocols in the setup phase, whereas she is only required
to complete those 3 protocols for the commitment that will be tallied in the tally phase.
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2. statistical soundness with soundness error 2—"t1+loglogm
3. special soundness, and

4. computational sHVZK with distinguishing advantage Adv,(A) < logm - AdVpige(A)
for any PPT adversary A, where Advyqe(A) is the distinguishing advantage of A for
breaking the hiding property of the EIGamal commitment scheme.

Proof.
1. Itis straightforward to check that protocol in Figure 4.1 achieves perfect completeness.

2. In terms of statistical soundness, the protocol verifies two facts. Namely,

(@)- {Bi}icpojogm—1) COMMits to either 0 or 1, and

logm—1 b i

(b). E commits to (n + 1)Zi=0 %2 = (n + 1)J, where b, is the opening of B;.

To check the first fact, for each committed ; and for some ¢, and ¢, the protocol builds
the degree 1 polynomial

By min-entropy Schwartz-Zippel Lemma 4.1, if H,(p) = x and ¢,(p) = 0, then the prob-
ability Pr[(1 — b;)b; # 0] is no more than 27", Hence, with at least 1 — 27" probability, we
have that (1 — b;)b; = 0, which implies b, € {0, 1}.

To check the second fact, the protocol first computes A, = Bi(”“)y’1 - CS.Com(ck, 1;0)
homomorphically. Let a; be the opening of A;. Itis easy to see thata; = (n +1)* if b; = 1,
whereas a; = 1 if b; = 0. Hence, it holds that

a;=bin+1)* +1—b = (n+1)"%

Consequently, the protocol just needs to verify that £ commits to the product of a;’s. The
verifier checks equality between two degree log m polynomials

logm—1 logm logm—1
(X)) =[] (@X+w)= ) X" and gy(X) =uX"+ Y prx",
=0 =0 1=0

where u is the opening of £ and (5} is the opening of D; both provided by the (potentially
malicious) prover. By min-entropy Schwartz-Zippel lemma, if H,,(p) = xand g2(p) = g5(p),
then the probability Pr{u = [iog.] is at least 1 — logm - 27*. Hence, we have that

logm—1 b'2i
K2

u=(n+ 1)Zi=0
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with at least 1—log m-27" probability conditioned on the firstfact. Given thatall b, . . ., biogm—1
need to be shown in {0, 1} the entire proof is statistically sound with probability

(1—27%)°9™(1 —logm-27%) > 1 —logm - 27"

3. Furthermore, the protocol satisfies special soundness, i.e. there exists an extractor that
can extract i € N, r € Z, if the prover is able to complete the protocol twice with the same
¢, but two distinct challenges but two distinct challenges p(") and p®. Such an extractor
is constructed as follows.

I). Foree {1,2;,Tforie {—1,0,. ogm—1}, given t:'” = b;p'® +t; and 2/'” = r;pl® +z;,
i). F 1,2}, forie {—1,0,...,I 1 1) — pple) d 2/ (e)
the extractor computes
t/(2)—t/(2)

bi=—-——— and 7 =
POpe)

2@ _ )

o0 — )@

(ii). The extractor then outputs

logm—1 logm—1 i
b= b_l,Z' = Z b; 2" and r=r_;- 1_[ (’I“Z(n—‘rl) — Ti) .

=0 i=0

4. To show the special HVZK property, we construct a simulator S that on input p € Z,
can output a transcript that is indistinguishable from the real one. The simulator randomly
picks by, . .., biogm—1 < {0, 1} and generates

logm—1
{t’l7 ZZ’ yl7 rl? B’L? 7—;7 }/;7 tl? Zz? yz? w’b’ f’b’ M/v’bﬂ wz? f }

according to the protocol description. Then, it generates {D; }'°gm !

protocol and sets

also according to the

logm—1 Iogm 1 logm—1

Dy = CS.Com(ck, ]‘[ H ) /(B H D'y

1=

Subsequentely, S sets ¢, = {B;, T;,Y;, W;, D;}2%" " and ¢y = {t], 21,y wl, f112%" ", and

it outputs (g%l,ﬁ, gz32). It is obvious that all the verification equations hold. Secondly, the
distribution of all the variables in gz32 are uniformly random, which is identical to that of a
real transcript. Moreover, if the adversary can distinguish the simulated ¢ from that of
a real transcript, she must be able to distinguish at least one of the fake {B; }'°9m '. By
a standard hybrid argument, for any PPT adversary A, the advantage to dlstlngwsh the
simulated proof is Adv,(A) < logm - AdVhige(A). [ |

4.2.5 Producing the Verifier’'s Challenges

The main difficulty in DEMOS-A’s setting is that we would like to extract the challenge
of the ¥ protocol from the voters’ coins, denoted by a = {ay,...,a,) € {0,1}", using a
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deterministic algorithm. Recall that some of the voters might be malicious and colluding
with the EA. As a result, the entropy of the voters’ coins is only contributed by the honest
voters while the malicious voters’ coins can depend on the honest ones. Further, note that
the voters’ coins should be ordered by their serial numbers, rather than their submission
order. This is because in the latter case, the adversary can schedule the Cast protocols
of all voters at will, thus may reduce the min-entropy of a to be at most log 8 where 6 is the
number of honest voters. Such level of entropy is insufficient to provide a sufficiently small
verifiability error (i.e., that ideally drops exponentially with ¢). For all the uncast ballots,
we set their corresponding coins to 0 by default; therefore, a is always an n-bit source,
regardless of the number of voters that complete the Cast protocol.

The voters’ coins as a source of randomness

We observe that the voters’ coins a is a weaker source compared to a non-oblivious bit-
fixing source [66], as the adversary is able to choose which bit(s) to fix during the coin
flipping (source generation) process. On the other hand, if we restrict the adversary A in
our verifiability game from being capable of scheduling Cast protocols freely and all voters
have to submit their votes sequentially according to a pre-determined order in the ballot
casting stage, the source a can be viewed as an adaptive bit-fixing source [75]; in such
case, we can employ the deterministic extractor construction framework from [66] which
applies a deterministic low influence function on segments of the source. The majority
function is proven to be an optimal low influence function thus in this way we obtain a
deterministic extractor that generates the challenge. However, this adversarial setting is
not realistic in practice as ballot casting might be scheduled adversarially. Nevertheless,
we emphasise that even using a non-oblivious bit-fixing source, Kamp and Zuckerman
showed that at most /¢ bits can be extracted when ¢ out of n bits are fixed [66]. This
result implies that if a deterministic extractor is used to generate ©(\) random bits, then
this will restrict the percentage of corrupted voters to be below ©(+) which might also be
not a realistic expectation in practice.

An alternative approach may use a condenser as opposed to an extractor. Randomised
condensers with a small/constant seed space have been put forth see e.g. [7, 87]; using
such a tool one may iterate over all possible seeds and thus be assured that one of the
seeds will allow the condenser to produce a sufficiently random challenge. For instance,
Barak et al. [7] proposed a basic 2-bit seed condenser Con : {0,1}" — ({0,1}"/*)* such
that for every ¢-source X with 0 < ¢ < 0.9, at least one of the 4 output blocks of con(X) is
a (0 +(4?))-source. Based on the composing lemma ([7, Lemma 5.5]), we can iteratively
apply the condenser to achieve any desired constant rate. Given a c-coin condenser
Con : {0,1}" — ({0,1}")¢, in order to produce a good challenge, by definition, it should
hold that ¢ - ¢ > n, which means that the condenser will produce ¢ blocks, one of which is
guaranteed to be sufficiently random. However as we observe below, we can utilise ZK
amplification to obtain essentially the same result as with a c-coin condenser by sacrificing
very little entropy from the weak source. We explain our technique below.

Let ¢ be the order of the underlying group used in the ¥ protocol, and let {0, 1}*> be the
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challenge space, where /5, = |logq|. Assume n/k < /5 for some k € Z*. We evenly
partition the voters’ coins a into k£ blocks, denoted by a,, ..., a;. For each block a;, the
EA should prove the correctness of the ballots using a separate X protocol with a; as its
challenge. The verifier only accepts the EA’s proof if all the Y protocols are valid. The
theorem below shows that the soundness error of this k-times repeated Y protocol drops
exponentially with 6 — k(loglogm + 1).

Theorem 4.2. Let q be the order of the underlying group used in the ¥ protocol described
in Figure 4.1, and let |log q| be the challenge space. Assume that the voters’ coins a =
{a,...,a,) € {0,1}" are partitioned in k blocks ai, . .., a,, where n/k < |logq|. If H,(a) =
0, then for all adversarial provers A, we have that

ck < Gen(Param, 1*); (E, x,r, {¢1,i}f:1) — A(Param, ck);
k
kO =P {¢2,i}i:1 — Aay,...,a):
e(m,n, k,6) = Pr CS.Ver(ck, B, (z,1)) =1 anzé {(n+1)°... (n+1)"1} A
A Vi€ [k] - accept — V(E, ¢y, a;, ¢2.)
< 2klog logm—0+k _

Proof. According to Theorem 4.1, for each challenge a;, the ¥ protocol described in Fig-
ure 4.1 is statistically sound with soundness error logm - 2-=@)+1  Hence, for each
challenge a;,i € [k],

CS.Ver(ck,E, (x,r)) =1 A z¢{n’ . ...n" 1} A

< 9loglogm—Ho(ai)+1
~ accept — V(E, ¢y, @i, ¢2,) N .

Therefore, we have the overall soundness error

ck < Gen(Param, 1*); (E, x,r, {qbl,i}f:l) — A(Param, ck);

k

_pr | {92itin — Alar, .. &) <

e(m,n, k,0) = Pr CSVer(ck, B, (z,r)) =1 Aw¢ {(n+10....(n+ 1"} A | =
A Vi e [k] - accept — V(E, ¢1;,@;, d2;)

k
< 1_[ 2Iog logm—He(a;)+1 _ 2k: log Iogm—Zf:1 Hep(a))+k _

=1
klogl —H k klogl —0+k
— 9gkloglogm w(@)+ <2 oglogm—6+k

4.3 Description of DEMOS-A

The description of DEMOS-A follows the syntax in Section 3.1. For simplicity, we present
the system for 7-out-of-m elections, i.e. U = {{opt,},...,{opt,,}}. The commitment
scheme, the SSS and the Y-protocol that are applied in our system, are the ones presented
at length in Subsections 4.2.1, 4.2.2 and 4.2.4 respectively. DEMOS-A does require that
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the voter performs computations beyond human level (e.g. cryptographic operations) for
vote casting, therefore we do not associate VSDs with the voters, which can be seen as
a first step towards the ceremony framework.

The Setup(1*,0,V,U,T) protocol :

Let (CS.Gen,CS.Com, CS.Ver) be the PPT algorithms that constitute the EIGamal com-
mitment scheme presented in Section 4.2.1. The EA runs CS.Gen(1%) to generate the
commitment key ck. Then, for ¢ € [n]|, EA executes the following steps:

Ballot generation and distribution:

1. It selects a unique label for the ¢-th double ballot denoted by tag,.

2. It selects random permutations =", 7"} over [m]. The use of 7"’ (reps. ="} is to

shuffle the order that the (vote-code, option) pairs in the part BE,O) (resp. Bgl)) of the
double ballot B, will be posted on the BB (in committed form), in order to support
privacy.

3. For j € [m], it selects unique vote-codes C\"), C;!) « Z,, where ¢ is the size of the
group of the commitment scheme 3. The vote-code lef)j) (resp. Cé’lj)) is the one that
will be associated with option opt, in part B\ (resp. B{") of B,.

4. Fora € {0,1}, it prepares the ballot part Bﬁ“) = {(optj, Olf‘;))} and generates the

j€[m]

double ballot that we denote by |B, = (tagg, B\ Bél)) and is delivered to voter V,

as credential cr, in the form below:

tag
Vote-code | Option
ng,ol) opt;
Cion opt,,
Ctg,ol) opt,
e opt,,

The double ballot B, in DEMOS-A.

3For simplicity in presentation, we commit to the vote-codes using the homomorphic commitment scheme
of Section 4.2.1. We stress that since no arithmetic operations are executed in the vote-code commitments,
we could use more efficient commitment schemes and in this case vote-codes may be drawn from a domain
that is smaller than Z, resulting in a more “user-friendly” interface.
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Public information preparation:

5. For j e [m], EA computes j' = 7\ (j) and

(i). Fora € {0,1}, it chooses randomness t,(gf?, & Z, and computes the vote-code
commitment for qff;%:

UL = CS.Comg (CL: 1)) |

(ii). Fora € {0,1}, it chooses randomness r(“) < Z, and computes the encoded
option commitment for opt

E{") = CS.Comgc((n + 1)" ;7)) |,

where (n 4 1)~ is the encoding of option opt;. This encoding is selected to
ensure the correctness of our system, as we show in Theorem 4.3.

(iii). Fora € {0,1}, EA prepares pre-audit data ¢§“2] to be used for verifying that E(C;)
is a commitment to a valid encoding from the set {(n +1)°,..., (n+ 1)™"} at

the verification phase. In addition, it maintains prover state stateg‘z ;- Both

¢§g , and state<M ., are described in the X-protocol shown in Figure 4.1 (1st
round) of Subsectlon 424.

Pre-election BB data:

(@) () (@) %Y -
. The public information w.rt. B, is Pub, £ tagg,{(UM,EM,ng] )} o ) It is
indexed by tag, and contains the ballot information for both parts in committed form,

as well as the respective pre-audit data. The information that refers to the (vote-code,
option) pair (CM, opt; ) is tabulated in the j-th location of the part that is associated

with B{

. The public information that EA generates and posts in the BB is

Pub 2 (ck, P,U, {Pubg},ep, ) |-

Trustees’ private inputs:

. The state of EA is

Stea = {Puby, By, misky, stateg} .,

ae{0,1}
where we denote msk, = {(Céj),té“]), (), ré‘?)}

ae{0,1}
and state,, = {stateffz j,} _
2%, je m

je[m]
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9. The EA uses (k, k)-Shamir secret sharing as described in Subsection 4.2.2 to split
its state into the shares |steal|1, - . -, |Stea||x, €ach consisting of shares of every value
in ste, tabulated consistently. Namely, for i € [k]

A
HSteaHu - {HPUbﬂnm HBfHua HmSkKHW HState@fHu}ge[n]

where Puby|, |[B¢|., [msk.|., |state, (|, are vectors that contain the shares of values
tabulated consistently with Pub,, B,, msk,, state,,. Then, EA provides each trustee
T., u € [k] with the share |stea ..

At the end of the setup phase, the working tape of the EA is destroyed, thus its state is
erased.

The Cast protocol :

On input (Pub, B,,U,), voter V, flips a coin a, < {0, 1} and picks part BE‘“) to vote and part
Bff”) for audit. Let opt;, be the option that V, is going to vote for, i.e., U, = {optje}. Then,
V; selects to submit C{%), which is the vote-code that corresponds to opt;, in part B{".
Next, V; casts the vote

e 2 <tag£,a5,6’éjﬁ)) :

The VC receives the vote and updates its state st,; by appending ¢,. The individual audit
data audit, of V; is

audit, 2 (w,ag, Bgl“”)) .

The Tally protocol :

Let Vsuec be the set of the voters that have voted successfully. The tally phase proceeds
as follows.

1. The VC posts the set of submitted votes Vi, = {z/;g}mvsum in the BB.

2. Foreach iy € Vi, every trustee T, reads (tagé, le‘x)) from the BB. Then, it provides

ae{0,1}
its share of openings to all the vote-code commitments, {Ué‘}’}é S by posting
’ e[n],je[m
ac{0,1}
the list {(\\Cé?\\u, Hté‘?uu)}é S in the BB. After all shares have been published,
’ ’ e[n],je[m

every party can recover the decommitted vote-codes and the decommitted ballot
parts used for auditing.

3. The VC, for every 1, corresponding to a V;, € Vgycc:
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(). Locates the decommitted vote-code C, that matches the cast vote-code leji)
Then, it marks the vote-code C, as ‘voted’ and adds the corresponding com-
mitment Elf”;‘;) into the set Eqy (initially empty). Recall that j;, = né“”(jg). The
set of marked vote-codes is denoted by C .

(ii). Adds all the commitments {Egj—“”}je[m] that correspond to the vote-codes in

B!~ into the set Eqpe, (initially empty).

When finalised, Eyy includes the collection of votes that will be counted (homo-
morphically) and Egpen includes the information that will be used for verifying ballot
correctness. After this happens, VC posts in the BB the list of marked vote-codes
along with Eigy and Egpen.

4. The VC produces and posts in the BB all the verifier's challenges {pp} g, of the X-
protocols for the validity of the commitments in Ey, as determined in Figure 4.1 (2nd
round). The extraction of the challenges is done via the randomness contributed by
the voters’ coin-flips according to the method that is described in Subsection 4.2.5.
We denote by p the extracted challenge.

5. Every trustee T,, prepares and posts in the BB its share of post-audit data { ¢ } BeEuy
of the X-protocols for verifying the validity of the commitments in E.y, as determined
in Figure 4.1 (3rd round). In particular, by parsing |stea | it obtains |t; g-7i 5w, | 22w,
1Yi.lus |76, 166.E ], |0 2w | fizllw fori =0,...,logm — 1 and E € Ewyy. Then,
fori = 0,...,logm — 1 and E € Ey, it computes the shares for the responses

/ / / /
tigs 2 Wi plip @s

19 £l = =lvilu = It g - riple, |2 el = plriele + 22]a,

|wi gl = pllaiel + |wiel|u 1fi gl = plri gl + 1 i lu

applying the linearity of the Shamir SSS. Upon the end of this step, all the 3rd round
responses constituting {¢; z} g, can be recovered normally from the k respective
shares. Thus, for each commitment in Ey there is a triple of pre-audit data, chal-
lenge and post-audit data that forms a complete X proof of a valid commitment to
some encoded option.

6. Every trustee T, performs homomorphic tally by computing Fqym = ]_[EeEta”y E and
prepares its share of the opening (ZE(“NeEt ” (n+ 1), ZEW)eE. ” ré‘;‘e)) to Esum, de-
Z’jé ally g’jz ally k

noted by (7, R), as follows:

(i). It computes T 2 PN (n+ 1)%.
ZJZ

Rz GEtaIIy
(ii). It computes |R|, 23] “

(ae)
EEZZ)GEtauy HT&N -

(iii). It posts (Esum, T, | R|.,) in the BB.
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After all {(Esum, T, | R|l.) }uei) have been posted, every party can recover (7, R). The
additive homomorphic property implies that 7" is the election result encoded in the
number system with base n + 1 and it is committed under randomness R, which is
the sum of all the randomness used for the commitments in Eiy,.

7. Next, every trustee T, provides its share of openings to all the commitments in Eqpen;
that is, for each v, € Vi, every trustee T, reads (tag,, a,) from the BB to recover its

share of respective audit ballot part |B!' |, from |stea]... Then, it sends to BB the
list {HBS_‘”)HU} . After all trustees have posted their shares, every party can

Vi€Vsuce

recover the set of openings to all the commitments in Eqpen, denoted by Open.

8. After the end of the tally phase, the following election transcript 7 can be read from
the BB:

a a ae{0,1}
PUb, {(Cé7j)7 té,j))} (Etallyu Ccast)7 (Esum» (T: R))7 (Eopena Open7 )7 {PE, ¢2’E}E€Etally

ten],jelm]’

The Result(7) algorithm :

The election result R is derived by the following decoding algorithm:

Set X « T
»Forj=1,...,m:
l.z; < X mod (n+1);
2.X — (X —z;)/(n+1);
» Return (z1, ..., z);

The correctness of the algorithm (and the e-voting system) is shown in Theorem 4.3.

The Verify(r, audit) algorithm :

Initially, audit is parsed as (tag, a,C, BU*“)). The algorithm returns 1 only if the following
checks are valid:

1. All committed information in 7 is associated with n ballots indexed under different
tags and no two vote-codes under the same tag are marked as ‘voted’.

2. Let C be a vote-code that appears in part B(@ of some ballot and has been marked
as ‘voted’ . Then, only the committed information for the other part B(!~% of this
ballot has been opened.

3. All the complete X proofs that are associated with commitments in Ey are valid.
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4. Esum = l_[EeEta"y B
5. All the openings of the commitments are valid.
6. tag equals some tag, in 7 for some ¢ € [n]| and it holds that a = a,.

7. The vote-code that is marked as ‘voted’ and is associated to tag, is C' where 7 is as
in check 6.

8. The correspondence of option encodings to vote-codes revealed in the opening of
the commitments { (U}, B{',*)} ey where (s as in check 6, is equal to the one
defined in B4,

4.3.1 Correctness of DEMOS-A

We prove the correctness of DEMOS-A in the following theorem. In the remaining of the
chapter, we assume that ¢ > n - (n +1)™%.

Theorem 4.3. Let ¢ be the size of the group for the EIGamal commitment scheme de-
scribed in Section 4.2.1. If g > n - (n + 1), then DEMOS-A has perfect correctness.

Proof. ltis straightforward that in a honest execution where the information is consistently
tabulated. In addition, by the correctness of the building blocks that are used all verifica-
tions are successful. Thus, it suffices to show the correctness of the Result(-) algorithm.

We denote by opt;, the option that the voter V; has selected, i.e. U, = {opt,}. The
encoding of opt;, is (n + 1)’¢71, therefore we have that

Eqm = | [ CS.Comg((n+ 1)~ 7{%)) = CS.Comu(T; R) .

7 E 00
Le[n]

Due to the binding and homomorphic properties, the above equation implies that if the
options opt,,...,opt,, have been voted ¢4, ..., t,, times respectively, then Eq, is opened
to

i (n+1)Y7"'modgq.

We observe that ' < n-(n+1)™"! < ¢ (the equality holds when all n voters vote for option

opt,,). Therefore, T mod ¢ = T, i.e. Esm is opened to the actual result, (ty,...,t,).
Moreover, since 0 < t4,...,t, < n, we have that¢; = t;, mod (n+ 1), for all i. By induction,
we will show that the output (x4, ..., z,,) of the Result algorithm equals to {t,...,¢,,),

which completes the proof.
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* For j = 1, we have that

rp=Tmod (n+1)=>t;-(n+1)""mod (n+1) =
=1

= ¢, mod (n+1)+(n+1)-2ti~(n+1)172 mod (n + 1) = t;.
i=2

* For2 < j < m, if z; = t; for every i < j, then, by the description of the decoding
algorithm

. T =i @i (n+ 1)t
I (n+1)i-1
nitln—Fllil— tzn—{—l“l
_ Zz_l ( ) Z‘l<z<] ( ) mOd (n + 1) _
(n+1)7-1
_ Djcizmbi-(n+ )T
(n+1)7-1
=t;mod (n+1)+ >ty (n+1)"mod (n+1) =t

0<s<m—j

mod (n+1) =

mod (n+ 1) =

44 A Toy Example

For the better understanding of DEMOS-A, we provide a toy example of a referendum
where P, = YES, P, = NO are the candidates and V consists of three voters Vi, 15, V3.
Our goal is to familiarise the reader with the functionality of our system so, for simplicity,
we deviate from the description in Section 4.3 by not including >-protocol proofs.

Setup phase :

EA generates the vote-codes for the double ballots B,,B, and B3 of V7,15 and V5 as

(€1 = 27935, 1) = 75218, €11} = 84439, C{3) = 77396),
(Cé?f = 58729, C) = 45343, CYY) = 14582, CY}) = 93484),

() = 52658, €1 = 65864, C§!] = 84373, L) = 49251)

respectively. The double ballots B, By, B; are labelled by the tags 101, 102, 103 respec-
tively and are formed as follows:
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101 102 103
Vote-code | Option Vote-code || Option Vote-code || Option
27935 YES 58729 YES 52658 YES
75218 NO 45343 NO 65864 NO
84439 YES 14582 YES 84373 YES
77396 NO 93484 NO 49251 NO
101
Vote-code commitment | Option encoding commitment
CS.Com(ck, 27935; 11"} CS.Com(ck, 1; 7))
CS.Com(ck, 75218; 11")) CS.Com(ck, 4; 7))
CS.Com(ck, 77396; ¢1'3) CS.Com(ck, 4;71)
CS.Com(ck, 84439; 11")) CS.Com(ck, ;1)
102
Vote-code commitment || Option encoding commitment
CS.Com(ck, 45343; 15 3) CS.Com(ck, 4;75)
CS.Com(ck, 58729; 13 1) CS.Com(ck, 1;75)
CS.Com(ck, 14582; 15')) CS.Com(ck, ;7))
CS.Com(ck, 93484; 1)) CS.Com(ck, 1;753)
103
Vote-code commitment | Option encoding commitment
CS.Com(ck, 52658; 15 }) CS.Com(ck, 1; 7))
CS.Com(ck, 65864; 15 5) CS.Com(ck, 4;7)
CS.Com(ck, 49251;14'3) CS.Com(ck, 4;73)
CS.Com(ck, 84373; 14)) CS.Com(ck, 1575 7)

Figure 4.2: Ballot tabulation in the BB at setup phase.

EA prepares the commitments to each vote-code and the encoding of the candidate that
they correspond. The commitment for YES (resp. NO) is a commitment to (3 +1)° =1
(resp. (3 + 1) = 4). Next, it chooses whether the commitments of the vote-code and
candidate pairs are going to be ordered in the BB as they are in the ballot part, or swapped.
For example, assume that for the ballot s; (resp. s3) (resp. s3), EA chooses to leave the
order in ballot part (0) (resp. (1)) (resp. (0)) intact and to swap the pairs in ballot part
(1) (resp. (0)) (resp. (1)) . Then, the information posted in the BB for s; would have the

following form in Figure 4.2.
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Voting phase :

Suppose that V; votes for NO using ballot part (1), V5 votes for YES using ballot part
(1) and Vj votes for YES using ballot part (0).Then, the votes cast by V;,V, and V3 are
(101,1,77396), (102, 1,14582) and (103, 0, 52568) respectively.

The coins that V7,1, and V5 have flipped, are a; = 1,a; = 1 and a3 = 0 respectively.
Hence, we get internal randomness, (1, 1, 0), of 3 bits (which would be the “weak source”
of randomness used for the extraction of the challenge of the X protocols).

The individual audit information that the voters receive are

(101,1,77396) (102,1,14582) (103, 0, 52568)
27935 | YES 58729 | YES 84373 | YES
75218 | NO 45343 | NO 49251 | NO

Tally phase :

After the voting ends, and the trustees provide their vote-code decommitment shares, VC
opens the vote-code commitments, marks the cast vote-codes 77396, 14582 and 52658 and
includes the respective option encoding commitments CS.Com(ck, 4; rl )), CS.Com(ck, 1; 7"2 0

and CS.Com(ck, 1,7"3,1) in the tally set.

Next, the trustees collectively perform homomorphic tally, by computing the product of the
above encoded candidate commitments as

Esum = CS.Com(ck, 4; 7’1 )) - CS.Com(ck, 1;74]) - CS.Com(ck, 1;75]) =
)) _

= CS.Com(ck, 6; 7”1,2 + 7“51) + 7’:&?1

At the end of the tally phase, Equm along with its opening at value (6; rl 2 + 7’2 1 )
are posted in the BB. The result is derived by computing x; = 6 mod 4=2 and xg =
((6 —x1)/4) mod 4 = 1, which is interpreted as two votes for YES and one for NO.

Verification
In the verification phase, the EA opens the commitments in the ballot parts that the voters

selected for auditing. For example, V; would check the consistency of her individual audit
information with the election audit data in the BB, as illustrated in Figure 4.3.
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101
Vote-code Option Option encoding Option encoding Option encoding
commitment decommitment
27935 1 YES § 1t CS.Com(ck, 1; 7)) (1,77
75218 § NO i 41 CS.Com(ck, 4;7{%) (4.7%) 1
77396 % | VOTED % CS.Com(ck, 4; 7{')
84439 CS.Com(ck, 1;7{)

(101,1,77396)%

279351 | YES t
752181 | NO

\. J

Figure 4.3: Ballot tabulation in the BB and verification via individual audit information after
election end. The symbols %, 1, I indicate the data grouping w.r.t. auditing.

Observe that, as we will prove shortly, the cut-and-choose verification that V; performs,
does not reveal her vote even to a party that obtains her individual audit information.
This is because the cast vote-code (77396) alone does not leak any information about
the associated candidate (NO), while the entirely opened auditing part only serves as a
check that the correspondence of the vote-codes and candidates in this part has not been
tampered with. Therefore, 1, can delegate the task of verification to a third party, without
compromising her privacy.

4.5 End-to-end Verifiability of DEMOS-A

In this section, we prove the E2E verifiability tht DEMOS-A achieves under the security
model in Section 3.3. We stress that our E2E verifiability theorem holds information theo-
retically in the standard model. Before stating the theorem (cf. Subsection 4.5.2), we list
the plausible attacks against the verifiability of DEMOS-A, describing their effectiveness
and detection probability at a high level (cf. Subsection 4.5.1).

4.5.1 Attacks on verifiability

For simplicity, we exclude all the trivial attacks that the adversary may follow, i.e. the ones
that will be detected with certainty (e.g. malformed or unreadable election transcript).
Therefore, the meaningful types of attack that an adversary may launch against DEMOS-
A are the following:
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» /nvalid encoding attack: the adversary creates an option-encoding commitment to
some invalid value, i.e. a vector that does not encode a candidate selection (e.g.,
multiple votes for some specific candidate). This attack can be prevented by the
soundness of the X protocol in Subsection 4.2.4, except from the negligible sound-
ness error €. The proof verification is done via a trusted auditing supporting device
(ASD).

m Modification attack: the information in an honest voter’s ballot part is inconsistent
with the respective audit data committed in the BB as compared with the one (e.g.
the vote-code and candidate correspondence is altered). The deviation achieved by
this type of attack is at most 1, whereas the probability of detection is 1/2 (the voter
chooses to audit using the inconsistent ballot part).

n Clash attack [73]: the adversary instructs y honest voters whose ballots are indexed
under the same tag to vote so that the votes of any y — 1 out of these y voters are
all different than some fixed y — 1 committed votes (either cast by corrupted voters
or initially injected in 7 by the adversary). All y voters verify the correct counting of
their votes by auditing the same information on the BB and hence miss the injected
votes that produce the tally deviation. The deviation achieved by this type of attack
is y — 1, whereas the probability of detection is 1 — 2v~! (at least two out of the y
voters choose a different ballot part to vote).

Remark 4.1 (Completeness of the attack list). 1t can be easily shown that the above
list exhausts all possible attack strategies against DEMOS-A in our threat model. In the
case where all ballot information is tabulated using all valid commitments in the BB without
being deleted or replaced, the adversary can only perform a combination of modification
and clash attacks on the honest votes. If no such combination occurs, then all honestly
cast votes are in correct (yet unknown) one-to-one correspondence with the BB audit
data, hence by the perfect binding property of the commitment scheme, the opening of
the homomorphic tally matches the intended result.

4.5.2 End-to-end verifiability theorem

Having described all possible attack scenarios, we prove the E2E verifiability of DEMOS-A
in the following theorem.

Theorem 4.4. Assume an election run of DEMOS-A with n voters, m candidates and k
trustees. Let q be the size of the group for the EIGamal commitment scheme described in
Section 4.2.1. Then, DEMOS-A achieves E2E verifiability information theoretically for at
least 0 honest successful voters and tally deviation § with error

27° + ¢(m,n,[n/|log q|],6)) ,

where (-, -, -, -) is the soundness error of the 3 protocol given in Theorem 4.2.

113 T. Zacharias



The DEMOS family of e-voting systems: End-to-end verifiable elections in the standard model

Proof. W.l.o.g., we assume that in any adversarial execution as described in the E2E veri-
fiability game G2’ (1}, m, n, k), exactly n ballots are tabulated on 7 under n different tags
and all vote-codes are marked as ‘voted’ correspond to different tags (if such deviations
happen the transcript is immediately rejected). In the same spirit, we assume there is no
double ballot that both parts have been opened and that all double ballots for honest vot-
ers in Ve are well-formed, otherwise they would not engage in the Cast protocol. Finally,
we recall that the adversary cannot modify the history of the transcript since it does not

have control over the BB.

As a first step, we construct a vote extractor £ for DEMOS-A. Then, we will prove that
every adversary can win the E2E verifiability game w.r.t. £ with probability bounded by the
error in the theorem’s statement.

Construction of the vote extractor for DEMOS-A :

£ on input 7 and the set of individual audit information {auditg}wEvsucc, where Vs is the
set of the honest voters that voted successfully, operates as follows:

The vote extractor £ (7, {audit},,,, ) for DEMOS-A

1. Let ¢t < |Vsucc| be the number of different tags that appear in {auditg}WEVSUCC. This
implies that the ballot audit for all voters in Vy,cc focuses on a list of ¢ tabulated ballots
on the BB (thus, an adversary may inject |Vsucc| — t ballots for candidate selections of
its choice that will be counted in the final tally as if they were honest).

2. If Result(r) = L (i.e., the transcript is not meaningful), then £ outputs L. Otherwise, £
(arbitrarily) arranges the voters in V\Vsucc and the tags not included in {audit,}y, ., .

as <Vf>fe[n_|vsuccﬂ and <tagf>ee[n,t] respectively. Next, for every ¢ € [n — |Vsuccl]:

(a) If there is no marked as ‘voted’ vote-code that is associated with tag? , then &
sets uf = & (encoded as the zero vector) which is interpreted as an abort for
voter V£.

(b) If there is a ‘voted’ vote-code Cé‘;) that is associated with tag;?T , then & brute-

force opens the respective encoded candidate commitment Eé‘;) toavalue Open,
(recall the commitment is perfectly binding). If Open, is a valid encoding (i.e.
Open, € {(n + 1)° (n + 1)},...,(n + 1)™~1}) of a candidate P¢, then & sets
U = {P£}. Otherwise, it outputs L.

3. Finally, € outputs Uf )yecyyy,,- Note that if ¢ < [Vsuee
tags |y..li1 - tags_, are ignored by £.

, then the remaining tags

Based on the above vote extractor, we will prove the E2E verifiability of our scheme.
Assume an adversary A that wins the game G£;2”(1*,m,n, k) described in Figure 3.1,
Namely, A breaks E2E verifiability by allowing at least 6 honest successful voters and
achieving tally deviation d. Since there is at least one honest voter that performs verifica-
tion (6 > 0), w.l.o.g. we assume that .A always outputs meaningful transcripts.
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Let F' be the event that A performs at least one invalid encoding attack (cf. Subsec-
tion 4.5.1). Namely, there exists a committed value in 7 which is marked to be counted
and invalid (i.e., itis in Ey but itis not a commitment to some candidate encoding). Since
condition (1) of G&2*%(1*,m, n, k) holds, we have that there are at least # honest voters.
Therefore, by applying Theorem 4.2 for min entropy equal to ¢, we have that each X pro-
tocol has soundness error ¢(m,n, [n/|logq||, ). Hence, the probability that a committed
value is invalid while verification accepts is no more than ¢(m, n, [n/|log q|], #). Since there
is at least one honest voter that verifies, we conclude that

Pr(Gae® (1, m,n,k) = 1| F] < e(m,n,[n/|logql],0). (4.1)

Assume that F' does not occur. Thus, all marked committed values in Eyy correspond to a
valid candidate encoding. This implies that (i) the maximum deviation per marked commit-
ment that .4 may achieve is 1 (the vote is counted for a candidate other than the intended
one) and (ii) £ does not output L (it returns a vector <Ue€>v;evwsucc)’ so A wins because
conditions (1),(2) and (3-a) hold. The auditor can verify that Eq,, is equal to the homo-
morphic commitment HEeE.a”y E. Due to the perfect binding of the commitment scheme,
the tally f (<Uzg>nfev\vsucc) that £ estimates as non-honest votes, is correctly included in the
adversarial result that derives from the opening (7', R) of Eqm. Thus, the deviation from
the intended result that A achieves, derives only by miscounting the honest votes. This
may be achieved if A performs combination of successful modification and clash attacks
(cf. Subsection 4.5.1.

Let Vi, ..., Vi, be the partition of Vs, s.t. each of these subsets consists of honest
voters that their individual audit information (hence their ballots) are indexed under the
same tag. These subsets are created adaptively, according to the strategy of A, under
the constraint that | Vsucc| > 6. Note that there are |Vqyoc| — d ignored tags in vote extraction,
while Eie[d](|vgucc| — 1) = |Vsuee| — d. This implies that the adversary can perform clash
attacks in all these subsets, with maximum possible deviation. We will prove that given
that I’ does not occur, the success probability of A is no more than 27°, whatever its
strategy might be.

We observe that in order for A to win, all voters in V! . must have the same receipt, or
else inconsistencies will cause verification to fail. To achieve this, .A must instruct the
voters from the same subset to vote so that they all cast the same vote-code (otherwise
two marked vote-codes under the same tag should appear) and create the corresponding
audit ballot part identically for each auditing voter. In detail, in order for A to win, the
following must hold for each Vi .., i € [d]:

1. There is a representative vote-code C; that appears in the same ballot part of all
the double ballots of the voters in Vi .. The voters must select this part to vote by
casting C;. Therefore, the coin-flippings of the auditing voters must be consistent, in
the sense that they correspond to ballot parts that contain a consistent vote-code.
There can be at most 2 consistent coin-flips (i.e., either all coins are flipped to 0 or

all coins are flipped to 1). Thus, the probability of consistent coin-flipping in Vi,
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is at most 2/2Vsucl = 9-(Vie—1) . In addition, the ballot parts that will be used for
auditing must contain the same information, up to a permutation of the vote-code
and candidate pairs.

2. If A wants to achieve |V.,.| deviation exploiting the voters in V..., then it must
perform a modification attack in at least one voter V in Vi .. This is because if
all voters’ ballots are consistent to the corresponding committed information in 7,
then by performing only a clash attack in Vi .., A can achieve deviation by at most
Vil — 1, as described above. However, the modification comes with a loss of 1/2
success probability, since A must also guess which is the part that V' is going to use
for voting. Indeed, if VV chooses to audit the modified part of the ballot, then she
will detect the attack. Therefore, all voters in V., must perform a consistent coin-
flip that agrees with the coin-flip of V. It is straightforward that in case of a single
modification attack this event happens with 1/2- (1/2)Vauecl=1 = (1/2)Vsuecl probability.
Moreover, in case Vi, = 2, performing two modification attacks does not lead to
any improvement in terms of probability or maximum deviation.

We note that the above arguments hold trivially, if V.. is a singleton. Let X be the set of
subsets from {V! ., ..., Vd..} that A performs clash attacks and Y the collection that A

u
performs a modification attack on at least one voter in each of the subsets. According to

the previous arguments, we have the following cases:

(i). for each Vi, € X\Y the maximum deviation is | V.| — 1,
(ii). for each V... € Y\X the maximum deviation is 1,
(iii). for each Vi, € X n'Y the maximum deviation is |V,..|, and

(iv). foreach Vi € {Vice: - - - » Vi } \(X U Y) the maximum deviation is 0.

For brevity, let z = |X| and y = |Y|. By the above, the tally deviation from the intended
result that A achieves is at most

Z (|Véucc‘ -1+ Z 1+ Z ‘Véucc’ = Z ‘Vsiucc‘ — 24y < Vsuee| — 2+ .
Véuccex\Y vsiuccEY\X Véucceme Vsiuccex
In order for A to win, condition (3-a) must hold, sO |Veyec| — = +y = 6.

We will now upper bound the success probability of A. Since {V. ;- -, Vi) is a partition
of Vsuee, We have that A must not be detected by all the voters in all these subsets. Thus,

Pr[Géﬁ%éﬂ(l)\,m7 n, k) = 1|—|F] < H 27|v§ucc| . H 27(|V§’ucc|fl) —
Vauec€Y Viueo€ { Véucor 1 Viios }\Y
(‘Vgucc‘_l) . (42)

o Vil =S
— 2 Z’VSLUCCEY‘ succ‘ Z’Véucce{\”slucc """ vglucc}\Y

— o (Mel=d-0)) < o= (Vussl—4) < 95
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where we used the fact that + < d. By adding (4.1),(4.2) we conclude that

PriGEse™ (1% m, n, k) = 1] < 27° + e(m, n, [n/|log g1, ) .

Remark 4.2 (Strenth of Theorem 4.4 ). Note that if the number of honest voters satisfies
the bound 6 = Q(nloglogm/logq + A), then the overall soundness error of the repeated
Y. protocol will be sufficiently small. For instance, in an election where there are n = 1000
voters and m = 40 candidates we can use a group with at least 500 bit prime order q.
Assuming a number of § = 50 honest voters (5% of total) we can divide the 1000 voter’s
coins into two challenges with 500 bits each (i.e. £ = 2). With these parameters the
above theorem will have a verifiability error that is at most 2-% + (1/2)° where ¢ is the
tally deviation. We remark that in this setting no deterministic extractor would be able to
provide sufficient entropy and hence our ZK amplification technique is crucial.

4.6 Game-based Voter Privacy/PCR of DEMOS-A

In order to show that DEMOS-A satisfies privacy according to the game-based Defini-
tion 3.3, we utilise complexity leveraging. Specifically, the system security parameter is
configured such that breaking the hiding property of the underlying commitment scheme
is much harder than guessing the challenge of the X protocol; therefore, we can simulate
the protocol’s view by guessing the proof challenges without breaking the hiding property.
Due to this proof technique, the number of corrupted voters ¢ should be polynomially re-
lated to the security parameter )\ in a certain way; while the total number of voters n can
be any function that is poly(\) (as long as the correctness requirement is fulfilled, cf. theo-
rem 4.3.1). We emphasise that given a specific n, our system can support privacy for any
desired number of adversarial voters ¢t < n (as long as a suitably large security parameter
A is used).

Theorem 4.5. Assume an election run of DEMOS-A with n voters, m candidates and k
trustees. Assume there exists a constant c,0 < c¢ < 1 such that for any 2" -time ad-
versary A, the advantage of breaking the hiding property of the commitment scheme is
AdVhige(A) = negl()\). Lett = X for any constant ¢ < c. Then, for any constant m and
n, k polynomial in the security parameter A\, DEMOS-A achieves voter privacy/PCR for at
most t corrupted voters.

Proof. By the information theoretic security of the (k, k)-linear SSS and the non-interaction
between the trustees during the tally phase, an adversary that corrupts £ — 1 trustees does
not learn anything regarding the values that are in committed form (vote-codes or encoded
options) unless these are opened after election end. As a result, for the rest of the proof,
we restrict to adversaries that corrupt only theVC, i.e. the election setup and tally phases

are executed by the challenger Ch in the voter privacy/PCR game G2 (1%, 1, m, k).

117 T. Zacharias



The DEMOS family of e-voting systems: End-to-end verifiable elections in the standard model

To prove our claim, we will explicitly construct a view simulator S such that we can convert
any adversary A who can win the game G;‘f;;fiv(ﬂ, n, m, k) a non-negligible probability to an
adversary B who can break the commitment hiding assumption within poly()\) - 2! = 0(2*°)
time.

The construction of view simulator S :

Recall that in the privacy game Gﬁ;fiv(lA, n, m, k) the challenger Ch is maintaining a coin
b € {0,1} and always uses the candidate selection ¢/} in the Cast protocol. Note when
n —t < 2 (i.e. the number of honest voters is strictly less than 2), the simulator S simply
outputs the view of the real Cast protocol. Itis easy to see that, by definition, the adversary
A loses the voter privacy game Gﬁ;fiv(lA, n, m) unconditionally. When n — ¢ > 2, consider
the following simulator S. At the beginning of the experiment, S flips a coin o’ € {0, 1}.
For each honest voter V,, S receives view, = (Pub, s,,U?, a,) and the candidate selec-
tions UY, U}y, If Ul = UY, S outputs the simulated view view, = view,. If U} = UY,
S produces a fake s, by switching the vote-codes for candidate selections ¢/} and !,

i.e. replacing ((J(‘”) ug) and (C(““ u;’) with (G(““) u;) and (C(‘“") u;’). S then outputs

L1 NP INPR L1
. / /
view, = (Pub, s}, UY, o).

Define Advg, ¢, (A) := ;3 |PrlA = 1|G;] — Pr[A = 1|G,]|. Consider the following sequence
of games from G to Gs.

Game G,: The actual game Gﬁgfiv(lk,n,m), where the challenger uses U} in the Cast

protocol and the above simulator S is invoked when b = 1. By definition,

AdVGA,s (1> n,m),Go (.A) =0. (43)

t=priv

Game G,: Game G, is the same as Game G, except the following. At the beginning of
the experiment, the challenger Ch generates a set of coins {a,},_, uniformly at random.
During the experiment, for each voter V, € V, the adversary A first chooses whether V,
is corrupted. If V; is not corrupted, Ch uses a, in the Cast protocol to vote on behave of
V, according to U?; otherwise, Ch sends s, to the adversary A and interacts with A in the
Cast protocol, playing the role of EA and BB. Let ¢, be the coin used by the corrupted
voter V; € Veorr in the Cast protocol execution. The experiment aborts and starts over if
there exists one corrupted voter’s coin a, # a,.

It is easy to see that, no matter how V., is chosen, it requires (expected) at most 2!
attempts to guess all the a, correctly given [Veo| < t. On the other hand, when Ch does
not abort, the view of Game G, is identical to that of Game G,. Hence,

Advg, ¢, (A)=0. (4.4)
Game G,: Game G is the same as Game G except the following. The challenger Ch

computes a set of commitments {£;},. ., where E; = Comg((n + 1)’~';r;) with fresh
randomizer r; € Z,. For each ballot, for a, € {0,1}, Ch permutes and re-randomizes
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E:}. . 1o produce the commitments Bl instead of committing them from scratch
74 je[m] 4,5 (m]
g JE[M
as follows.

» Pick a random permutation wé““ over [m].

» For j e [1,m],
— Pick a random réf}” — Ly

— Set E(E‘;?) =F @) ) Comck(O;ré‘}”);
2 ﬂ-é )

(J

It is straightforward that the view of Game G, is identical to that of Game G, as the
distributions of all the commitments are the same. Hence,

Advg, ¢,(A) =0. (4.5)

Game G3: Game G} is the same as Game G, except the following. Ch randomly selects
¢* € [n] and guesses the tally vector (t1,...,t,). Denote T = " ¢, - (n + 1)""'. Ch
aborts if either of the following two events occur: (i) A corrupts V;« and then does not let
Vi« submit a vote; (ii) the guessed 7" is wrong. When Ch does not abort, it generates the
challenge(s) p using the guessed voters’ coins {ag}ee[n] in Game G, and then replaces all

the real X protocols with their simulated transcripts.

The probability .A corrupts V;+ and then does not let V;« submit a vote is at most £ (Namely
all the corrupted voters abort). Besides, the probability the Ch guesses T' correctly is at
least W Hence, it requires (expected) at most

n n?(n+1)m1

n—t

n—t (n(n+1)") =

attempts to get both events occur. On the other hand, when Ch does not abort, according
to Lemma 4.1, for each X protocol, the adversary can distinguish the simulated transcript
from a real one with advantage at most logm - AdVhige(A), where Advhige(A) is the dis-
tinguishing advantage of A for breaking the hiding property of the EIGamal commitment
scheme. There are 2nm simulated . protocols, so by union bound we have

AdVG27G3 (.A) < 2nm |Og m - Advhide(A) . (46)

Game G4: Game G, is the same as Game (3 except the following. At the beginning of the
experiment, Ch replaces the set of commitments {Ej};”:_ol in Game G5 with commitments
of 0. Let T and ¢* be the ones guessed in Game G5. For all £ € [n] A ¢ # ¢*, Ch produces

{Eéflj[)}je[m] by re-randomizing {Ej}je[m] as in Game Gj; Ch replaces all the commitments

{Eéf,ff;‘)} with fresh commitments of 7', i.e. Com(T; R;), where R; — Z, are chosen
’ JE[M

uniformly at random.
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The reduction to the commitment hiding property

We now show that the view of Game G, is indistinguishable to that of Game G5 by reduction
to the hiding property of the EIGamal commitment scheme. Suppose the adversary B is
playing the hiding game of the underlying commitment scheme. On receiving ck, B queries
two messages my = 0 and m; = 1. Given E = Comc(my; ), B needs to guess b. 3 plays
as role of the challenger in the game where A is trying to distinguish between 3 and G;.
(Assume that A outputs 1 if she thinks she is in GG3 and outputs 0 if she thinks she is in

Gy.) For j € [m], Bsets E; = E™™" For { € [n] A £ # (*, B produces {Eéj)}'[ }by
JEM

re-randomizing {E;}
sets

jeim) @S in Game Gs. For j € [m], Ch picks R; < Z, at random and

E4) = Comu(T, R;)/ (Ej.f‘1 11 Et) .
i=1,i%j
Denote as abort the event that either: (i) A corrupts V= and then does not let V;« submit
a vote; (ii) the guessed T is wrong. Clearly, if £ commits to 1, then the produced view
is identical to G3; if E commits to 0, then the produced view is identical to G,. Except in
Game G, there are commitments of 7" in Pub, so the adversary .4 might be able to inten-
tionally make the abort abort event occurs with a higher probability. To address this, Ch
maintains a counter, and Ch increases the counter by 1 each time abort occurs. Denote
halt as the event where abort continuously occurs (”n“ tlmes and when halt occurs,
Ch outputs 0 in the commitment hiding game; otherwise, 5 forwards the bit that .4 outputs.

The probability B wins the hiding game is

Pr[B=0] = Pr[B=blhalt]-Pr[halt] + Pr[B = b|—halt] - Pr[—halt]
= (1 —Pr[b = 1|halt]) - Pr[halt] + % Pr[A = 1|G3] - Pr[—halt]

45 PrlA=0[G] - Prl-half

n—t n3(nt1)m—1
> (1—-—m——+— n—t - Pr[halt
1
+(5

> (1—e™)- Prhalt] + (% + Advg, ¢, (A)) - Pr[—halt]

+ S PILA=1/Gy] - 3 PrLA = 1/G.]) - Pr{-hal

> min (% + Advg, ¢, (A), 1 — e—") .

Since we assume that no poly()\)-time adversary .4 can win the hiding game with non-
negligible advantage, we have 1 + Advg, ¢, (A) <1 —e"; hence,

Advg, ¢, (A) < AdVhige(A) - (4.7)
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Game G5: Game G5 is the same as Game G4 except the following. For each honest voter
V; € V, Ch picks U, at random, and uses U/, in the Cast protocol, ignoring the adversary’s
U, U}y. Regardless the coin b, Ch always uses the simulator S to transform the view
view, = (Pub, s, Uy, o) to view), = (Pub, s, U? , ay).

It is obvious that the view of GG is identical to the view of G4, so
Advg, ¢ (A) =0. (4.8)

Notice that all the vote-codes are generated at random and all the commitments in each
ballots commit to the same value (0 or T'). Moerover, since the view of G5 does not depend
on the challenger’s coin b, we have the probability that A guess b correctly is

1
To sum up, the total running time of our reduction is poly(\) - 2.
By Eq. (4.3),(4.4),(4.5),(4.6),(4.7),(4.8),(4.9), we have that

5
PriGAS, (18 n,m) =1] = PrlA=1|G5] + > Advg,_1¢,(A)

t=priv
=1

1 1
< 5 + (2nmlogm + 1) - Advpige (A) = 5 +negl(}).

4.7 Discussion

The DEMOS-A e-voting system significantly advances e-voting security allowing for the
first time, the voters to verify the election procedure without trusting any external assump-
tions. Besides its theoretic contribution, DEMOS-A is an e-voting system designed to be
applied in the real world, thus usability has been an important parameter in all its current
implementations (European and National Election pilot experiments, e-voting services for
the University of Athens, e-voting services for the Greek Workers Union). There, the voter
enjoys the flexibility of choosing to cast her vote either (i) with a simple button click af-
ter being prompted to user-friendly web interface or (ii) by directly typing the vote-code
that corresponds to the option of her preference, in case she does not trust her client.
In addition, as any vote-code based e-voting, DEMOS-A has the advantage of requiring
voter clients of minimum computational power since the voting procedure is just vote-code
submission from the voter side.

Human behaviour and DEMQOS-A security :

An intriguing observation regarding E2E verifiability of DEMOS-A (cf. Theorem 4.4) is
its direct dependence on the number of voters that not only they are honest, but also
actively participate in the verifications process. Moving a step forward, one could study
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the security of DEMOS-A according to the ceremony aspect modelled in Section 3.6 by
properly customising human behaviour e.g., the coin flip entropy, or the auditing probability
of an honest voter. In this thesis, we will not proceed to a formal security approach of
DEMOS-A modelled as an e-voting ceremony, as the design of Helios e-voting system is
a more interesting case of study from this aspect (cf. Chapter 6). However, we provide
some intuition on the effect of the human factor in DEMOS-A by introducing the simple
generalisation on voters’ behaviour below:

» For every honest voter V, the probability that V' chooses any part in her ballot is in
[a,1 — a], where a € [0,1/2].

» For every honest voter V, the probability that V' performs verification is at least 5.

By the above, an analogue statement of Theorem 4.4 would be expressed as follows:

Theorem. Assume an election run of DEMOS-A with n voters, m candidates and k
frustees. Let q be the size of the group for the commitment scheme described in Sec-
tion4.2.1. Then, DEMOS-A achieves E2E verifiability information theoretically for 0 honest
successful voters and tally deviation & with error

(1= a)B)" + e(m,n,[n/|logq]],floga) , (4.10)

where €(-, -, -, -) is the soundness error of the . protocol given in Theorem 4.2.
Roughly, the error bound derives from the fact that the entropy of each honest voter is now

log « instead of 1 bit. Therefore, Theorem 4.2 is applied for min entropy ¢ log «, resulting
in the soundness error bound ¢(m, n, [n/|logq||, @ log «). If no invalid attacks happen, then
at least § honest voters must verify correctly while under modification or clash attack of
their vote. The probability that the adversary guesses a voter’s coin flip is no more than
1 — a while every single honest voter has  probability of auditing.

Observe that the error bound of Theorem 4.4 is a special case of Eq. (4.10) for a = 1/2
and 5 = 1.

Limitations of DEMOS-A :

As any vote=code e-voting system, DEMOS-A comes with a performance and storage
penalty for the EA compared to client-side encryption systems such as Helios [2]. The
main reason is that due to the way the EA forms the proof of the tally result, it is required
to precompute a number of ciphertexts for each voter and each possible choice of the
voter. This approach clearly does not scale to elections that have a complex ballot and
voters have an exponential number of ways to vote in the number of candidates. As an
indication, we provide benchmark results for election preparation step in Table 4.1. The
result are obtained by the original DEMOS-A implementation, designed by Bingsheng
Zhang on a Debian server with Intel i7-4700HQ 2.4 GHz, 16GB RAM, when run for small
to medium scale elections. We can expect that DEMOS-A preparation time will reach the
order of hours for much smaller scales than elections at a national level.
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Table 4.1: Election preparation time benchmarks for DEMOS-A.

n m | Curve || Preparation Time
1000 | 2 | p192 21 seconds
1000 | 5 | p192 91 seconds
1000 | 10 | p192 220 seconds
10000 | 2 | p192 3.5 minutes
10000 | 5 | p192 15 minutes
10000 | 10 | p192 36 minutes

In order to overcome the implementation limitations that appear in DEMOS-A, this the-
sis introduces an alternative e-voting system that uses client-side encryption like Helios,
thus it transfers the computational overhead to the voters’ clients. The system, named
DEMOQOS-2, is equipped with a novel mechanism for constructing NIZK proofs which pre-
serves the E2E verifibiality level of DEMOS-A in the standard model. The following chapter
is dedicated to the detailed description and security analysis of DEMOS-2.
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5. THE DEMOS-2 E-VOTING SYSTEM

The design of DEMOS-2 is motivated by the scalability problems that stem from the im-
plementation restrictions of DEMOS-A (cf. Section 4.7). DEMOS-2 turns to client-side
encryption to obviate the need for a demanding precomputation step from the EA at the
setup phase, thus it allows for deployment at a large scale. As a result, from a function-
ality aspect, the system shares the characteristics of the well-known web-based Helios
e-voting system [2] (cf. Chapter 6 for an extended study of Helios in the ceremony model
introduced in Section 3.6).

The major contribution of DEMOS-2 is that it encompasses the scalability advantages of e-
voting via client-side encryption, while retaining the strong E2E verifability characteristics
of DEMOS-2, i.e., it removes the reliance to the RO model for security that Helios and
other similar systems assume [41, 67, 36, 96, 12]. This is achieved by introducing a new
technique for proving the validity of ciphertexts that are submitted by the voters during
ballot casting (that may have applications beyond the e-voting domain).

In few words, DEMOS-2 utlises a type of NIZK where there are two possible ways to gen-
erate the CRS; one that makes every NIZK perfectly sound and another that makes every
NIZK simulatable using the trapdoor information associated with the CRS. The EA uses
this dual mode feature, publishing a master CRS of the first type, i.e., one that makes
all NIZKs perfectly sound. In order to prove the validity of the CRS, EA engages in a X
protocol along the lines of DEMOS-A, where the challenge is extracted from the voters’
coins. During the voting phase, the master CRS will function as a public-key of an ad-
ditively homomorphic encryption scheme that will be used for sound ballot generation by
the voters’ VSDs.

CHAPTER ROADMAP. At first, we provide a high-level overview of DEMOS-2 (cf. Sec-
tion 5.1) and all the underlying cryptographic tools (cf. Section 5.2). Then, we present
DEMOS-2 in at length and prove its correctness (cf. Section 5.3). We prove the E2E
veribiability and the simulation-based voter privacy/PCR presented in Sections 3.3 and 3.5
respectively (cf. Sections 5.4 and 5.5). Conclusively, we provide evidence of the efficiency
of DEMOS-2 and discuss its complementary relation with DEMOS-A (cf. Section 5.6).

5.1 Overview of DEMOS-2

DEMOS-2 is a client-side encryption web-based system. We assume there is a secure
channel between the EA, VC election servers and each trustee, say, realized by HTTPS.
The system uses homomorphic tally and currently supports z-out-of-m type of option se-
lection. Let mmin and mmay be the minimum and maximum number of options that is allowed
to choose to vote.

At the setup phase, the EA needs to login to the election server and provides the election
definition. An election definition consists of question, options, (1mmin, mmax), Start/end time,
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trustee list (including their email addresses), and voter list (including their voter IDs and
email addresses). The election server then creates a unique election ID, eid, selects a
bilinear group parameter for the election, oy, := (p, G1, G2, Gr, e, g1, g2) < Genpy(1*), and
posts oy, on BB. (Note that oy, is hard-coded in our prototype.) The election server then
generates and sends a random 128-bit credential to each trustee by email, inviting them to
setup the election parameters. Upon receiving the credential, each trustee authenticates
himself to the server and executes the election parameters setup process. Once all the
trustees jointly setup the election parameters, the EA triggers the server to send an invi-
tation email (with the voter ID, vid, € G, and a freshly generated random 128-bit credential
s¢) to each voter V;, where vid, is a random group element in G, generated by the election
server. At the end of the setup phase, each trustee T; is able to check the consistency
between the posted election parameters on the BB and its private state st;.

At the ballot-casting phase, each voter V, uses (vid;, s;) to authenticate herself to the VC
election server. Next, she prepares and casts her vote using the voter supporting device
VSD.!l. The voters’ ballots are prepared locally in the VSD, and are posted to the in the
BB by the VC.

When voting is finished, the tally phase is initiated. The VC computes the tally ciphertexts
by multiplying all the valid submitted ciphertexts for each option on the BB Note that, during
this step, any invalid ciphertexts and duplicated ciphertexts are removed. The voters’ coins
are used to produce a Sigma protocol challenge, as in the challenge extraction mechanism
of DEMOS-A, hence no trust in an external source of randomness (oracle or beacon) is
required. The trustees are then invited by the VC to complete their Sigma protocols and
decrypt the tally ciphertexts . Note that each trustee should respond to this invitation
using a secure channel such as HTTPS. Upon receiving such a message from a trustee,
the election server checks the validity of all the X proofs and NIZK proofs, and rejects it in
case some of the proofs are invalid. The election server posts all the received trustees’
messages to the BB only after all the trustees have successfully completed their Tally
protocols.

After the election end, the tally result can be computed according to standard threshold
ElGamal decryption (cf. Subsection 5.2.4) using the partial decryption of the tally cipher-
texts from each trustees. Each voter V, is able to fetch the election transcript, info from
BB and verify the integrity of the election with its individual audit information; the voter
checks if the data in her ballot hashes to the rec, and the validity of all the Sigma proofs
and NIZK proofs.

5.2 Building Blocks of DEMOS-2

We introduce the cryptographic tools required for the construction of DEMOS-2. Through-
out the section, we consider

» Cyclic group parameters that consist of the description (G), the prime order ¢ and
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the generator g of some multiplicative cyclic group G, output by a group generator
GGen(1%).

» The bilinear groups G, G, and a pairing e : G; x G, — G as in Definition 2.6.
The pairing parameters o, = (p, G1,Go, Gr, €, g1, 92), Where p is the prime order
and ¢y, g are the generators of G, G,, are produced by an execution of the bilinear
group generator BGGen(-).

5.2.1 Cryptographic hash function

DEMOS-2’s design considers an arbitrary cryptographic hash function (cf. Subsection 2.3.1),
assuming that no known algorithm can find a collision within 22* expected steps. In the
following lemma, we show that such a hash function preserves the min entropy H,, of its
inputs.

Lemma 5.1. Let X be an n-bit efficiently samplable distribution with H,,(X) > x. Let
hash : {0,1}* — {0,1}" be a cryptographic hash function, where A > 2 is a security
parameter. If there is no algorithm that can find a collision for hash within 2%* expected
number of steps with more than negl(\) probability, then it holds that H,(hash(X)) > k.

Proof. Since H,,(hash(X)) < k < H,(X), we have that
Jo : Prlz < X :hash(z) =0] >27™" and Vz:Prlz <« X]<2™".

Therefore, o must have collisions.

Consider the algorithm A, that repetitively samples x from X atrandom and stores hash(x),
trying to find a collision for 0. Given that Prjz — X : hash(X) = o] > 27", the expected
running time for A, to find a collision for the hash image o is less than 22~. [ |

5.2.2 Schnorr proof of knowledge of a DLOG

The Schnorr protocol for proving the knowledge of a discrete logarithm [90], is perhaps the
best-known ¥ protocol, widely used in cryptography as an identification scheme. Given
as parameters the description (G) of some multiplicative cyclic group G of prime order ¢
and for some statement x = (g, h) € G?, the prover P on private input w, convinces the
verifier VV of knowledge of log, 4 = w via the following interaction:
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Prover P(z,w) Verifier V()
Choose t <& Ly ;
Compute a = h'; a
c Choose ¢ < Zq ;

Compute r =t + wc;
Verify that ¢" = ah® ;

5.2.3 Chaum-Pedersen proof of DLOG equality

A Chaum-Pedersen (CP) proof [31], is a X protocol for proving the equality of discrete
logarithms. Given as parameters the description (G) of some multiplicative cyclic group G
of prime order ¢ and for some statement = = (g, h, g, fz) e G*, the prover P on private input
w, convinces the verifier V of the equality log, » = log, h = w via the following interaction:

Prover P(z,w) Verifier V()
Choose t < Zg ;
Compute a = ht, & = ht; a,d
c Choose ¢ <- Zq ;

Compute r = ¢ + wc ;
Verify that ¢" = ah® and §" = ah;

~

Alternatively, CP protocol can be seen as a proof that (g, h, g, h) forms a DDH tuple. In-
deed, G is cyclic, so if log,, h; = log,, hs = w, then for some « it holds that

~

(9,h,9,h) = (9,9", 9", 9™) .

A CP proof can be applied for proving the correct encryption of a standard (lifted) E/IGamal
ciphertext (Cy,Cs) = (g%, g™ ht) over the group G, where g is a generator of G, h is the
random element in G used as public key, M is the plaintext and ¢ € Z, is the randomness
used in the encryption process. Namely, the encryptor provides a CP proof of the equality

[ log, C! = log,, (Cy/g™) . ]
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5.2.4 Threshold EIGamal encryption

The threshold ElGamal cryptosystem, which DEMOS-2 deploys in its simplest (&, k) ver-
sion, is the most common instantiation of a (¢, k)-TPKE scheme, used in various client-side
encryption e-voting systems (e.g. [41, 67, 2, 36, 96, 12]) for ballot encryption. The scheme
consists of the following algorithms, following the syntax in Subsection 2.3.6 :

= TPKE.Gen(1%):

— The servers (trustees) agree on scheme parameters that consist of the descrip-
tion (G), the prime order ¢ and the generator g of some multiplicative cyclic
group G, output by the group generator GGen(1*) ;

— Every server Ser;, i € [k] chooses z; & Z, and computes h; = g% ;

— The partial secret key/public key pair for Ser; is (sk;, pk;) 2 (i, (9,4, 1)) ;
n TPKE.Combine(pk;, ..., pk;):

— Compute i = [T,y hi = g=iet ™ ;

— Set the public key pk £ (g, ¢, k) ;

s TPKE.Enc(pk, M), where M is selected from a small message space M:

— Choose r <& Zy;
— Generate a standard lifted EIGamal ciphertext C' = (C4, () = (gT,thT) X

TPKE.Dec(sk;, C):

— Compute M; = C{i = g™ ;
— Generate a CP proof of valid partial decryption =; for the DLOG equality
log, (ki) = logc, (M;) .
— Output D; = (Cy, M;, ;) ;
s TPKE.Recon(Dy, ..., Dy):

— Verify all CP proofs ny, ..., .. If some proof is invalid, then output 1 ;
— Compute Y = Cs - ([ i Mi)il =gM;

— Reconstruct the plaintext M as the value y s.t. ¢V = Y by performing an ex-
haustive search in M ;

The correctness of the scheme is straightforward. Moreover, the (k, k)-threshold ElIGamal
cryptosystem is IND-CPA secure as long as the DDH assumption holds for the underlying
group generator GGen. We stress that in the special case of DEMOS-2 ballot encryption
where M is a bit (M = {0, 1}), the plaintext reconstruction is done simply by setting M = 0,
if Y =1 and 1 otherwise.
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5.2.5 Dual EIGamal homomorphic commitment scheme

Similar to [58], we use the lifted EIGamal additively homomorphic public key cryptosystem,
to construct a commitment scheme with the following “dual” property: depending on the
way the commitment key is generated, the commitment scheme can be either (i) perfectly
binding or (ii) perfectly hiding with a trapdoor that allows the commitment to be success-
fully opened at any value. The dual EIGamal commitment scheme £G" consists of the
following algorithms:

= CS.Gen(1Y):
— Choose a message m of poly(\) size ;
— Generate ElIGamal cyclic group G with prime order p and generator g ;

— Choose z & Z, and generate public key pk = (p, g, h = ¢*) ;

— Generate an ElGamal encryption u = (u1,u) = (g*, g?h!) € G? of m under pk
with randomness t € Z, ;

— Output ck 2 (pk, u) ;
— Set trapdoor td 2 ;
» CS.Com(ck,m;r): Output ¢ = u™ - Ency(0;7) = (u*g”, u'h") ;
» CS.Ver(ck,c, (m,r)): If c = (ul"g",us'h"), then output accept ; else, output reject ;

Itis easy to check that £G " is additively homomorphic. In addition, the following properties
hold for £G".

Proposition 5.1. Let ¢ = CS.Com(ck, m;r) be an £G commitment to some value m
under the commitment key ck = (pk, u), where ck is generated as described in algorithm
CS.Gen(1*). Then,

1. If u is an encryption of a non-zero value z, then c it is perfectly binding.

2. Ifu is an encryption of 0, then c is perfectly hiding with trapdoor td = t.

Proof. The ElGamal ciphertext « has the form of a pair (u;,us) = (gt, g?ht), i.e., it is an
encryption of a value d, with randomness t. Hence, the commitment ¢ = u™ - Encp (0; 7) is
an encryption (¢g™*" g h™+7) of dm with randomness mt +r. If d # 0, then c is perfectly
binding by the correctness of EIGamal encryption. If d = 0 is an encryption of 0, then for
every m, ¢ = (g hmHT) = (gmttr g*(mt+1)) follows the uniform distribution in G2, thus it
is perfectly hiding. In addition, given trapdoor td = ¢, ¢ can be successfully opened at any
value m' by setting ' =r — (m’ —m)t . [
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5.2.6 A NIZK for DDH Tuple

We construct a NIZK proof where the prover P convinces the verifier V that the statement
(A,B,C,D) € (G;)*, i € {1,2} is a DDH tuple. Namely, P proves the knowledge of some
(witness) s € Z, s.t. C' = A* A D = B*. In the description of the DDH NIZK proof, we
consider the case where G; = G, as it is applied in DEMOS-2 construction, even though
the case where G; = G, is similar.

Our proof can be seen as a simplification of the well-known Groth-Sahai (GS) proof sys-
tem [69]. The CRS of the DDH NIZK proof consists of the bilinear group parameter, oy,
and the dual ElIGamal commitment key, ck := (pk,u). The CRS is perfectly sound when
the perfectly binding commitment key is used, while it is perfectly simulatable when the
perfectly hiding commitment key is used. Formally, the NIZK proof system I'%" consists
of the following PPT algorithms:

= The CRS generator CRS.Gen"(1*):
— Execute opp = (p, G1,Ga, Gr, e, g1, go) <« BGGen(1*) ;
— Pick ay, g « Zy ;
— Set hy = g5* and u = (ug, us) = (952, g2h5?) ;
— Setck = (hy,u) ;
— Output crs 2 (0bp, CK) ;

= The CRS simulator S34"(oy,):
— Pick aq, ag « Zy ;
— Set hy = ¢g5* and u = (u1, uz) = (¢52, h$?) ;
— Setck = (hy,u) ;
— Output crs* 2 ((opp, ck) and td 2
= The prover P%"(crs, (A, B, C, D), s):
- Pickr < Z, ;
— Set ¢ = (¢1,c9) = CS.Com(ck, s;7) = (ujgh, ushl), m := A", and o := B" ;
— Output = 2 (¢, m1,ma) ;
= The verifier V9% (crs, (A, B, C, D), r):
— Output 1 if and only if the following hold:
e(Cuy) - e(m, g2) = e(A, c1) ; e(C,up) - e(mi, ho) = e(A, c2) ;
e(D,uy) - e(ms, g2) = e(B, 1) ; e(D,uy) - e(ma, hy) = e(B, ca) ;

= The verifier simulator S%"(crs*; (A, B, C, D); td):
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- Pickr — Z, ;
- Setc¢* = (c1,¢2) = (g5, hhy), 7§ = A7C~*2,and 7 = B"D~**

— Output 7* 2 (c*, 75, m5);

Clearly, the simulated CRS is computationally indistinguishable from the real CRS based
on the IND-CPA security of the underlying EIGamal cryptosystem. We state the following
theorem without providing the proof since it can be directly derive from the generic GS
proof for the SXDH instantiation in [59] (cf. Definition 2.9).

Theorem 5.1. The protocol I'%" s a NIZK proof system for the language
£9% = {(A,B,C,D) e (Gy)" |3s: C = A* A D = B*},

i.,e. (A, B,C, D) isaDDH tuple. The NIZK proof has perfect completeness, perfect sound-
ness and computational zero-knowledge under the SXDH assumption.

5.2.7 NIZK OR Composition

In the ballot generation and tally decryption step of DEMOS-2, OR composition of the
NIZK proofs is needed, e.g., to show a lifted EIGamal ciphertext in (G,)? (resp. (G3)?) is
an encryption of 0 or 1. To achieve this, we adopt the correlated key generation technique
from [58]". The intuition is to use two tiers of NIZK proofs, where the CRS for the first
tier NIZK is given as the master CRS. To prove an OR composition of statements such
as r, v ...V x,, the prover first generates n second tier CRS’s, crsy,...,crs, and uses
the master CRS to show that at least one of them is a perfectly sound CRS; the prover
then uses the second tier CRS crs; to prove the statement z; for i € [n]. Since the prover
is able to generate n — 1 perfectly simulatable CRS’s with trapdoors, it can simulate any
n — 1 statements. On the other hand, at least one of the crs; is perfectly sound, so at
least one of the statement z; is valid. The ZK property directly implies the fact that it is
computationally hard to distinguish which CRS is perfectly sound.

More specifically, the prover gives n lifted EIGamal ciphertexts as the n second tier CRS,
and shows the product of them is an encryption of 1 using the DDH tuple NIZK described
in Subsection 5.2.6. Therefore, we can ensure that at least one of the CRS encrypts an
non-zero value. In the following, we describe two special cases of OR composition that
we apply in DEMOS-2.

5.2.7.1 Proving that a ciphertext encrypts 0 or 1

We describe the NIZK proof system T'/! for the ciphertext ¢ = Ency(b; ) € (G;)? encrypts
Oorl,ie. be{0,1}.

"We refer interested readers to [86] for more general NIZK composition via correlated key generation.
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= The CRS generator CRS.Gen"”!(1*):

— Use G, variant of Gengy (op,) to produce a master CRS crsp, in G ;

= The CRS simulator Sy’ (opp):

- Use G, variant of S3%"(y,) to produce a simulated CRS crs?, in G, and a trap-
door td ;

= The prover P! (crsp; (pk := (g1, f1), ¢); (b,7)):

- Pick oy, a0, 3 — Zy, ;

— Set hy == g5*, u® = (u( ) uéb)) (952, 92h3?),

and 1= = ("7 WP = (g as,has) :

— Set ck® := (hy, u®) and ck' ) = (hy, 1Y) ;

— Define crs®) := (o, ck™) and crs = := (g, ck' ™) ;

— Set (uy, uz) = u® - w179 € (Gy)?;
— Compute mgs < Provddh(crsm; (g2, ho, uy,us/g2); ag + ag) ;
— Set 7® «— Prov®®(crs®; (gy, f1, 1, ¢2/%);7) ;

and 717 « S9N (crs=b): (g1, f1,c1,c0/91 ") 3) ;

— Output 7 := (crs@, crs®, mgs, 7@, 7)) ;
= The verifier VY1 (crspy; (pk := (g1, f1),¢); T):

— Output 1 if and only if the following verify:

(i). Vrfyddh(crsm, (gz,hQ,U1,U2/92)a7Tcrs)=1 ;
(ii). Vriy*®(crs©, (g1, f1, c1, ¢2), (0)) =13
(iii). Vriy"™® (crs®, (g1, f1, 1, c2/g2), 7V) =

)
= The voter simulator S%*(crs?; (pk := (g1, f1), ¢); td):

— Pick 1, Olg, O3 <— Zp ;
= Sethy = g5, ul® = ()", 1) = (657, 5"),
and u® = (uf", ug") = (g5°, h%) :
— Set ck” := (hy,u®) and ckV) := (hy, uV) ;
— Define crs® := (opp, ck'™) and crs := (ay,, ck™) ;
— Set (uy, uz) = u® - uM e (Gy)?;
— Compute mgs < S9N (crs? ; (g2, ho, Uy, uz/go); td) ;
— Set 710 — S9N(crs©; (g1, f1,¢1,¢2); ) ;
and 7 — S9N (crs(V; (g1, fi,c1,c0/q1); as) ;
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~ Output 7* := (crs@, crstV), mors, %, V) ;

Theorem 5.2. The protocol I'"/! is a NIZK proof system for c encrypts 0 or 1. The NIZK
proof has perfect completeness, perfect soundness and computational zero-knowledge
under the SXDH assumption.

Proof.

1. Perfect completeness. It directly follows from the completeness and simulatability of
the underlying NIZK proof 9",

2. Perfect soundness. The prover generates two CRSs, crs(” and crs'™), and uses %"
to show that the product of them is lifted EIGamal encryption of 1. Since I'" is perfect
sound, it is sure that at least one CRS encrypts to a non-zero value. By simultaneously
showing the given ciphertext ¢ is encryption of 0 and 1 with respect to crs(” and crs(V), we
guarantee that ¢ encrypts either 0 or 1.

3. Computational ZK. It is straightforward that if the SXDH assumption holds, then crs(®
and crs(Y) are computationally indistinguishable (hence DDH is hard for G,) and the simu-
lated CRS crs?, is computationally indistinguishable from the real one crs,,. Moreover, the
I js computationally zero-knowledge, so all the simulated sub-proofs are indistinguish-
able from the real ones. Therefore, 7* is computationally indistinguishable from . |

5.2.7.2 Proving that a ciphertext encrypts a value between min and max

Observe that this case is a generalization of I'%/*, where we set min = 0 and max = 1. The
description follows the lines of I'’/! where now we generate max — min +1 CRSs denoted
by crs(Mn) .. crs(M™)_ For j e [min, max], crs/) contains o, and the commitment key
ck"), which in turn consists of a random element 4, € G, and an EIGamal encryption of j,
1. We denote such NIZK proofs as ['™n/max_

5.2.8 Lapidot-Shamir Revisited

A critical point in the desing of DEMOS-A is the mecahnism that allows the EA to prove the
validity of cryptographic elements on the BB using X protocols. In particular, the EA posts
the commitment messages of X protocols in the BB before the election starts; During the
election, the verifier's challenge is jointly contributed by all the voters (1 bit per honest
voter); After the election ends, the EA then completes the X protocols by posting the
corresponding response messages in the BB. However, this technique has its limitations;
namely, the statement to be proven must be fixed before the election starts. In order to
prove a statement that is generated during or after the election, we need a generic 3-
move ZK protocol whose commitment message is independent of the statement, such as
the Lapidot-Shamir protocol? [74]. Unfortunately, one has to convert the original language

2Technically, the size of the commitment message of the Lapidot-Shamir protocol still depends on the
statement.
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» P —V:crs” and TS {z : CRS.Gen*(1%;2) = crsﬁ}

m)V —>P.c

a P Via, 7w NIZK{ors®; (w) : (z,w) € R} and 5973 {z . CRS.Gen (1% 2) = crsﬁ}

Figure 5.1: The message structure of the composed 3-move ZK for L.

to Hamiltonian cycle in order to use the Lapidot-Shamir protocol, so it is very inefficient in
practice.

To resolve this issue, we propose a new Lapidot-Shamir like 3-move ZK framework where
the prover’s first move does not depend on the statement to be proven. The idea is to com-
bine a 3-move public coin HVZK protocol with a perfectly sound NIZK proof. For notation
simplicity, we will use X protocol notation for such 3-move public coin HVZK protocols, but
we emphasise that the special soundness and special ZK properties are not necessary
for our composition.Let I'* be a perfectly sound NIZK proof system for some NP language

L with witness relation R, and let
yors {z : CRS.Gen“(1%; 2) = crsﬁ}

be a X protocol to show the given crs” is a perfectly sound CRS. The message structure
of the composed 3-move ZK protocol between the prover P and the verifier VV is depicted in
Figure 5.1. In the first move, the prover P generates a NIZK CRS crs* and sends it to the

verifier V together with the commitment message of £ {z : CRS.Gen”(1*; 2) = crsﬁ}. In

the second move the verifier V gives the challenge c. In the third move, the prover P fixes
the statement = € £ and computes the NIZK proof, 7 «— NIZK {crs*; (w) : (z,w) € R},
for . Subsequently, P sends to V the statement x, the NIZK proof 7, and the response

message of XS {z : CRS.Gen”(1*; 2) = crsﬁ}. Finally, V accepts the proof if

(i). (2‘({3 {z : CRS.Gen”(1*; 2) = crs‘} ,Ch, %8 {z : CRS.Gen”(1*; 2) = crs‘}) is a
valid X protocol transcript and

(ii). V*(crs*, z, ) = accept .

Theorem 5.3. Let I'* be a perfectly complete, perfectly sound, and computationally zero-
knowledge NIZK proof system for language L, and let ¥:°* {z : CRS.Genﬁ(l*; z) = crsﬁ}

be a 3-move public coin HVZK protocol with perfectly completeness, statistical soundness,
and computational ZK. The composed 3-move public coin HVZK protocol for language L
in Figure 5.1 achieves perfect completeness, statistical soundness, and computational
ZK.
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Proof.

1. Perfect completeness. It directly follows from the perfect completeness properties of
both TX and £ {z . CRS.Gen’(1%; 2) = crsﬁ}.

2. Perfect soundness. Since > {z : CRS.Gen”(1*; 2) = crsﬁ} is statistically sound, crs*

is a perfectly sound CRS with overwhelming probability. When crs” is a perfectly sound
CRS, no adversary can produce a fake 7* to make the verifier accept an invalid z* ¢ £
such that V*(crs*, z*, 7*) = accept. Hence, the composed ZK is statistically sound.

3. Computational ZK. The simulatable CRS crs* generated by Sk (ovp) is computationally
indistinguishable from a perfectly sound CRS. From the computationally zero-knowledge
properties of both I'* and X°® {z : CRS.Gen*(1*;2) = crsﬁ}, it is easy to see that the
simulated composed ZK proof is computationally indistinguishable from a real one. |

5.3 Description of DEMOS-2

According to the syntax in Section 3.1, DEMOS-2, built upon the cryptographic primitives
presented in Section 5.2, consists of the following protocols and algorithms. Throughout
our description we use 1%, £ to denote the commitment message and 7%, 2" to

denote the response message of a Schnorr protocol and a CP proof respectively.

The Setup(1*,0,V,U, T) protocol :

The election parameters generation does not require the interaction between the trustees,
and each trustee T; only needs to interact with the EA. At first, the EA generates and
then sends a random 128-bit credential to each trustee inviting them to setup the election
parameters. Next, the interaction is completed two rounds. In particular,

» Each trustee T; performs the following:

— Pick random o, 3; < Zy ;
— Set hl,i = g?i and UQ,; = glﬁi X

— Post/Append hq ;,ug,; to the public election parameters on the BB together with
the following > commitment messages:

2999 () s g = 0} s 5999 {(8) uni = ') 5
» The EA computes and posts in the BB:

— pk £ (g1, 7y = [Ty hii) s

k .
- U = Hizl UG »
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» Each trustee T; performs the following:

— Pick random v; < Z, ;
— Set Ul = gYi and U = ugz ;

— Post/Append uy ;, uz; to the public election parameters on the BB together with
the following ¥ commitment message:

o SIM{(n) ruri =g Auzg =ud'};

Upon termination, each trustee T; keep its working tape as its private state st;. After all the
trustees have participated in Setup, the EA:

» Computes ck = (uy, (]_[f:1 U1, g1 - ]_[f:1 u2,i));

» Posts master CRS crsp, 2 (obp, k) on the BB;

Generating Voters’ Private Information. For every voter V,, i € [n], the election server
generates (i) the voter ID, vid, € G, by selecting a random group element in G, and (ii)

a freshly generated random 128-bit authentication code s,. It distributes cr, 2 (vidy, s¢),
¢ € [n] to all the voters and provides VC with {cr} .

The Cast protocol :

The voting supporting device VSD, of V, fetches election parameters from the BB and
works as a “voting booth”. The VSD, shows the election question and a list of options to
the voter V,. The voter V, can select = € [mmin, mmax| Options and let the VSD, prepare
the ballots. Lete = (eq, es. .., e,,) be the characteristic vector corresponding to the voter’s
selection, where ¢; = 1 if the option opt; is selected and e; = 0 otherwise. The VSD,
prepares two versions of the ballot that encrypts the same option selection as follows.

» Forje{1,2,... ,m}:

— Pick random 7 oy, 75 (1) < Zy;

J?
- Compute ¢ = (¢}, ¢{3) = (47" g7 hY"");
DDy = (67, g7 B,

— Compute ¢! = (c}

J

0)
2
1)
oF:

» Given a cryptographic hash function hash, compute two strings of individual audit
information:

— auditp) = hash(eid, vid,, ‘A, cﬁ‘”, cee 07(72));

— audit(y) = hash(eid, vid,, B, c{", ..., ci);
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Namely, VSD, presents to the voter the individual audit information for both A and B ver-
sions of the ballot, audit ), and audit.;); meanwhile, it displays two buttons labelled as ‘A
and ‘B’ respectively. The voter should keep the individual audit information and then ran-
domly choose one of the buttons to proceed. Suppose the voter chooses ‘A’ (resp. ‘B’);
then, VSD, opens the version B (resp. A) of the ballot by revealing the randomness used
to create all the ciphertexts in version B (resp. A), 71 1), ..., Tm,1) (T€SP. T1,0),- - - Tm,(0))-
The voter can export the data and use any third-party auditing software to perform the
check.

Next, VSD, prepares the NIZK proofs for the version A of the ballot (the computation for
version B is similar); for j € [m], it computes the I'/! NIZK proofs (cf. Subsection 5.2.7.1)

7TJ(<O) «— NIZK{CrSm; (€j7rj,(0)) : C;»O) = EnCpk(ej; Tj(())) A €5 € {0, 1} } .

Note that in above I'%! NIZK proofs, P! uses the vid, as the h, in the description of
Section 5.2.7.1 instead of generating a fresh hy, = ¢5* for crs(®) and crs™™) every time. It

then sets ¥ = 1, C§0>’ e =" ¢, and rg = X 1@, and computes the [omin / max
NIZK proof

20 NIZK{CrSm; (e,r0) : 0 — Encek(e;r@)) A ee [mmin,mmax]} )

VSD, submits the ballot B, 2 <vidg, KA 7Y w<0>> along with the authentication
code s, of V, to the VC. Subsequently, VC verifies the validity of s, and if so, it posts B,
in the BB. The voter’s individual audit information is defined as audit, 2 (vidg, ‘A, auditg))
(resp. audit, 2 (vidg, ‘A, audit(;))) assuming version A (resp. B) of the ballot was selected
during the Cast protocol.

The Tally protocol :

Producing the Sigma Protocols Challenge. After the voting phase is finished, the voters’
coins are collected to produce the Sigma protocol challenge. On the BB, everyone can
identify the version of each submitted ballot. We interpret ‘A’ as 0, ‘B’ and 1, and if the
voter did not submit a ballot, his coin is fixed as 0. Denote p; as the voter V;’s coin and
p = (p1,p2,--.,pn). As in DEMOS-A, the voters’ coins can be modelled as an adaptive
non-oblivious bit fixing source. Nevertheless, we still want to produce a single challenge
if only computationally bounded adversaries are considered. Assume that there is no
known algorithm that can find a collision of hash within 22¢ expected steps. We compute
the challenge Ch < hash(p). By Theorem 5.1, if H,,(p) > &, then H,(hash(p)) > &.

Finalizing the Election. The VC computes the tally ciphertexts by multiplying all the valid
submitted ciphertexts for each option on the BB. The tally ciphertexts are denoted by
(Er,...,Ey), where E; = (E;1, E;,). Next, each trustee T; fetches all the posted informa-
tion from BB and checks its consistency and executes the following steps:

» It computes and posts the following response messages in the BB:
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- Zdlog {(%) hu — gixi};

- zdlog {(@Z) Ug; = glﬁz};

= S () s = 3 A = )
» Forje{l,...,m}:

— It computes and posts the partial decryption D;; = E7 together with the 7"
NIZK proof

Tji < NIZK{CrSm; (")/Z) . h‘l,i = g’le VAN Dj,i = E‘Zzl} .

After all the trustees partial decryption of the tally ciphertexts has been posted, the VC,

for j € [m], computes
= log,, ( JQ/HD”> .

The discrete logarithm can be solved in approximately </n steps, given the knowledge that
R; € [0,n], as there are maximum n possible votes for each option in total. It then posts
the final tally R = (R, ..., R,,) in the BB.

The Result(7) algorithm :

Given the BB data posted by the trustees, the values Ry, ..., R,, can be computed by any
party.

The Verify(r, audit,) algorithm :

After the Setup protocol, each trustee T; is able to check the consistency between the
posted election parameters on the BB and its private state st;. The voter checks the
following:

1. There is a unique ballot B, indexed by vid, in the election transcript info.
2. The data in B, hashes to the rec,.

3. There is no duplicated ciphertexts and NIZK proofs across the entire election tran-
script info.

4. All the NIZK proofs in each ballot B, uses vid, as a part of the second layer CRS’s.
5. All the ¥ and NIZK proofs are valid.

5.3.1 Correctness of DEMOS-2

Assuming, that all parties are honest, the correctness of DEMOS-2 follows from the cor-
rectness of the dual EIGamal commitment and the threshold EIGamal cryptosystems, as
well as the completeness of the underlying > protocols and NIZK proofs.
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5.4 EZ2E Verifiability of DEMOS-2

For simplicity, our analysis is for 1-out-of-m elections, and it can be easily extended to z-
out-of-m cases. Our proof strategy follows the lines of Theorem 4.4, as DEMOS-2 shares
many common elements with DEMOS-A. The main difference is that even though still in
the standard model, E2E verifiability in DEMOS-2 holds as long as the applied crypto-
graphic hash function is collision resistant.

5.4.1 Attacks on verifiability

Besides the trivial attacks that the adversary may follow, i.e. the ones that will be de-
tected with certainty (e.g. malformed or unreadable election transcript) and violating the
collision resistance of the hash function, the meaningful types of attack that an adversary
may launch against DEMOS-2 include attacks on the NIZK proofs and the modification
and clash attacks already described in the security analysis of DEMOS-A (cf. Subsec-
tion 5.4.1), now adopted to the client-side encryption setting.

n NIZK attack: the adversary attempts to generate a malformed ballot that contains
invalid ciphertexts (e.g., multiple votes for some specific candidate) or post invalid
partial decryption shares. This attack can be prevented by the soundness of the
[rddh T0/1 min/max N|ZK proofs. The proof verification is done via a trusted auditing
supporting device (ASD).

» Modification attack: the adversary modifies one of the versions of the honest voters’
ballots when it was produced on the VSD by encrypting a valid vote but for a different
option than the one the voter intended. This attack is successful only if the voter
chooses to submit the modified version. The deviation achieved by this type of attack
is at most 1, whereas the probability of detection is 1/2.

n Clash attack: the adversary assigns the same vid to y honest voters so that the
adversary can inject y — 1 ballots. This attack is successful only if all the y voters
verify the same ballot on the BB and hence miss the injected votes that produce the
tally deviation. The maximum deviation achieved by this attack is y — 1, whereas the
probability of detection is 1 — 2¢~! (at least two out of the y voters choose a different
version to vote).

Remark 5.1 (Completeness of the attack list). The above list exhausts all possible at-
tack strategies against DEMOS-2. This is because if all ballots and BB data are consis-
tently generated and all ballot information is tabulated in the BB indexed, the adversary
can only perform a combination of modification and clash attacks on the honest votes.
If no such combination occurs, then all honestly cast votes are in correct (yet unknown)
one-to-one correspondence with the BB audit data, hence by the perfect correctness of
the EIGamal TPKE scheme, the opening of the homomorphic tally matches the intended
result.
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5.4.2 End-to-end verifiability theorem

Having described all possible attack scenarios, we prove the E2E verifiability of DEMOS-2
in the following theorem.

Theorem 5.4. DEMOS-2 run with n voters, m candidates and k trustees achieves E2E
verifiability for at least § honest successful voters and tally deviation & with error 2—° 4279 4
negl()\) , unless there is an algorithm that can find a collision for hash : {0,1}* — {0,1}*
within 22° expected number of steps with more than negl(\) probability.

Proof. Recallthatin the E2E verifiability threat model (cf. Section 3.3), only BB is assumed
to be honest, while the rest administration entities are controlled by the adversary. Hence,
the voter ID, vid,, may not necessarily be unique, and the adversary is allowed to change
the content on the BB arbitrarily before the Tally protocol starts. Nevertheless, we can
assume all the Sigma protocols and the NIZK proofs on the BB are valid if there is at least
one honest voter that performs verification. We first construct a vote extractor £ for our
system as follows:

Construction of the vote extractor for DEMQOS-2 :

£ on input 7 and the set of individual audit information {auditg}veevm, where Vs is the
set of the honest voters that voted successfully, operates as follows:

The vote extractor (7, {audit;},,, ) for DEMOS-2

1. Let t < |Vsucc| be the number of different tags that appear in {auditg}wEvsum. This
implies that the ballot audit for all voters in V¢ focuses on a list of ¢ tabulated ballots
on the BB (thus, an adversary may inject |Vs,cc| — t ballots for candidate selections of
its choice that will be counted in the final tally as if they were honest).

2. If Result(7) = L (i.e., the transcript is not meaningful), then £ outputs L.

3. For all the corrupted voters V;, € V\Vsuce, € extracts U, by exhaustive search over the
ElGamal ciphertexts in the ballot B,.

4. & outputs Up)v,ev\ VeV

Based on the above vote extractor, we now prove the E2E verifiability of our scheme.
Assume an adversary A that wins the game G7;2”°(1*,m,n, k) described in Figure 3.1.
Namely, A breaks E2E verifiability by allowing at least 6§ honest successful voters and
achieving tally deviation ¢.

Let F' be the event that there exists one tallied ciphertext that encrypts e* ¢ ¢{. By The-
orems 5.1 and 5.2, all the NIZK proofs are perfectly sound. Hence, the adversary needs
to break the soundness of at least one of the Sigma protocols to make event F' occur.
By Lemma 5.1 and since the voters’ coins have min entropy 6, the Sigma protocols chal-
lenge hash(p) should also have min entropy 6, unless there is an algorithm that can find
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a collision for hash in 22 expected number of steps. Hence, each Sigma protocol has
soundness error no more than 279, Therefore,

PriGee® (1 mn,k)=1|F] <277, (5.1)

Now assume that F' does not occur. In this case, the deviation from the intended result
that A achieves, derives only by miscounting the honest votes. This may be achieved if
A performs combinations of modification and clash attacks.

Recall that each honest voter should select one of the two versions of the ballot at random,
and the other version will be opened for auditing. Hence, the success probability of x
deviation via modification attacks is 27*. With regard to the clash attacks, similarly, it is
easy to see that the success probability to clash y honest voters without being detected is
2-w=1 (all y honest voters choose the same version to vote). Given that F does not occur
the total tally deviation achieved is = + y > 0. Therefore, the upper bound of the success
probability of A when F' does not occur is

PrGee® (1, mn,k) =1 | —F] <27 <279, (5.2)
By Eq. (5.1), (5.2), we have the overall probability

Pr [G“éz’é’é’e(l)‘, m,n, k) = 1} <2049,

5.5 Simulation-based Voter Privacy/PCR of DEMOS-2

DEMOS-2 achieves simulation-based voter privacy/PCR according to Definition 3.5. Simi-
larly to DEMOS-A, complexity leveraging is deployed. Specifically, we choose the security
parameters such that breaking the SXDH assumption of Geny, and finding a collision for
hash is much harder than guessing the challenge of the X protocols. Before, proving our
simulation-based privacy theorem, we provide formal arguments of the non-malleability
of the NIZK proofs used in DEMOS-2, which protects the system form replay attacks,
analogous to the ones pointed out in [39] for the case of Helios e-voting system [2].

5.5.1 On the non-malleability of the NIZK Proofs

It is well-known that Groth-Sahai proofs [59] are malleable with respect to the same CRS.
More specifically, given a GS proof, = for statement = w.r.t. crs, anyone can re-randomise
the proof to produce a distinct proof 7* for = respect to crs. To prevent replay attacks [39],
all the duplicated ciphertexts shall be removed. However, the adversary can still copy and
re-randomise some honest voters’ ciphertexts as well as their attached NIZK proofs if the
same CRS is used among all the voters. To address this issue, each voter is required to
use a distinct vid, as a part of her second layer CRSs.
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Regarding privacy, recall that we assume the election servers (EA and BB) are honest; in
particular, all the voter ID’s {vid,} ., should be generated honestly such that no one knows
the discrete logarithms: log,, (vidgg for all ¢ € [n] and log,iq, (Vidy,) for all ¢ # £; € [n]. We
show that, given ¢ = Enc(b) for an unknown b € {0, 1} together with a proof = generated
by the NIZK proof system I'%/! using vid;, no PPT adversary can produce ¢ = Enc, (b),
where pk’ # pk, and 7 that includes vid, as a part of its second layer CRS’s with non-

negligible probability.

Recall that in the NIZK proof system I'%/! (cf. Subsection 5.2.7.1), the prover generates
crs(® and crs™ and via a DDH NIZK proof I'%" (cf.Subsection 5.2.6), shows that the ci-
phertext ¢ encrypts 0 using crs® and c encrypts 1 using crs(). Since I'" proof is perfectly
sound, if ¢ encrypts b, the proof that uses crs®) must be perfectly sound and the proof that
uses crs('~?) must be simulatable. By the description of the NIZK proof system 1'% crs(®)
and crs(!~" must be encryptions of 1 and 0 respectively under the “public key”, pk, = vid;.
Similarly, in 7, cis” and crs" ™ must be encryptions of 1 and 0 respectively under the
“public key”, pk, = vid,. Hence, the non-malleability problem is reduced to the following
theorem.

Lemma 5.2. Given randomly chosen pk,, pk, and ¢, = Ency, (x), c1 = Ency, (1 — ) for
unknown x € {0, 1}, the probability that a PPT adversary A produces ¢, = Encp, (),
¢1 = Encpy, (1 — ) is negligible, if the underlying encryption scheme is IND-CPA secure.

Proof. The proof is via reduction. Assume there is a PPT adversary .4 who can produce
¢o = Ency, (), &1 = Ency, (1 — x). Then, we can construct an adversary 3 who can win
the IND-CPA game of the underlying encryption scheme as follows:

1. In the IND-CPA game, B is given pk; and it sends z, = 0,z; = 1 to the IND-CPA
challenger Ch™. B will receive ¢, = Ency, () from Ch™ and will be challenged to
guess b.

2. B computes ¢; = Ency, (1)/co = Encpk, (1 — ) and generates (sk,, pk,).

3. Next, B sends ¢y, ¢1, pk; and pk, to .A. Upon receiving ¢, and ¢, from A4, it decrypts
Co and ¢;.

4. Finally, B sends V' to C, if ¢; and ¢, are indeed encryptions of &’ and 1 — ¥/, otherwise
it sends random ¥ «— {0, 1} to Ch"™.

Clearly, B wins when A succeeds (i.e., ¢, and ¢, are indeed encryptions of 4" and 1 — t').
Therefore if the probability that A wins is p, we have that

Pr[B wins] = Pr[.A succeeds] - Pr[B wins|.A succeeds] + Pr|A fails] - Pr[B wins|.A fails] =
—p-14+(1—p)-1/2=1/2+4p/2.

Consequently, if the underlying encryption scheme is IND-CPA secure, then p must be a
negligible value. u
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5.5.2 Simulation-based voter privacy/PCR theorem

Theorem 5.5. Assume an election run of DEMOS-2 with n voters, m candidates and k
trustees. Assume there exists a constant k, 0 < x < 1 such that for any 2*" -time adversary
A the advantage of breaking the SXDH assumption of the bilinear group generator BGGen
is negl(\). Then, for every constant ' s.t. 0 < k' < x and every t < \*, DEMOS-2
achieves (k — 1, t)-simulation based voter privacy/PCR.

Proof. Given a 2*"-time adversary A against the k-privacy of DEMOS-2, we construct a
simulator S s.t. IDEAL%,, s =(A) and REALy 4 z(\) are computationally ingistinguishable.
Let 7}, be the honest trustee and V., be the set of voters that A corrupts. W.l.o.g., we
assume that .A completes the real-world experiment with some non-negligible probability
p. Indeed, if A almost always aborts, then we can construct a simulator for A that also
aborts with overwhelming probability.

The construction of view simulator S :

The simulator S executes the following stages:

1. Casting of honest votes in the ideal experiment.

Upon receiving (sid, vote, O, V,U) from Fy, S does not initiate the real world simulation
of an execution of DEMOS-2 for A until all honest votes in the ideal experiment have cast
their votes. Namely, when S receives (sid, cast, V) from Fyyy, it directly replies with the
same message (sid, cast, V).

2. First run: activating A .

After all ideal honest voters have cast their votes, S activates A in the first run of a real
world simulation. If A aborts at any moment of the first run, then S stops the simulation
and provides the environment with A’s output.

Specifically, S simulates the Setup protocol in DEMOS-2 playing the role of the BB. It
generates 7 = {11, ...,T;} and allows A to corrupt all the trustees except from 7;,. When
simulating the steps of 7},, S performs the following modifications: it sets us ), = uJ"/¢; and
simulates a proof for the fake DDH relation of (g1, ug, u1 5, ua ). As aresult, the master CRS
crsy, consists of the bilinear group parameters oy, and the commitment key:

o2 (uo ([ Jons -] Jon) = (oo (-  [] )t/ =

i\ {w)
k
- (U()’ (g¥7 Ug)), where ¥ = Z Vi .
=1

Therefore, ck contains an encryption of 0 under v, (instead of an encryption of 1, as in
the normal execution), thus the master CRS crs,, is perfectly simulatable. Note that the
witnesses ~;, i € [k]\{w} are not yet known to S. Once all the trustees have completed

T. Zacharias 144



The DEMOS family of e-voting systems: End-to-end verifiable elections in the standard model

their Setup, S generates vid, such that d, = log,, (vidy) is known to S. Then, it sends the
credentials to all the voters.

Next, S selects all the voters’ coins (including both honest and corrupted voters) at random,
denoted as p = (p1,...,pn) € {0,1}" and produces the challenge of the Sigma protocols
using p.

During the Cast protocol, S plays the role of the EA and BB. For every honest voter
Vi ¢ Veorr, S €xecutes a Cast protocol on behalf of V, for some fixed and invalid input (i.e.
not a candidate selection) U ¢ U. In the Cast protocol, S uses the pre-generated coins
p1,-- -, pn to simulate the NIZK proofs for U ¢ U. In case the corrupted voters’ coins do
not match the pre-generated (guessed) coins, S rewinds the state of A at the beginning
of the Cast protocol and starts over the voting phase. After all the voters have cast their
ballots, S plays the role of the EA and T}, interacting with the corrupted trustees in the Tally
protocol. Importantly, S sends suitably long messages to EA to fake the Tally interaction
for T;,. Due to the secure channel between T), and the EA, A cannot tell whether 7},’s Tally
protocol is fake.

After all the corrupted trustees finish the Tally protocol, S does not post their tally mes-
sages to the BB. Instead, it operates as follows.

3. Second run: extracting the adversarial witnesses in the real world experiment.

S stores the set of the transcripts of all the X protocols . Then, it rewinds the state of A
at the beginning of the Cast protocol and begins a second run of the simulation from that
start of the voting phase. If A aborts at any moment of the second run, then S stops the
simulation and starts a fresh real world simulation, thus returning to the beginning of a
new first run as before. Otherwise, the second run simulation proceeds as follows:

(i). The voting phase is executed again as in the first run using the pre-generated coins
p1,-- -, pn @nd rewinded if the corrupted voters’ coins do not match the guess. If there
is a hash collision of the fresh challenge of the ¥ protocol with that of the first run,
then S aborts.

(ii). S completes normally the rest of the simulation until all the corrupted trustees finish
the Tally protocol.

As aresult, if the second run is completed successfully, S obtains another set of the tran-
scripts of all the X protocols with a different challenge. Subsequently, S utilises the knowl-
edge extractor of the X protocol to extract all the corrupted trustees’ withesses «;, 5;, i,
i € [k]\{w}. Upon witness extraction, S computes v = Zle 7v:- Recall that now the mas-
ter CRS crs,, contains an encryption of 0, thus it is perfectly simulatable using v as the
trapdoor.

4. Extracting and forwarding the adversarial votes to Fyy.

After extracting the adversarial witnesses, S is able to learn all the adversarial votes.
Namely, for every corrupted voter V,, S uses d, to decrypt all the ciphertexts in her ballot
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B, on the BB, and thus determine /,. Note that U/, ¢ U, otherwise then S would have
discarded the ballot at the voting phase. Then, S sends (sid, cast, V,, U;) to Fpriy-

5. Finalizing the real world experiment.

S sends (sid, tally) to Fpiy. Upon receiving the election result R = (R, ..., R,,) from Fpy,
S computes D%, = E;/(g; - E?{*h “") for j € [m] and simulates the corresponding NIZK
proofs 77, j = 1,...,m. Finally, S posts D7, on the BB.

To complete the proof, we need the following two claims:
Claim 5.5.1: With high probability, S will terminate successfully in 0(2”/ -poly())) steps.

Proof of Claim 5.5.1: It suffices to show that (i) the probability S runs in w(2”’“/ - poly (X))

steps is negligible and (i:) the probability S will abort in 0(2””/ -poly()\)) steps is negligible.
We anayse both cases:

(4). The probability S runs in w(2”l - poly())) steps is negligible.

Let p be the npn-negligible probability that A does not abort the real world experiment.
By the computational indistinguishability of the simulated CRS, the probability that A suc-
cessfully completes the first run of the simulated experiment is at least p — negl(\). By
a standard application of the Splitting Lemma, the probability that .A will not abort in a
rewinded execution is at least p?/4 — negl()\). Therefore, the probability that A will com-
plete at least one-out-of N rewinding attempts of S is at least

1= (1- (*/4—neg(\)" =1 e F + negl(n).

Therefore, for N = 2\, S runs in 22 - poly()\) + 2¢ - poly(\) = 0(2*”' - poly())) steps

with at least 1 — e‘# + negl(\) probability. Since, p is non-negligible, this probability is
overwhelming.

(i1). The probability S will abort in 0(2”/ -poly())) steps is negligible.

By construction, S will abort either because (ii.a) some fresh challenge hashes to the
same value as the one in the first run, or (i:.b) some extracted adversarial vote is invalid,
i.e. notin /. By the statement of the theorem, the expected number of steps for a hash
collision is 2" = w(2\" - poly()\)), so case (ii.a) happens with negligible probability. More-
over, in order for extracted U, ¢ U for some corrupted voter V, to happen, the adversary A
must have managed to either break the soundness of the underlying NIZK proof system
or ‘copy’ one of the honest voter’s ciphertexts by re-randomizing them. According to The-
orems 5.2, 5.4 and Lemma 5.2, both events happen with negligible probability, hence so
does case (ii.b).

(End of Claim) H
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The reduction to the SXDH assumption :

By Claim 5.5.1, we can assume that S terminates successfully in 0(2”/ : poly()\)) steps,
inserting only a negligible error. Using this as a fact, we show that if the lifted ElIGamal
is IND-CPA secure, then the protocol view created by S is indistinguishable from the real
execution. Note that IND-CPA security of the EIGamal implies that SXDH assumption
holds. Given an adversary A who can distinguish the protocol view simulated by S, we
can construct an adversary B who can break the IND-CPA game. Indeed, in the reduction,
when B receives the public key, we will post it as h; (., in the Setup protocol, simulating
the Dlog Sigma protocol. B then sends my = 0,m; = 1 to the IND-CPA challenger. When
receiving a ciphertext ¢ = (c1,c¢2), B can transfer the ciphertext under public key hy ()
to be a ciphertext under the public key h; and use it in the honest voters’ ballots. The
transformation: ¢ = (¢, ¢ - glz”“" “"). Clearly, ¢ and ¢ encrypts the same message under
different public keys. If the adversary A can distinguish the honest voters’ ballots, then
the adversary B distinguish the IND-CPA challenge with running time N poly(\) < 227,
for sufficiently large .

Remark. As in DEMOS-A, we use complexity leveraging to argue privacy which means
k < A. But for any desired & we can always choose a suitable security parameter \ such
that the system is k-private. In most real world elections (e.g., national elections) privacy
is only guaranteed between hundreds or a few thousands voters that belong to a precinct.
If one wants to achieve privacy nation-wide as well, it is still possible to use our scheme
efficiently with the following modification: the trustees, each one individually, will perform
a Sigma OR proof that either their published parameter is properly generated or that they
know a preimage of a one-way hash function of the coins of the voters (this should be done
using a Lapidot-Shamir like proof since the statement is not determined fully before the first
move of the protocol). In the privacy proof the simulator can use complexity leveraging
to find such preimage in time independent of the number of corrupted voters and thus
complete the simulation in time proportional to breaking the one-way function.

5.6 Discussion

DEMOS-2 promises to tackle the scalabality limitations of DEMOS-A, respecting the way
that the latter has paved, as far as security is concerned. Namely, DEMOS-2 is able to
handle large scale elections since EA is relieved from the heavy computational workload,
now transferred to the voters’ VSDs independent of n. This is achieved while E2E ver-
ifiability remains in the standard model (assuming only collision resistance of the hash
function), while voter privacy/PCR is proven in the presumably stronger simulation-based
setting. Evidence on the efficiency of DEMOS-2 at the voting phase is provided in the
paragraph below.
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Benchmark results for DEMQOS-2 :

A prototype for DEMOS-2 was designed by Bingsheng Zhang in Django framework. Twit-
ter Bootstrap [17] was adopted for better user interface. All the cryptographic elements are
Base64 encoded and interchanged in JSON format. The hash function was instantiated
as SHA3 and CryptodS [79] served as its JavaScript implementation. The Type F pairing
groups [8] instantiated the asymmetric bilinear groups via jPBC [22] arithmetic on top of
SJCL [93] for basic big number arithmetic. The benchmark results in Table. 5.1 show the
time on a Mac Mini with 2.5 GHz Intel Core i5, 4GB RAM that a VSD (client) requires to
encrypt a vote and produce a ballot.

Table 5.1: Client-side vote encryption benchmarks for DEMOS-2.

m || Security | Version A&B | NIZK proof | Ballot Size
2 80 bits 399.4 ms 2239.2 ms 2.5 KB
10 80 bits 1913.5 ms 8210.4 ms 9.3 KB

The aforementioned argumentation does not imply that DEMOS-2 overshadows DEMOS-
Ain whole. As any client-side e-voting system, DEMOS-2 inherently appears weaknesses
that DEMOS-A avoids by its vote-code based nature. A main feature is that voting in
DEMOS-A can be run under minimum computational infrastructure, even at the worst case
scenario where no VSD is available 3. Beside, the VSD of every honest voter is responsible
for encrypting her vote, hence it must remain honest for privacy. On the other hand, the
ballot encoding in the setup phase DEMOS-A, leaks no information to an attacker that just
reads a vote-code. Consequently, as long as the working tape of the EA is destroyed after
setup, privacy in DEMOS-A is preserved against an all malicious setting during the online
voting phase (the adversary corrupts the VC and all the VSDs). In conclusion, DEMOS-A

and DEMOS-2 are complementary systems and together form a complete proposal for
secure E2E verifiable e-voting in the standard model. The decision on which of the two
systems is preferable is related to the concerned election setting.

3A notable example is the elections for the President of the New Democracy Greek party, where a system
crash at the online voting phase led to an abort of the first election run. This could be avoided in case a
vote-code based system like DEMOS-A was used, as voting could survive having voters submitting their
votes (vote-codes) in a paper-based manner.
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6. HELIOS AS AN E-VOTING CEREMONY

In this chapter, we present a thorough security analysis of the Helios e-voting system [2],
focusing on the importance of the human factor as modelled in the ceremony framework
introduced in Section 3.6. Helios is a web-based open-audit voting system deployed ex-
tensively in the real world, (e.g. the International Association of Cryptologic Research
(IACR), the Catholic University of Louvain, and Princeton University) that gives weight to
integrity preservation by incorporating a fusion of machine and human-oriented verifica-
tion mechanisms. For these reasons, Helios is an ideal case of study for the ceremony
security model.

We formally describe Helios e-voting ceremony according to the syntax in Section 3.6.3 (cf.
Section 6.2). Our description does not reflect the current implemented version of Helios,
as it adopts necessary minimum modifications to make Helios secure. For instance, we
ensure that each voter is given a unique identifier to prevent Helios from the clash attacks
introduced in [73]. In addition, we consider a hash function H(-) that all parties have
oracle access to, used for committing to election information and ballot generation, as
well as the Fiat-Shamir transformations [46] in the NIZK proofs that the system requires.
As we state below, in the generation of the NIZK proofs for ballot correctness, the unique
identifier is included in the hash to prevent replaying attacks presented in [39]. Moreover,
we apply strong Fiat-Shamir transformations, where the statement of the NIZK should also
be included in the hash. As shown in [15], strong Fiat-Shamir based NIZKs are simulation
sound extractable, while weak Fiat-Shamir based NIZKs make Helios vulnerable.

For consistency with our framework’s syntax, we assign the election preparation to the
EA and the vote collection to the VC. However, we stress that in Helios’s architecture
both these functionalities, as well as posting data in the BB, are entirely controlled by a
single administration entity, hence EA and VC are merged at a physical level. This detalil
leaves room for a critical implementation weakness, in the setting where the trustees are
not instructed to verify the correct posting of their partial public keys in the BB. Namely,
in the case where no honest trustee performs such verification, then a malicious EA may
act as man-in-the-middle (MitM) and replace the trustees’ partial public keys with ones it
adversarially generates, thus resulting to a total break of voters’ privacy. To provide a rich
description of the human behaviour in Helios, we model trustees by considering the event
that the trustee will or will not the verify the correct posting of its partial public key.

Subsequently, we study the security of Helios, modelled as an e-voting ceremony. Our
analysis focuses on the integrity aspect w.r.t. to the voting behaviour of the electorate (cf.
Section 6.3). In particular, we describe an adversarial strategy against the verifiabiilty of
Helios and prove that is effective against a specified class of assailable voter transducer
distributions. Then, we prove a feasibility of E2E verifiability of Helios, for another class of
resistant voter transducer definitions. To strenghten our argumentation, we comment on
the logical tightness of the two classes.

We illustrate our theoretic results on the integrity of Helios ceremony, by providing an ex-
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perimental evaluation from two different sources of human data where people used Helios
(cf. Section 6.4) : (i) the member elections of the Board of Directors of the International
Association for Cryptographic Research (IACR) and (ii) a non-binding poll among the stu-
dents of the Department of Informatics and Telecommunications (DI&T) of the University
of Athens. We report on the auditing behaviour of the participants as we measured it and
we discuss the effects on the level of certainty that can be given in each of the two elec-
tions. The message from our evaluation is a negative one: The behaviour profile of people
is not such that it can provide sufficient certainty on the correctness of the election result.
Given our negative results for actual human data we turn to simulated results for inves-
tigating the case when people are supposedly well trained. Even for a voter behaviour
distribution with supposedly relatively well trained voters our simulated experiment show
that the validity of the election result is sustained with rather low confidence.

Regarding secrecy, we prove that Helios achieves voter privacy/PCR under Definition 3.8
where the EA is honest (cf. Section 6.5). As a conclusion, we extend our approach to a
setting where the EA is malicious and describe our aforementioned MitM attack (cf. Sec-
tion 6.6). We propose trustee auditing as a countermeasure for this attack, thus inserting
human behaviour as a crucial parameter also for privacy.

6.1 Building Blocks of Helios

Before proceeding to our analysis, we recall the cryptographic tools that are applied in the
construction of Helios. These tools are also building bocks for DEMOS-2, therefore we
refer the reader to Section 6.1 for their detalied description

6.1.1 Cryptographic hash function

Helios uses a cryptographic hash function, modelled as a RO (cf. Subsection 2.3.1). As
a result Helios’s security is proven in the RO model.

6.1.2 Schnorr proof of knowledge of a DLOG

Given as parameters the description (G) of some multiplicative cyclic group G of prime
order ¢ and for some statement » = (g, k) € G?, the Schnorr protocol prover P on private
input w, convinces the verifier )V of knowledge of log, 1 = w. Helios is applying Fiat-Shamir
transformation [46], to transformed the Schnorr protocol into a NIZK proof of knowledge
of a DLOG in the RO model (cf. Subsection 2.3.4.3).
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6.1.3 Chaum-Pedersen proof of DLOG equality

A Chaum-Pedersen (CP) proof [31], is a X protocol for proving the equality of discrete
logarithms. Given as parameters the description (G) of some multiplicative cyclic group
G of prime order ¢ and for some statement x = (gy, ki, g2, h2) € G*, the prover P on
private input w, convinces the verifier V of the equality log,, 7, = log,, hy = w. Alterna-

tively, CP protocol can be seen as a proof that (g, h, g, iz) forms a DDH tuple. A CP proof
can be applied for proving the correct encryption of a standard (lifted) E/IGamal ciphertext
(C1,Cy) = (g*, g™ ht') over the group G, where g is a generator of G, h is the random ele-
ment in G used as public key, M is the plaintext and ¢ € Z, is the randomness used in the
encryption process.

Even more so, in the case of proving the correct encryption of some vote, the verifier
should be unaware of the encrypted plaintext, which is essentially the vote in encoded
form. Hence, ballot generation requires proving that a ciphertext is an encryption of some
valid encoding M; of election option opt;. without disclosing the actual encoded option.
For this reason, Helios utilises disjunctive CP proofs of correct encryption by instantiating
the disjunctive proof transformation technique introduced in [40] (cf. Subsection 2.3.4.3)
for the case of CP X protocol. Finally, as any ¥ protocol, CP proofs can be transformed
into a NIZK proof of DLOG equality in the RO model by applying Fiat-Shamir transforma-
tion [46].

6.1.4 Threshold ElIGamal encryption

As in DEMOS-2, Helios applies (k, k)-threshold EIGamal encryption for encrypted ballot
generation.

6.2 Syntax of Helios Ceremony

In this section, we present a formal description of Helios ceremony according to the syntax
provided in Section 3.6.3. For simplicity, we consider the case of 7-out-of-m elections,
where the set of allowed selections U/ is the collection of singletons, {{opt,}, ..., {opt,,}},
from the set of options O. We begin by defining the transducers that model the human
nodes in Helios.

The Helios’s transducers :

We define the collections of transducers MY, M, MCP that reflect the admissible be-
haviours of voters, trustees and the credential distributor CD respectively.

» The set of admissible voter transducers is denoted by MY := {Mi,c,a}jg[‘gé?’l}, where
g € N; The transducer 1}/, ., audits the ballot created by the VSD exactly « times

(using its ASD) and then submits the (i + 1)-th ballot created by the VSD; Upon
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successful termination, it outputs a individual audit information audit obtained from
the VSD; If the termination is not successful and ¢ = 1, M; ., outputs a special
symbol ‘Complain’ to complain about its failed engagement in the Cast ceremony.
In any case of termination, when a = 1, M, ., also outputs a special symbol ‘Audit’
and sends audit to the ASD. In order to guarantee termination, we limit the maximum
number of ballot audits by threshold q.

» The admissible trustee transducers are two and labelled as M, M (so that MT =
{MI,M['}). At a high level, both M and M{" will utilize the TSD to generate a
partial public/secret key pair in the Setup ceremony. However, only M will verify
the correct posting of its partial public key in the BB, whereas M will have no other
interaction with the election.

» The CD is required to check the validity of the credentials cry, ..., cr, generated by
the potentially malicious EA before distributing them. In Helios, we define the cre-
dential cr; := (ID;, t;), where ID; is a unique voter identity and ¢; is an authentication
token. The credential distributor first checks for all ¢, j € [n]: if ¢ # j then ID; # ID;,
and halts if the verification fails. Upon success, it randomly sends each voter V, a
credential though some human channels. Hence, we define the set of CD transduc-
ers as M® = {MZP}  where S, stands for all possible permutations [n] — [n].

Remark 6.1 (Modelling trustees in Helios). As described in the previous paragraph, we
model trustees’ behaviour by considering the event that the trustee will or will not the verify
the correct posting of its partial public key. This is done so that we capture the Helios’s
architecture possible privacy vulnerability, in the case where no honest trustee performs
such verification. Then, since there there is no way to authenticate the BB data (e.g. PKI
support), a malicious EA may act as man-in-the-middle and replace the trustees’ partial
public keys with ones it adversarially generates, thus resulting to a total break of voters’
privacy. Even though such an attack is not considered in our privacy threat model where
the EA is assumed honest, providing a rich description of the human behaviour in Helios,
sets a robust background for the study of privacy against a malicious EA. The MitM attack
against Helios is presented at length in Section 6.6.

We define the Helios ceremony quintuple (Setup, Cast, Tally, Result, Verify), using the
hash function H(-) as follows:

The Setup(1*,0,V,U,T) ceremony :

Each trustee transducer M, ¢ {MJ, M['},i=1,...,k sends signal to its TSD. The TSD
generates a pair of threshold ElGamal partial keys (pk;, sk;) and sends pk, together with
a Schnorr (strong Fiat-Shamir) NIZK proof of knowledge (cf. Section 6.1.2) of sk; to the
EA. In addition, the TSD returns a trustee secret s; := (H(pk;), sk;) to Ml:f If there is a
proof that EA does not verify, then EA aborts the protocol. Next, EA computes the election
public key pk = Hie[k] pk,. The public parameters, info, which include the election public
key pk and the partial public keys pky, ..., pk; as well as their NIZK proofs of knowledge
are posted in the BB by the EA.
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Subsequently, fori: = 1,...,k, if b, = 1, then Ml:f sends H(pk;) to its ASD, and the ASD
will fetch info from the BB to verify if there exists a partial public key pk, such that its hash
matches H (pk;).

Finally, the EA generates the voter credentials cry, ..., cr,,, where cr; := (ID;, ¢;), and ¢; is a
random authentication code. Then, forwards the credentials to the VC and the CD trans-
ducer M°P. The CD transducer MSP checks the uniqueness of each ID; and distributes
them to the voter transducers 1, ., ., for £ € [n], according to the permutation o over [n]
that specifies its behaviour.

The Cast ceremony :

For each voter V,, the corresponding transducer M, ., 4,
ballot auditing steps, where i, € [0,¢|. The input of M,
following steps are executed:

has a pre-defined number of i,
is (cry,Uy). For u € [ig], the

£,Ce,ae

1. M, ., S€NdS (ID;, Uy ) to its VSD, labelled as VSD,. Let opt;, be the option selection
of V,, i.e. U, = {opt;,}.

2. Forj=1,...,m, VSD, creates a ciphertext, C; ;, that is a lifted ElIGamal encryption
under pk of 1, if j = j, (the selected option position), or 0 otherwise. In addition,
it attaches a NIZK proof 7, ; showing that C;; is an encryption of 1 or 0. Finally,
an overall NIZK proof 7, is generated, showing that exactly one of these cipher-
texts is an encryption of 1. These proofs are strong Fiat-Shamir transformations of
disjunctive CP proofs (cf. Section 6.1.3). To generate the proofs, the unique iden-
tifier 1D, is included in the hash. The ballot generated is v, = {7, r,), where
Ui, = {(Cor,m1)s - (Comy Tem), ey @nd by, = H(¢,). The VSD responds to
M;, ¢,.a, With the ballot ¢ ,,.

3. Then, M;, ., ., sends a Benaloh audit request to VSD,. In turn, VSD, returns the ran-
domness r,, that was used to create the ballot ¢, ,,. The M;, ., ., sSends (1D, ¢y, 70.4,)
to its ASD, which will audit the validity of the ballot. If the verification fails, A, ., .,
halts. If the latter happens and ¢, = 1, M;, ., ., outputs a special symbol ‘Complain’,
otherwise it returns no output.

After the i,-th successfully Benaloh audit, //;, ., ., invokes VSD, to produce a new ballot 1,
as described in step 2 above; however, upon receiving vy, M;, ., ., NOW sends cr, to VSDy,,
indicating it to submit the ballot to the VC. The M, ., ., then outputs audit, := (ID,, ;). If
a¢ =1, M;, ., ., 8ls0 outputs a special symbol ‘Audit’ which indicates that it will send audit,
to ASD, which will audit the BB afterwards, as specified in the Verify algorithm below.

When VC receives a cast vote (cry, ¢,) from VSD,, it checks the validity of the credential
cr, and that ¢, is a well-formed ballot by verifying the NIZK proofs. If the check fails, then it
aborts the protocol. After voting ends, VC updates its state with the pairs {(¢, 1D/)}y, ey,
of cast votes and the associated identifiers, where Vs, is the set of voters that voted
successfully.
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The Tally ceremony

In the Tally ceremony, VC sends {tx}y,,, .. to all trustee transducers lei’s TSD, i =

1,...,k. Next, the TSD of each MbT i = 1,...,k, performs the following computation:
it constructs the product ciphertext C; = [,y Cej forj = 1,...,m. By the additive
homomorphic property of (lifted) ElGamal, each C; is a valid encryption of the number
of votes that the option opt; received. Then, the TSD uses sk; to produce the partial
decryption of all C;, denoted by x; and sends it to the VC along with NIZK proofs of
correct partial decryption. The latter are Fiat-Shamir transformations of CP proofs. If
there is a proof that VC does not verify, then it aborts the protocol. After all trustees finish
their computation, EA updates 7 with {(z},...,},)},;) and the NIZK proofs.

The Result(r) algorithm :

For each option opt;, the Result algorithm computes the number of votes, z;, that opt;
has received using the partial decryptions :):}, . ,:cf. The output of the algorithm is the
vector {xq,..., Tm).

The Verify(r, audit,) algorithm :

The algorithm Verify(r, audit,) outputs 1 if the following conditions hold:

1. The structure of 7 and all election information is correct (using info).
There exists a ballot in T, indexed by ID,, that contains the hash value ;.
The NIZK proofs for the correctness of all ballots in 7 verify.

The NIZK proofs for the correctness of all trustees’ partial decryptions verify.

o &~ w0

For j =1,...,m, z; is a decryption of C’, where C’ is the homomorphic ciphertext
created by multiplying the respective ciphertexts in the ballots published on the BB
(in an honest execution, C’; should be equal to C;).

6.3 EZ2E Verifiability of Helios e-Voting Ceremony

In a Helios e-voting ceremony, an auditor can check the correct construction of the ballots
and the valid decryption of the homomorphic tally by verifying the NIZK proofs. In our
analysis, it is sufficient to require that all NIZK proofs have negligible soundness error
¢(-) in the RO model. Note that in Section 6.2, we explicitly modify Helios to associate
ballots with the voters’ identities, otherwise a clash attack [73] would break verifiability.
For simplicity in presentation, we assume that the identifiers are created by the adversary,
i.e. the set {ID/},,, matches the set of voters V.

Throughout our analysis, we assume the honesty of the CD and thus the distribution of
the credentials is considered to be an arbitrary permutation over [n]. Since there are only
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two admissible trustee transducers M, M, the distribution of trustee transducers D is
set as the p-biased coin-flip below:

PriM] =

Dy

p, ifM=MT
{l—p, if M = MF (6.1)
Moreover, in the Cast ceremony, the ballots and individual audit information are produced
before the voters show their credentials to the system. Since the CD is honest, the ad-
versary is oblivious the the maps between the credentials to the voter transducers. The
credentials are only required when the voters want to submit their ballots, hence, accord-
ing to the discussion in Remark 3.4, we will consider only a universal voter transducer
distribution D in the case study of Helios. Namely, D, =--- =D,, = D.

6.3.1 Attacks on verifiability

As mentioned in the introduction of this section, we have modified Helios to prevent the
system from clash attacks [73]. For simplicity, we exclude all the trivial attacks that the
adversary may follow, i.e. the ones that will be detected with certainty (e.g. malformed or
unreadable voting interface and public information). Therefore, the meaningful types of
attack that an adversary may launch are the following:

m Collision attack: the adversary computes two votes which hash to the same value.
The collision resistance of the hash function H (-), prevents from these attacks except
from some negligible probability ¢ .

» /nvalid vote attack: the adversary creates a vote for some invalid plaintext, i.e. a
vector that does not encode a candidate selection (e.g., multiple votes for some
specific candidate). This attack can be prevented by the soundness of the NIZK
proofs, except from the negligible soundness error . The NIZK verification is done
via the voter’s ASD.

n VSD attack: the adversary creates a vote which is valid, but corresponds to different
selection than the one that the voter intended. A Benaloh audit atthe Cast ceremony
step can detect such an attack with certainty, as the randomness provided by the
VSD perfectly binds the plaintext with the audited EIGamal ciphertext.

n BB aftack: the adversary deletes/inserts an honest vote from/to the BB, or replaces
it with some other vote of its choice, after voting has ended. Assuming no hash
collisions, any such modification will be detected if the voter chooses to audit the BB
via her ASD.

m Invalid tally decryption attack: the adversary provides a decryption which is not the
plaintext that the homomorphic tally vector encrypts. The NIZK proofs of correct
decryption prevent this attack, except for a negligible soundness error e.

"This requires that H(-) has resistance to second preimage attacks.
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Remark 6.2 (Completeness of the attack list). 1t can be easily shown that the above
list exhausts all possible attack strategies against Helios in our threat model. Namely, in
an environment with no clash, collision and invalid encryption attacks, the set of votes is
in the correct (yet unknown) one-to-one correspondence with the set of voters, and all
votes reflect a valid candidate selection of the unique corresponding voter. As a result,
a suitably designed vote extractor will decrypt (in super-polynomial time) and output the
actual votes from the non-honest-and-successful voters, up to permutation. Consequently,
if no honest vote has been modified during and after voting, and the homomorphic tally of
the votes is correctly computed and decrypted, then the perfect binding of the plaintexts
and ciphertexts of EIGamal implies that the decryption of the tally is the intended election
result.

6.3.2 Attacking the verifiability of Helios e-voting ceremony

As explained in the previous subsection, any attempt of collision, invalid vote and invalid
tally decryption attacks has negligible probability of success for the adversary due to the
collision resistance of the hash function and the soundness of the ZK proofs. Therefore,
in a setting where no clash attacks are possible, the adversary’s chances to break ver-
ifiability rely on combinations of VSD and BB attacks. The probability of these attacks
being detected depends on the voter transducer distribution D which depicts their auditing
behaviour during and after voting. In the following theorem, we prove that the verifiability
of Helios is susceptible to VSD or/and BB attacks, when the voters sample from a class
of assailable voter transducer distributions.

Theorem 6.1 (Vulnerability of Helios ceremony). Assume an election run of Helios
with n voters, m candidates and k trustees. Let q,0,0,¢ €, where 0 < 0, ¢ < n and q is the
maximum number of Benaloh audits. Let D be a (universal) voter transducer distribution
s.t. for some k1, ko, K3, 11, 112 € [0, 1) at least one of the two following conditions holds:

(i). There is an i* € {0,...,q} that determines “vulnerable VSD auditing behaviour”.
Namely, (i.a) the probability that a voter executes at least i* Benaloh audits is 1 —
k1 AND (i.b) the probability that a voter, given that she has executed at least i*
Benaloh audits, will cast her vote after exactly i* Benaloh audits is 1 — ko AND (i.c)
the probability that a voter, given that she will execute exactly i* Benaloh audits, will
not complain in case of unsuccessful audit is k.

(i)). Thereisasubset J* < {0,...,q} thatdetermines “vulnerable BB auditing behaviour”.
Namely, (ii.a) the probability that a voter executes j Benaloh audits for some j € J* is
1—u1 AND (ii.b) for every j € J*, the probability that a voter, given she has executed
j Benaloh audits, will not audit the BB is at least 1 — .

Let D = (D,...,D,D™, ... D% DCP) be a transducer distribution vector where D =
Dg 1 =1,...,k, is the p;-biased coin-flip trustee transducer distribution in Eq. (6.1) for
arbitrary p; € [0,1] and DP is an arbitrary CD transducer distribution. Then, there is a
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PPT adversary A that wins the E2E verifiability ceremony game G&2P% (1% n, m, k) in

Figure 3.7 for any vote extractor £, any A € [0, 1) as follows:

» under condition (i), provided the parameters d, 0, ¢ satisfy:

0 < (1-AP(1— ko)1 —ki)n
<n—(14+A)(ky+A—Ar)(1—K1)n
=

0
¢ = (1+ A)r3(ko + A — Arp)(1 — k1)n

with probability of success at least| 1 — 56‘”35251%2

where 51 = (1 — A)(1 — k1)n and By = (ke — A + Aky)(1 — Ka) .

» under condition (ii), provided the parameter ¢ satisfies 6 < (1 — A)(1 — p1)n

2
with probability of success at least| (1 — e~ 1=#IP ) (1 — p,)°

Proof. We observe that when an adversary makes no voter corruptions, then the set
V\Vsuee CONtains only honest voters that did not complete the Cast ceremony success-
fully. Therefore, the election result w.r.t. V\Vs,c is zero, so in our analysis we can fix
the trivial vote extractor £ that outputs the zero vector of length |V\Vsucc|- By definition, if
the adversary breaks the E2E verifiability game for &, then it does so for any other vote
extractor.

We denote by FE; ., the event that the honest voter engages in the Cast ceremony by
running the transducer M ... We study the following two cases:

Case 1. Condition (i) holds [Breaking verifiabiliy via VSD attacks]. We describe a PPT ad-
versary A; against verifiabiilty as follows: A; corrupts no voters and observes the number
of Benaloh audits that each voter performs. If the voter has executed i* Benaloh audits,
then A, performs a VSD attack on the i* + 1-th ballot that the voter requests.

By condition (i.a), the probablity that the voter will perform at least :* Benaloh audits is
F;r[_‘( \/ Ei,c,a)] =1—r1.
o<i<i*®

c,ae{0,1}

Let 7" be the number of VSD attacks that .4; executes. It is easy to see that T follows the
binomial distribution B(n, 1 — ;). Therefore, by the Chernoff bounds we have that for any
Ael0,1),

Pril —A)(1—r)n<T < (14+A)(1—k1)n| =

P (6.2)

2 2
>1— 6—(1—51)nA2/2 . @_(1_”1)"7min{2A+A,3} >1— 26—(1—%1)71%.
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Let X+ be the number of successful VSD attacks out of all the T" attempts. Observe that
each successful single VSD attack adds 1 to the total tally deviation (the ballot encrypts a
candidate vector that is different from the voter’s intented selection). Hence, A, achieves
tally deviation exactly Xr. From condition (i.b), the probablity that a voter, given that she
has executed at least i* Benaloh audits, will execute exactly i* Benaloh audits is

\/ Ei*,c,a - \/ Ei,c,a):| =1~ Rg .

c,ae{0,1} 0<i<i*
c,ae{0,1}

By definition, X, follows the binomial distribution B(7,1 — k3). Thus, by the Chernoff
bounds, we have that for any A € [0, 1),

Pri(1 — A)(1 — k)T < X7 < (14 A)(1 — #2)T] =
P (6.3)

2 A2 9
>1-— o~ (=) 5 —(=r2)T mreirsy >1- 9p—(1—r2) T4

According to the description of A;, the number of honest voters that will not complete the
Cast ceremony successfully is 7' — X+ > 0. Therefore, the number of successful honest
voters is [Veuec| = n — (T — X7). In addition, by condition (i.c), the number of complaining
voters |Veomp| follows the binomial distribution B(T" — Xr, x3). Hence, by the Chernoff
bounds, we have that for any A € [0, 1),

2

Pr{Veomp| < (1+ A)ris(T — Xr)] > 1 - e~ (T=X0) 5, (6.4)
By description, .4; will definitely win the game G225 7 %%?(1*, n, m, k) when

(Xr=8) A (n—(T—Xr) =0) A ([Veomp| < 9).

Based on the above observation, we provide a lower bound on the probability that .4, wins

the E2E verifiabiilty game G“E“QEED‘SM(P n,m, k) when the parameters 4,6, ¢ satisfy the
following constraints:
6 < (1= A1 —k1)(1—ko)n (6.5a)
0<n-—(1+ A)(/’ig + A = Akg)(1 — k1)n (6.5b)
¢ = (1+ A)rg(ko + A — Ary)(1 — k1)n (6.5¢c)
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By Eq. (6.2),(6.3) and (6.4), we have that for any A € [0, 1),
PriGese "1 n,m k) = 1] >
> I%r[(XT > (1= AY(1 = r2)(1— Ky)n) A
A (Veomp| < (14 A)?k3(k2 + A — Aka)((1 — K1)n) A
AT = Xr) < (kg + A — Ary)(1+ A)(1— mn} >
> Pr{ (Veompl < (1+ A)wa(T = Xr)) A
A1 =A)1 = k)T < Xy < (1+A)1 = ka)T) A
A=A 1=k <T < (1+A)1- ,ﬁ)n): -

=pr[(1 = )1~ m)n < T < (L4 A)(1 — )]

1 —
1—

)
)

: I;’)r_(l —A)(1 = k)T < Xp < (14+A)(1 = k)T

(1-A)1—w)n<T < (1+A)1— Hl)n]-

([Veomp| < (1+ A)ra(T = X1))|

She

(1= A)1 = k)T < Xy < (14 A)(1 = £2)T) A

A= D)= r)n < T < (1+A)(1 = xi)n) | =
> (1 _ 26—(1—m>n%2> . (1 _ 26—(1—nz>[(1—A><1—m>n}%2).
, <1 _ e—feg([1—(1+A><1—m)}~[(1—A)<1—m>n})mm{f_fA,g,) >
> 56—53(»@2—A+Ang)(1—&2)(1—A)(1—m)n%2 1 56—&35251%27

where §; = (1 — A)(1 — ky)n and By = (ko — A + Aka)(1 — K2).

Case 2. Condition (ii) holds [Breaking verifiabiliy via BB attacks]. We describe a PPT
adversary A, against verifiabiilty as follows: .4, makes no corruptions and keeps record
of the voters that perform j Benaloh audits for some j € 7*. Let V7« be the set of those
voters. After all Cast ceremonies have been completed, every voter has terminated suc-
cessfully, i.e. Vsyec =V and Veomp = . In order to achieve tally deviation ¢, A, performs
a BB attack on the votes of an arbitrary subset of d voters in V;«. As in the previous case,
each single BB attack adds 1 to the total tally deviation, so [V7«| = 6 must hold. By condi-
tion (ii.a), the probability I;’Dr[\/ jeg* Ej,qa)] that a voter is in V7« is 1 — u1. By definition,
c,ae{0,1}
|V 7| follows the binomial distribution B(n,1 — u1). Thus, by the Chernoff bound and for

any A€ [0,1),
PrVos| > (1= A)(1— pu)n] > 1 - e—mnsy (6.7)
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However, A, will be successful iff all d voters in the selected subset of V; do not audit
the BB. By condition (ii.b) and the independency of the voter transducers’ sampling, this
happens with probability at least (1 — u,)°. Therefore by Eq. (6.7), we have that for § <
(1 —=A)(1— p)n and any 6, ¢, it holds that

PriGese P00 (1 n,m k) = 1] =

—~ Pr[(Géjﬁg’D’5’9’¢(1A,n,m,k) =1) A (Vsl= (1 -2)1 - ul)n)] =
D (6.8)

\Y

= %r[((;g‘;é”@”(ﬁ, nym k) =1) A (Vg = (1 - A)(1— Ml)”)]
> (1 ¢ 0 ) (1 - o).

Hence, by the lower bounds provided in Eq. (6.6),(6.8) and for § < (1 — A)(1 — p)n, we
get the complete proof of the theorem. |

6.3.3 End-to-end verifiability theorem Helios e-voting ceremony

In this subsection, we prove the E2E verifiability of Helios e-voting ceremony in the RO
model, when the voter transducer distribution satisfies two conditions. As we will explain
at length in the next subsection, these conditions are logically complementary to the ones
stated in Theorem 6.1, as long as the complaining behaviour of the voters is balanced (i.e.
the voters have 1/2 probability of complaining in case of unsuccessful termination).

Theorem 6.2 (Verifiability of Helios ceremony). Assume an election run of Helios with
n voters, m candidates and k trustees. Assume that the hash function H(-) considered
in Section 6.2 is a random oracle. Let q,4,0,¢ €, where 0 < 6,¢ < n and q is the maxi-
mum number of Benaloh audits. Let D be a (universal) transducer distribution and some
K1, Ka, K3, li1, e € [0, 1) S.t. the two following conditions hold:

(i) There is an i* € {0,...,q + 1} that guarantees “resistance against VSD attacks”.
Namely, (i.a) the probability that a voter executes at least i* Benaloh audits is x; and
(i.b) for every i € {0,...,q}, ifi < i*, then the probability that a voter, given that she
will execute at least i Benaloh audits, will cast her vote after exactly i Benaloh audits,
is no more than o AND the probability that a voter, given that she will execute exactly
i Benaloh audits, will complain in case of unsuccessful audit is at least 1 — k3.

(i) There is a subset 7* < {0,...,q} that guarantees ‘resistance against BB attacks”.
Namely, (ii.a) the probability that a voter executes j Benaloh audits for some j € J* is
1—pu1 AND (ii.b) for every j € J*, the probability that a voter, given she has executed
j Benaloh audits, will audit the BB is at least 1 — 5.

LetD =(D,...,D,D™, ... D" DCP) be atransducer distribution vector where D" = DT,
i=1,...,k, is the p;-biased coin-flip trustee transducer distribution in Eq. (6.1) for arbitrary
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p; € [0,1] and DP s an arbitrary CD transducer distribution. Then, for any A € [0,1) for
any 6,0, and under the constraint

p<(1-A)1 —K3)(m — 1) (g —(1 —f—A)Iﬁn) ,

the Helios e-voting ceremony achieves E2E verifiability for D, a number of § honest suc-
cessful voters, a number of ¢ honest complaining voters and tally deviation 6 with error

e—min{/'-clnAT2 ,uln%Q ,'y(g—(l—l—A)mln)%Q ,|n(t)(g—(l+A)u1n)}+
+ (i + pi2 — pap2)” + negl() |

where v = min {@ 5 (1= k) (rraym — 1)} :

Proof. W.l.0.g., we assume that no trivial attacks are executed. Therefore the adversary’s
strategy comprises a combination of the attacks listed in Subsection 6.3.1. At first, we
construct the vote extractor £ as shown below:

Construction of the vote extractor for Helios :

The vote extractor £ for Helios receives as input 7 and the set of receipts (list of IDs paired
with hashes) {audit,},, . Then, £ oninput (7, {audit,},, ) executes the following steps:

The vote extractor & (7, {audit,},,.,, ) for Helios

1. If the result is not meaningful (i.e., Result(7) = 1), then £ outputs L. Otherwise, &£
arbitrarily arranges the voters in V\Vsuce as (V¥ ) vl -

2. Forevery ¢ € [n — |Vsuccl]:

(a) & reads the vote listin 7. It locates the first vote, denoted by 1/1[?, which neither
includes a hash appearing in {audit,},.,, . noris associated with some voter
in V\Vsuce, and associates this vote with Vf . If no such vote exists, then £ sets
Uf = g (encoded as the zero vector).

(b) & decrypts the ciphertexts in wf (in superpolynomial time). If the decrypted mes-
sages form a vector in {0,1}" that has 1 in a single position, j, , then it sets
Uug = {optj,}. Otherwise, it outputs L.

3. Finally, £ outputs U )yecy vy,

Assume a PPT adversary A that wins the game G2 %1}, n, m, k), for the above vote

extractor £. We denote by i, the number of Benaloh audits that the honest voter V, ex-
ecutes. We denote by E, ., the event that the voter engages in the Cast ceremony by
running the transducer M, . ,.
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Let A be the event that at least one honest voter will audit the BB after the end of the
election, i.e. Vaugit # &. By condition (ii), the probability that V; ¢ Vauqit is bounded by

F;Dr[ve ¢ Vaudit) = %r[Eig,U,O v Ei,10] =
= P'Dr[(Ei&QQ \Y E’i[71,0) Ay € j*] —+ I%I’[(Eiz,op \Y Eig,l,O) Ay ¢ j*] <
< PDr[ig € j*] + (1 — PDr[ig S j*]) . P,Dr[Ei£7070 Vv Ei£7170 | ig ¢ j*] <

< py A (1 — pa) g = py + o — paflo.

(6.9)

Therefore, by Eq. (6.9), the independence of the transducers’ sampling and the fact that
there are at least 6 honest (and successful) voters, we have that

Pri=A] =Pr[ /\ (V¢ Vaua)] < (i1 + po — pupr)’. (6.10)

D
Vi€Vsuce

Let /" be the event that A has performed at least one invalid vote or tally decryption attack.
Namely, one of the homomorphic tally ciphertexts C;, for j € [m], does not decrypt as z;,
or a ballot of a voter V, € V does not correspond to an encryption of a vector in {0,1}™
that has 1 in a single position. Assuming that H(-) is a RO, all the NIZK proofs are sound
except from a negligible error €. If Vaugit # &, there is at least one honest voter who verifies
the ZK proofs. Hence, it holds that

PrI(Gese ™" (1N n,m k) = 1) A F | A < e(\) = negl()). (6.11)

Suppose that F' does not occur. In this case, £ outputs a vector of selections that is
a permutation of the adversarial votes and some zero vectors, thus it homomorphically
sums to the actual adversarial result. Therefore, A deviates from the intended result
f(Uy, ..., U,)) only because it

(i). alters some votes of the voters in Vg, during voting, or

(ii). replaces, deletes or inserts some of the votes of the (successful or unsuccessful)
honest voters in 7 (BB).

By Remark 6.2, A achieves this by performing combinations of collision, VSD and BB
attacks. As mentioned in Subsection 6.3.1, the probability of a successful collision attack
(A provides V, with some individual audit information audit, that has the same hash value
as a another ballot of A’s choice) is no more than a negligible function ¢'(\).

We denote by X the set of the honest voters whose votes have been altered during voting
(VSD attack) and by Y the set of honest voters whose votes have been replaced/deleted/-
inserted in the BB, both determined by A’s adaptive strategy. Each of these attacks adds
1 to the total deviation, so the deviation that .4 achievesis [X v Y| = |X\Y|+ Y| = 0.

W.l.0o.g., we assume that X and Y are disjoint as any vote under VSD and BB attack
only lowers the probability of success of .4, while adding no more than 1 to the total tally
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deviation. In addition, we assume that | X |+ |Y'| = J, as any strategy of As.t. | X|+|Y| > ¢
has success probablity which is upper bounded by the one of a strategy for some VSD
and BB attack sets X’ < X and Y’ < Y s.t.|X’| + |Y’| = 6. We provide upper bounds
on the success probability of A w.r.t. to each of the subsets X and Y for the case they
become larger than ¢ /2. Clearly, either | X| > 6/2 or |Y| = 6/2 must hold

Bounding A’s success probability w.r.t. X, when |X| > 6/2:

Let 7" the set of voters that A attempted a VSD attack. We partition 7', X into the following
sets:

To={VieTli<i") and T*={VieTli>i")
={V,e Xlip<i*} and X" ={V,e Xli, =>i*},

where * is defined in condition (i) of the theorem’s statement. Clearly, X~ < 7~ and
X* < T*. Bycondition (i.a), |T"| is a random variable that follows the binomial distribution
Bin(n,k;). By condition (i.b), for an arbitrary value z, the probability I%r[|X*| > z]is

no more than Pr[|X~| > 2|, where | X~| is a random variable that follows the binomial
distribution Bin(|T |, k2).

By the syntax of Helios ceremony, the voters can complain only when they are under under
VSD atack, so it holds that V.omp < T'. Thus, we can partition the set of complaining voters
Veomp iNto the two sets

Veomp = Yeomp 0 T~ @and Vo = Veomp N T .
By condition (i.b), for an arbitrary value z, the probability Pr[yvcomp| z] is no more than

Pr[\Vcomp] z], where |V(;,mp\ follows the binomial distribution Bin(|7~| — | X |, 1 — k3).
According to the above observations, for any A € [0, 1) the following hold:

2

> %r[|X+| = (]. + A)Kln] < Fér[|T+| > (]_ + A)/ﬁn] < e—filn% '
s If [ X < (1+ A)kin, then |T7] = |X7| > |X| — (14 A)rin.
» PrIX™| = (1+ Ao T-) < el T 14

» If [ XT] < (1+A)snand | X < (1+A)

7] = |X| > (m ~1)(IX] — (1 + A)mrm)

> Pr{[Veompl < (1= A)(1 — i) (IT7] = [X7[)] < e7- ra) (1T~ |=1X D5

In order for A to be successful w.r.t. X it must hold that | ¢. Therefore, since we

assumed that | X| > 6/2 and under the constraint that

6 < (1-A)1 —Hg)(m 1) (g ~ (L4 A)kin) |

Vcomp’
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we have that

F;)r[(A successful w.r.t. X) A (|X| = 0/2)] =

= max{Pr (A successful w.rt. X) A (| X] = §/2) ‘ | XF| = (1+ A)rin],

Prl

A successful w.rt. X) A (|X]>6/2) | | XT| < (1 +A)/<;1n]} <

<max{ ([[X*] = (14 A)an],

[(
(
dl
[(A successful w.r.t. X) A (|X] = §/2) | X < (1 +A)/§1n]} <

2

gynA2
< max{e mnTs

max{l?)r[(A successful w.rt. X) A (|X|=6/2) |

(X7 = A+ A)ro|T7|) A (XT] < (1+ A)rin)],
I;’Dr[(A successful w.rt. X) A (|X|=6/2) |
(X1 < (1 + ApmalT ) & (X < (14 A)sam)]}} <
< max{e—w% e—ra(X|-(LA)mm) 4
I;’Dr[(A successful w.rt. X) A (|X|=6/2) |
}<|X+l < (14 A)m) & (IX7| < L+ A)mlT )]} <

2
2(| X |— (l—l—A)mn)%

< max{e " o 5,

r[|vcomp| 6| (1XH) < (1+A)n) A (X7 < (1+A)mlT )]} <
max{e a0 omallX)- (l—i—A)mn)%’

Pr[[Veome| < ( ~ 1) (IX] = (1 + A)san) |

| (XF < 1+ A)san ) (yX |< L+ AT )]} <

A2
< max{e—m?e—nzuxw (ramama?

Pr{Veompl < (1= A)(1 = )(IT7] = [ X7 |
[ (X7 < (1 A)mn) A (1X7] < (1+ A)mal )] <

2 2 A2
< max{e‘“m%, e X|=(+A)mm) AT 6(1n3)(<1+g)@1)(X|(1+A)mn)2}

2
—min n S—(14+A)kin ac
<e {”“ (5 1 )} 5

where v = min {/@2 5 (1= w3) (ayms — 1)} .
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Bounding A’s success probability w.r.t. Y when |Y| = §/2 :

A replacement/deletion/insertion attack may be successful because (a) .4 has computed
an adversarial ballot with the same hash values 1, (collision attack) or (b) 1, is not in V,gqit.
Given the subset 7* in condition (ii) of the stament, we partition Y into the subsets:

—{V,eYlipe J*} and Y*={V,eYliy¢ T*} .

By condition (ii.a), | Y #| follows the binomial distribution Bin(n, 11). Moreover, by condition
(ii.b), the probability of a successful BB attack against any voter in Y< is upper bounded
by 12 + € () ( the voter does not audit the BB or A finds a collision). Finally, in the case
where [Y¥#| < (1+A)pn, then [YE| = |Y|—|Y¥#| > |Y|— (1 +A)uyn. Thus, by the Chernoff
bounds and for any A € [0, 1),

F;)r[(A successful w.r.t. Y) A (|Y| = 6/2)] <
< max{F;)r[(A successful w.rt. Y) A ([Y]=6/2) | Y| = (1+ A)un],
Pr[(A successful w.rt. Y) a (|| = 6/2) | [Y¥ < (1+ A)un] } <
< max{l;r[ﬂYﬂ > (1+ A)un],
Pr[(A successful w.rt. Y) A ([Y| = §/2) ] )Y < (1 4+ A)um}} <
max{e pnby- (M +€()\))\Ye|} max{e pin (M +6(/\))IY|—(1+A)M1n} <

< max{e—;un%,’ug‘*(lJrA)lhn} +neg|(}\) _ efmin{uln,ln(i)(%f(H-A 1n)} +neg|( )
(6.13)

By Eq. (6.10),(6.11),(6.12),(6.13) we conclude that for any A € [0,1) and for any ¢, 0, the
probability that .4 wins under the constraint

o

o< (1—A)1— mg)(m - 1) (5 1 —l—A)mn) ,

is no more than
Pr[G;;‘;DW(ﬂ n,m, k) =1] =

= Pr(Geze ™" (1% n,m, k) = 1) A A+
+Pr[(Gae ™" (1 nm k) = 1) A (-4)] <
Pr[(Gg‘Z‘;”Mu n,m, k) =1) | (=F) A (—A)] 4+ (11 + p2 — pap2)’ + negl(X) <
< max{Pr[(A successful w.rt. X) A (| X|=6/2)],
[ A successful w.rt. X) A (| X]| < 5/2)]} + (1 + po — papin)? + negl(\) <

(
< max{ [ A successful w.rt. X) A (| X] = 5/2)] ;
(

[ A successful w.rt. Y) A (|Y] > 6/2)}} + (1 + p2 — pajiz)? + negl(N) <

165 T. Zacharias



The DEMOS family of e-voting systems: End-to-end verifiable elections in the standard model

< mafe-moln -} ol () 0] |

+ (py + pro — papie)? + negl(\) =
. 2 2 2
= e_m'n{'“’"bAT cpn S (5= (1 A)Ran) 5 '”(i)(g_(lJrA)’“n)} + (1 + pi2 — papin)? 4+ negl(A)
[ |

BB auditing

0 2 3456 7 8 9 No. ofBenaloh audits

No BB auditing
(a) A voter transducer distribution with vulnerable VSD auditing behaviour
(7% = 1).

BB auditing

4 5 6 7 8 9 No. of Benaloh audits

No BB auditing
(b) A voter transducer distribution with vulnerable BB auditing be-
haviour (J* ={0,1,3,5}).

Figure 6.1: Assailable voter transducer distributions for Helios e-voting ceremony. The
length of the bars is proportional to the probability of the corresponding event.
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lllustrating Theorem 6.1

In order to provide intuition, we illustrate two representatives from the class of assailable
voter transducer distributions that correspond to conditions (i) and (ii) of Theorem 6.1 in
Figures 6.1(a) and 6.1(b) respectively.

lllustrating Theorem 6.2

To provide intuition, we illustrate an example of a voter transducer distributions that cor-
responds to conditions (i) and (ii) of Theorem 6.2 in Figure 6.2.

BB auditing

i

71 2 3 45 6 7 8 9 No.ofBenaloh audits

No BB auditing

Figure 6.2: A voter transducer distribution with resistance against VSD and BB attacks
(k1 = p1 = 0.03125, ko = 0.5, 4 = 0.08 w.rt. o* =5, J* = {0,1,2,3,4}). The length of the
bars is proportional to the probability of the corresponding event.

6.3.4 On the tightness of the conditions of Theorems 6.1 and 6.2

The conditions stated in Theorems 6.1 and 6.2 determine two classes of voter transducer
distributions that correspond to vulnerable and insusceptible settings, respectively. We
observe that weakening the condition (i) of Theorem 6.1 (resp. (i) of Theorem 6.2) cannot
imply vulnerability (resp. security). Namely, in condition (i) of Theorem 6.1, if one of
(1.a),(1.b) or (1.c) does not hold, then the adversary cannot be certain that it will achieve
a sufficiently large deviation from VSD attacks without increasing rapidly the number of
complaints. On the other hand, if condition (i.a) of Theorem 6.2 does not hold, then E2E
verifiability cannot be preserved when (1.b) becomes a disjunction, since a high complaint
rate alone is meaningless if the adversary has high success rate of VSD attacks.

Consequently, it is not possible to achieve logical (i.e. probability thresholds are consid-

167 T. Zacharias



The DEMOS family of e-voting systems: End-to-end verifiable elections in the standard model

ered either sufficiently high or sufficiently low) tightness for interesting sets of parameters
d, 0, ¢ only by negating the conditions of each of the two theorems. However, this is pos-
sible if we assume that the voter’s complaining behaviour is balanced by flipping coins in
order to decide whether they will complain in case of unsuccessful termination, i.e. if we
set k3 = 1 — k3 = 1/2. Specifically, given that k3 = 1/2 is a “neutral” value, we can restate
the conditions of Theorems 6.1 and 6.2 in their logical form as follows:

THEOREM 6.1 (logical version)

A voter transducer distribution is susceptible to VSD or/and BB attacks if at least one of
the following two conditions holds:

(i). Thereisani* € {0,...,q} such that (i.a) the probability that a voter executes at least
i* Benaloh audits is high AND (i.b) the probability that a voter, given that she has
executed at least i* Benaloh audits, will cast her vote after exactly i* Benaloh audits
is high.

OR

(ii). There is a subset 7* < {0, ...,q} such that (ii.a) the probability that a voter executes
j Benaloh audits for some j € J* is high AND (ii.b) for every j € J*, the probability
that a voter, given she has executed j Benaloh audits, will not audit the BB high.

THEOREM 6.2 (logical version)

A voter transducer distribution achieves resistance against VSD and BB attacks if the
following two conditions hold:

(i) Thereis an i* € {0,...,q + 1} such that (i.a) the probability that a voter executes at
least i* Benaloh audits is low and (i.b) for every i € {0,...,q}, ifi < i*, then the
probability that a voter, given that she will execute at least i Benaloh audits, will cast
her vote after exactly i Benaloh audits is low.

AND
(i) There is a subset 7* < {0, ..., q} such that (ii.a) the probability that a voter executes

j Benaloh audits for some j € J* is high AND (ii.b) for every j € J*, the probability
that a voter, given she has executed j Benaloh audits, will audit the BB is high.

Based on the above statements, we show that the following hold:

1. If condition (i) of Theorem 6.1 does not hold, then condition (i) of Theorem 6.2 holds:
let Z, be the setof i € {0, ..., ¢} s.t. the probability that a voter executes at least i Benaloh
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audits is high. By the negation of condition (i) of Theorem 6.1, for every i € Z;, the prob-
ability that a voter, given that she will execute at least i Benaloh audits, will cast her vote
after exactly i Benaloh audits is low. Observe that Z; is not empty, as 0 € Z;. Therefore, if
we set i* = max{: | i € Z;} + 1, then, by definition, i* satisfies the conditions (i.a) and (i.b)
of Theorem 6.2.

2. If condition (i) of Theorem 6.2 does not hold, then condition (i) of Theorem 6.1 holds: let
7T, bethe setofi e {0,...,q+ 1} s.t. the probability that a voter executes at least i Benaloh
audits is low. Clearly, Z, is non-empty, since ¢+ 1 € Z,). By the negation of condition (i) of
Theorem 6.2, for every i € Z, there is an i’ < i s.t. the probability that a voter, given that
she will execute at least i Benaloh audits, will cast her vote after exactly i Benaloh audits is
high. In this case, we set i* to be this i’ that corresponds to the minimum i in Z, (note that
i* > 0, since 0 ¢ 7,). In both cases, * satisfies the conditions (i.a) and (i.b) of Theorem 6.1.

3. If condition (ii) of Theorem 6.1 does not hold, then condition (ii) of Theorem 6.2 holds:
by an averaging argument, thereisa j € {0, ..., ¢} s.t. the probability that a voter executes
j Benaloh audits is at least 1/(¢ + 1). Assuming that the maximum number of Benaloh
audits ¢ is small (which is meaningful for most interesting cases in practice), we can con-
sider 1/(q + 1) to be a sufficiently high probability. By the negation of condition (ii) of
Theorem 6.1, for singleton {j}, the probability that a voter that executes j Benaloh audits
wil audit the BB is high. Thus, the set 7* that contains all j for which the voter executes
j Benaloh audits with probability at least 1/(¢ + 1) satisfies the conditions (ii.a) and (ii.b)
of Theorem 6.2.

4. The negation of condition (ii) of Theorem 6.2 implies the condition (ij) of Theorem 6.1:
by the negation of condition (ii) of Theorem 6.2, every j for which the voter executes j
Benaloh audits with probability at least 1/(q + 1) (high) determines a subset ( singleton
{7}) of low BB auditing probability. Thus, the set 7* that contains all j for which the voter
executes j Benaloh audits with probability at least 1/(q + 1) satisfies the conditions (ii.a)
and (ii.b) of Theorem 6.1.

6.4 Evaluating the E2E verifiability of an e-voting ceremony

In this section, we evaluate our results for the E2E verifiability of Helios, by instantiating the
bounds in Theorems 6.1 and 6.2 for various voter transducer distributions. Our evaluations
are separated into two categories: (i) evaluations that are based on actual human data
that derive from elections using Helios and (ii) evaluations that are based on simulated
data for various sets of parameters.
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6.4.1 Evaluations based on human data.

Our human data are sampled from two independent surveys: the first sample is from the
member elections of the Board of Directors of the International Association for Crypto-
graphic Research (IACR); the second is a non-binding poll among the students of the
Department of Informatics and Telecommunications (DI&T) of the University of Athens. In
the following subsection, we present at length our methodology for the two surveys.

6.4.1.1 Methodology of our surveys with human subjects

The methodology for IACR elections

We conducted our survey using the SurveyMonkey tool. Specifically, we formed a ques-
tionnaire that consisted of three questions, as shown in Figure 6.3.

( B

QUESTIONNAIRE

Q1. Inthe last IACR election you participated, did you use the “audit your ballot” function-
ality (where you get to see the opening of the ciphertext containing your vote)?

Yes: O No: O

Q2. If you answered “Yes” in the above question, how many times did you audit?

Enter a positive integer: O

Q3. Did you verify that the smart ballot tracker (the hash of your submitted ciphertext) was
actually posted on the ballot tracking center (the public web-site that lists all encrypted
ballots)?

Yes: O No: O

\, J

Figure 6.3: The questionnaire used in the survey on the voter’s behaviour at the IACR
elections.

The questionnaire was delivered to the IACR board. In turn, the board sent an open call to
the IACR members for volunteering to participate in our survey. By the end of the survey,
we collected 35 responses, from which we extracted the data presented in Table 6.1.

The methodology for DI&T poll

We conducted a non-binding poll among the students of the DI&T Department of the Uni-
versity of Athens. During a lecture of the Computer Security course, we gave a presen-
tation of Helios, focusing on the importance of auditing their ballots. Then, we asked the
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Table 6.1: Distribution of the voters’ VSD and BB auditing behaviour in the IACR sample
consisting of 35 responders.

Benaloh audits
0 1 2 3
| BB audit | Yes [ No | Yes | No | Yes | No | Yes | No
2 122 4 |5 1 0 1 0

students to participate in an election run using Helios which concept concerned the im-
provement of their daily student life. Specifically, the survey consisted of two stages; in the
first stage, the students had a period of one week prior to the election to form a proposal
that would reply to the following question:

Given a € 10,000 budget, which department facility
would you suggest that should be updated or developed?

In the second stage, at the voting phase, all the submitted proposals where considered
as options for the above question. In detail, the question as shown in the Helios booth
template is depicted in Figure 6.4.

QUESTION

Given a €10,000 budget, which department facility
would you suggest that should be updated or developed?

Select up to 2 options:

-_—

. Improving WiFi coverage in all areas of the department building complex. O

2. Extension of night lighting in all external areas of the building complex. |

3. Printer room with off-hours student access. O

4. Extended access to student reading room via card based gate g
access control.

Figure 6.4: The question template at the DI&T poll.

A total of 49 students participated in our survey. We modified the Helios codebase so that
our server could track the auditing behaviour of the participants. The data extracted from
the voting process are presented in Table 6.2.
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Table 6.3: The formula and the security significance of parameters «1, ks, k3, 111, 12 Used in
Theorem 6.1 for given i € {0,...,¢} and J < {0, ..., q}, where ¢ is the maximum number
of Benaloh audits. E; ., is the event that voter’s behaviour follows the transducer M, . ,.

Parameter Formula for the parameter Security Significance
As k, decreases, the guarantee
K1 Pr[ vc?éf(ﬁ} Eic.al that the voter will execute

at least i-Benaloh audits increases.

As k, decreases, the success

Ko Pr [\/C,ae{O,l} EicalV 0<t§i1 Et,c,a] rate of a VSD attack after the

coctol) i-Benaloh audit increases.

As k3 decreases, the complaint

K3 Pr[Eioo v Eion1] rate due to failed VSD attacks after

the i-Benaloh audit increases.

As 1 decreases, the rate of

I PrV jes FEjcal voters that “fall” into the

el ) target subset 7 increases.

As 2 decreases, the success rate of a

o max {Pr[Ejo.1 v Ejial} BB attack against a voter that “falls”
into the target subset .7 increases.

Table 6.2: Distribution of the voters’ VSD auditing behaviour at the DI&T poll. The sample
consists of 49 participants.

Benaloh audits
0 1 2
20 | 27 2

Parameter computation

The parameters k1, ko, K3, i1, i12 USed in Theorem 6.1 express the vulnerability of Helios
voting ceremony against verifiability attacks w.r.t. a specific voter transducer distribution. It
is easy to see thateveryi e {0,...,q} and J < {0,. .., ¢} (where ¢ is the maximum number
of Benaloh audits) imply a set of parameters (k, k2, k3) and (i1, p2) that determine the
success probability of an attacker against the VSD vulnerability and the BB vulnerability
when the voter executes i and ;7 € 7 Benaloh audits respectively. The formulas and
the security significance of parameters k1, ko, k3, 111, pt2 is explained in Table 6.3. There,
we can deduce that parameters x4, k3, 1; determine the size of the subsets of vulnerable
voters, while ks, 15 can be seen as measures of the quality of the VSD and BB attacks.

In order to evaluate the vulnerability of the voter behaviour in each survey we performed
the following procedure:

» We focused on maximizing the success probability that each type of attack may be
mounted leaving the parameters §, 0, ¢ as free variables?.

2Following a different approach, one could also consider optimizing all parameters simultaneously in-
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Table 6.4: Instantiated parameters k1, ko, k3, 11, 1o Of Theorem 6.1 for the IACR and the
DI&T surveys.

Survey o | 7 Parameters
K1 K2 K3 25 M2
IACR elections | 0 | {0} 0 0.315 | 0.5 | 0.315 | 0.084
DI&T poll 1] — || 0408 | 0.069 | 0.5 — —

» For both surveys, no complaints or audit failures were reported. Hence, due to lack
of data, we choose a “neutral” value for x5 equal to 0.5 (see also Subsection 6.3.4).
Note that our analysis will hold for any other not close to 0 value of x3. The case of
k3 = 0, i.e., when the voter always complains to the authority when a Benaloh audit
goes wrong, would make VSD attacks unattractive in the case that ¢ is small and
would suggest that the attacker will opt for BB attacks (if such attacks are feasible
which depends on i1, j1s).

» For both surveys, we ran an exhaustive search in all possible numbers of Benaloh
audits to locate the index * s.t. the parameters ., k, that maximize the probability
of success stated in Theorem 6.1:condition (i). Equivalently, we searched for the
values k1, k2 that maximize the function

FA(IQl, KJQ) = (1 — R1)<l€2 - A + Alig)(]. — KJQ)
for a suitably small value of A € [0, 1).

» For the IACR survey, we ran an exhaustive search in all subsets of {0, 1, 2} to locate
the subset 7* s.t. the parameters 1, 1o that maximize the probability of success
stated in Theorem 6.1:condition (ii), lower bounded by the equation

A2

(1 — e 0=mn5) (1 — 15)°,  where A € [0,1).

Since the probability bound drops exponentially as the tally deviation ¢ increases, the

effectiveness of the term (1 —e*“*“l)“%) quickly becomes insignificant as compared
with the term (1 — u2)°. Consequently, we concentrated on the asymptotic behaviour
of the equation by searching for the minimum ., that leads to a slower decreasing
rate.

Following the above procedure, we computed the optimal (from an adversarial point of
view) sets of parameters k1, ko, k3, 111, 12 @S shown in Table 6.4.

6.4.2 Analysis of the experiments

Analysis of the IACR survey

cluding ¢, 8, ¢. Performing such analysis could be interesting future work; nevertheless, our analysis already
reveals significant security deficiencies in our experiments.
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From the first row of Table 6.4, we read that x, = 0.084 which is a very small value as
opposed to ko, = 0.315. Thus, we expect that elections where the electorate follows the
voter transducer distribution of IACR elections are much more vulnerable to BB attacks
rather than VSD attacks. Indeed, this is consistent with the analysis that we describe
below.

We computed the percentage of tally deviation/No. of voters that the adversary can achieve
when the success probability is lower bounded by 25%, 10%, 5% and 1% for various elec-
torate scales. Specifically, we observed that the success probability bounds stated in
Theorem 6.1 express more accurately the effectiveness of the adversarial strategy for (i)
medium to large scale elections when the adversary attacks via the VSD and (ii) for small
to medium scale elections when the adversary attacks via the BB. As a consequence, we
present our analysis for n = 100, 500, 1000, 2500 and 5000 voters w.r.t. BB attack effec-
tiveness and for n = 5000, 10000 and 50000 voters w.r.t. VSD attack effectiveness. Our
findings are shown in the tables in Tables 6.5 and 6.7.

Table 6.5: Percentage of tally deviation/No. of voters achieved in elections under BB at-
tack strategies against electorates following the voter transducer distribution of IACR elec-
tions. The attack succeeds even when 6 = n and ¢ = 0.

Success probability %
=25 | =210 =25 > 1

100 15.92 | 26.4 | 34.42 | 51.42
500 3.18 | 5.28 | 6.87 | 10.56
1000 1.59 | 2.64 | 342 | 528
2500 | 0.636 | 1.05 | 1.37 | 2.11
5000 0.31 | 052 | 0.68 | 1.05

Voters

The data in Table 6.5 illustrate the power of BB attacks against compact bodies of voters
(e.g. organizations, unions, board elections, etc.) where BB auditing is rare. We can
see that in the order of hundreds, more than 5% of the votes could be swapped with
significant probability of no detection. This power deteriorates rapidly as we enter the order
of thousands, however, the election result could still be undermined, as deviation between
1%-2%, is possible, without the risk of any complaint due to unsuccessful engagement in
the Cast ceremony (i.e. # = n and ¢ = 0). Therefore, even in a setting of high complaint
rate (k3 is close to 0), the adversary may turn into a BB attack strategy and still be able
to alter radically the election result, as marginal differences are common in all types of
elections. We stress that from published data we are aware of, there have been elections
for the IACR board where the votes for winning candidates were closer than 3% to the
votes of candidates that lost in the election. Therefore, if the voter distribution had been
as the one derived by Table 6.4, and 500 members had voted, the result could have been
overturned with success probability 25% even if a single complaint was considered to be
a “stop election event” (since ¢ = 0).
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Table 6.6: Success probability of a hypothetical BB attack strategy against the IACR
elections for the Board of Directors per election year. The success probability is com-
puted given the number of participants and the cutoff between the last elected director
and the first candidate that was not elected. The dashed line denotes the actual start
of Helios use for IACR elections. Regarding the year 2007, no data were recorded in
https://www.iacr.org/elections/.

Year | Participants | Cutoff % | Success probability %
2015 437 6.87 7.35
2014 575 5.57 6.17
2013 637 2.99 19.14
2012 518 11.59 0.5
2011 621 4.03 11.35
2010 | 475 | 864 | . 282 ]
2009 325 4.93 24.8
2008 312 0.33 91.66
2007 — - -
2006 324 4.33 29.57

To provide more context, in Table 6.6, we provide the cutoff between elected and non-
elected candidates for the last 10 years of IACR elections for the Board of Directors, fol-
lowed by the exact success probability of a hypothetical BB attack strategy to overturn
the election result given the actual number of cast ballots per year. We observe that the
attacker success probability for many of the elections is considerable.

Table 6.7: Effectiveness of VSD attack strategies against electorates with n» = 5000, 10000
and 50000 voters following the voter transducer distribution in IACR elections. In the table,
d/n is the percentage of tally deviation/No. of voters, 6/n is the ratio of honest successful
voters in % and ¢/n is the ratio of honest complaining voters in %.

Success probability % n=5000 n=10000 n=50000
d/n | O/n | ¢/n || d/n | 0/n | &/n || O/n | O/n | ¢/n
> 25 51.8 | 54.3 | 25.7 || 57.5|59.6 | 21.9 | 63.9 | 65.0 | 18.1
> 10 52.8 | 55.3 | 25.1| 58.1|60.2|215 | 64.1|65.2|18.0
>5 53.2 | 556|248 | 58.3|60.3|214 |64.2|652|17.9
> 1 53.4 559|247 | 584 |605|21.3|64.3|653|17.8

On the other hand, as already mentioned, the effectiveness of VSD attacks is clear if we
scale the electorate in the order of thousands and above. As we see from the results in
Table 6.7, a VSD attack strategy against an election that follows the voter distribution in
IACR elections would not have a great impact unless an unnatural number of complaints
could be tolerated. Indeed, even for the scale of 50000 voters, the rate of complaints that
is ignored must be close to 17% which is rather unacceptable in a real world setting (such
number of complaints would most definitely lead to a stop election event).
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We conclude that the IACR voter behaviour is susceptible to BB attacks with significant
probability of success but not VSD attacks unless there is high tolerance in voter com-
plaints.

Analysis of the DI&T poll

From the second row of Table 6.4, we read that x, = 0.069 which is a very small value.
Therefore, we expect that voters’ behaviour in DI&T poll will be vulnerable to VSD attacks.
Our results are presented in Table 6.8.

Table 6.8: Effectiveness of VSD attack strategies against electorates with » = 100000
voters following the voter transducer distribution of elections DI&T poll. The table notation
d/n,0/n, ¢/nis as in Table 6.7.

Success probability % | d/n O/n | ¢/n
> 25 52.87 | 94.67 | 27.28
> 10 53.00 | 94.75 | 26.76
> 5 53.04 | 94.77 | 26.63
> 1 53.07 | 94.79 | 26.53

It is easy to see that the data in Table 6.8 add to the intuition on the power of the VSD
attacks. One may observe that a very small value of x, = 0.069 for election DI&T poll leads
to efficient attacks while keeping a very high rate of honest voters (~ 95%), as compared
with the cases for elections IACR elections (~ 65%) where xy, = 0.315.

In the analysis of Table 6.8, we scaled to 100000 voters so that the probability bound in
Theorem 6.1 reveals the effectiveness of the VSD attacker. Of course, this does not mean
that a medium scale election where the probability of a successful VSD attack is 1 — k; =
93.1% is not assailable. For instance, consider an electorate of n = 500 voters following
the transducer distribution of the DI&T poll and a VSD attacker as the one described in
the proof of Theorem 6.1. It easy to show that the attacker can achieve tally deviation 5%
without any complaint (i.e., § = n and ¢ = 0 as in a BB attack strategy) with probability at
least

(1— e 0I5 ) (1 4p)P7 = (1 — ¢ 1489%)(0.931)70%, (6.14)

for d < (1 —0)296 and any § € [0,1). In Table 6.9, we present the ratio of tally deviation
achieved by the attacker for various success probabilities, as derived from Eq. (6.14). Ob-
serve that tally deviation 5% may occur with 16.7% probability, which is certainly significant
and reveals VSD vulnerability even at medium scale elections.

We conclude that the DI&T voter behaviour is susceptible to VSD attacks with significant
probability. We cannot draw a conclusion for BB attacks since we did not collect auditing
data for this case.
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Table 6.9: Percentage of tally deviation/No. of voters achieved in elections under VSD at-
tack strategies against electorates of 500 voters following the voter transducer distribution
of DI&T poll. The attack succeeds even when § = n and ¢ = 0.

Success probability %
=25 | =210 =25 | =21
0.013 | 2.8 | 16.7 | 69.9

6.4.3 Evaluations based on simulated data

Our human data analysis is obtained by real bodies of voters that have an imperfect voting
behaviour. To understand what would be the security level of a Helios e-voting ceremony
when executed by an “ideally trained” electorate, we evaluated the security of simulated
elections. Namely, we computed the detection probability that Theorem 6.2can guarantee
defined as (1—¢)-100%, where ¢ is the error stated in Theorem 6.2. The voter distributions
we considered were chosen from the collection {D,, ;},[0,1].4en defined as follows:

{Dypq}pefo1]qen:  the voter flips a coin b with bias p to perform Benaloh au-
dits when b = 1, up to a maximum number of ¢ audits. In
any case of termination, she flips a coin ' with bias p to
perform BB audit when i/ = 1.

By choosing as VSD resistance index i* = ¢ and BB resistance set 7* = {0,...,q— 1} we
compute the parameters

Ki=p1 =p!, kKe=pe=1-p,

where we also set k3 to the balanced parameter 1/2. Intuitively, this type of voter behaviour
should result in a sufficient level of resistance against of VSD and BB attacks, if the values
1 — p and p? are small enough. In order for this to hold, the number of maximum allowed
Benaloh audits ¢ should be increased when the bias p becomes larger, as otherwise the
attacker could wait and attack the VSD when ¢ audits happen (which is likely if the audit
rate is high).

By applying the above parameters in Theorem 6.2, we plot the probability error fluctuating
p,q,A), the number of all voters n and honest voters 6, expressed by the following function

Ga(p,g,n) = e ™ AG=0r A& n(7) G-aapm)}

where v = min {1 -0, Hmmas — 1)} Note that we omit the term (uy + pio — fi1/12)°

and the negligible term, since they become very small for reasonably large 6, \.

As an example, we present our findings for n = 250000 voters for distributions D,, ,, where
p = 0.25,0.5,0.75 and ¢ = 3,5,8,10 in Table 6.10. The empty cells appear when no
meaningful error can be computed.
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Table 6.10: Security w.r.t. detection probability 90%,99% and 99,9% of (tally devia-
tion)/(No. of voters) percentage for elections with n = 250000 voters for distributions
D, ., where p = 0.25,0.5,0.75 and ¢ = 3,5, 8,10. The detection probability is defined as
(1 —€) - 100%, where ¢ is the error stated in Theorem 6.2. The table notation §/n, ¢/n is
as in Table 6.7.

Detection Probability
Distribution 90% 99% 99,9%
o/n_| ¢/n || o/n | ¢/n | 0/n | ¢/n

Do.os 3 8.8 03 | 1425 | 0.6 19.7 | 0.9
Do.os 5 3.44 | 0.01| 6.63 | 0.03 || 9.83 | 0.04
D0.25,8
DO.25 10

D0.5,3

Doss 798 | 0.2 || 9.08 | 04 | 10.19 | 0.61
Doss 1.21 | 0.03 | 149 | 0.07 | 1.76 | 0.1
Do 5,10

D0.75,3

Do755 5441 | 1.32 | 56.62 | 2.61 | 58.8 | 3.91
Do75s 2423 | 1.32 | 26.44 | 2.61 | 54.23 | 3.92
Dy.75.10 14.06 | 0.25 | 14.62 | 0.51 || 15.17 | 0.77

We observe that when the complaint rate is balanced, acceptable levels of security (e.g.,
(tally deviation)/(No. of voters) < 3% or error probability < 1%) can be achieved only
when a very small rate of complaining voters can be allowed. As a result, the auditing
and complaining behaviour of the voters must be almost ideal in order for a high level of
security to be achieved.

6.5 Voter Privacy/PCR of Helios e-Voting Ceremony

In this section, we prove the voter privacy/PCR of the Helios e-voting ceremony. The proof
is carried out via a reduction. Namely, we show that if there exists a PPT adversary A that
wins the voter privacy/PCR game for Helios with non-negligible distinguishing advantage,
then there exists a PPT adversary B that breaks the IND-CPA security of the EIGamal
encryption scheme with blackbox access to .A. Throughout the proof, we view H(-) as a
RO.

Theorem 6.3. Assume an election run of Helios with n voters, m candidates and k trustees.
Assume that the hash function H(-) considered in Section 6.2 is a random oracle. Let
m,n, k,t € N be polynomial in \. If the underlying EIGamal encryption scheme is IND-
CPA secure, then there exists a view simulator S s.t. for all distribution collections D and
for all PPT adversaries A, the distinguishing advantage of the voter privacy/PCR game
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for Helios is

PrGLoP (1% n,m, k) = 1] — 1/2 | = negl(}) .
Proof. The proof consists of (i) the construction of view simulator S for the voter pri-
vacy/PCR game, and (ii) the reduction showing that any adversary who has non-negligible
advantage in the voter privacy/PCR game can be used to break the IND-CPA security of
the underlying EIGamal encryption scheme.

The construction of view simulator S :

Recall that in the execution of the Cast ceremony, V, and VSD are controlled by the
challenger. V, behaves according to the sampled transducer 2/, ., ., < D,, which au-
dits the ciphertexts produced by the VSD i, times before encrypting its real candidate
selection. Note that value of ¢, a, is irrelevant for privacy, as the EA is honest and
checks the validity of all the submitted ballots as well as the associated NIZK proofs
in the privacy game. For the j-th ciphertext auditing, it sends the VSD the candidate
selection U/} and obtains the created ballot ¢, ; and the corresponding randomness 7
from the VSD. After the j-th auditing, it sends the candidate selection 4 to the VSD and
casts the created ballot v, together with its identity ID,. The view of V, is defined as
viewy = ((Pub, s¢,Up), (Y05, 705)jeli,)» @Udit,), where audit, = (¢}, ID,) is the receipt.

The simulator S randomly picks a coin & — {0,1} on its first execution and maintains
the coin ¥’ throughout the privacy game. On input (view,, U, U}), S for j € {1,... i}
creates ballot ¢, ; using a fresh randomness r; ; for the candidate selection ut', as VSD
would. It then outputs the simulated view view, = ((Pub, s¢,U), (e, 7e;) jefin), @Udite),
where audit, = (¢}, ID,) remains the same.

The reduction :

Assume that A is a PPT adversary that wins the voter privacy/PCR game Gﬁ;ﬁ;\f’(lk, m,n, k),
for some m, t, n, k € polynomial in A\, We construct an adversary B that tries to use A in a
blackbox manner to attack the IND-CPA security of the EIGamal encryption. As shown in
[15], strong Fiat-Shamir transformations of 3 protocols are simulation sound extractable.
More specifically, for any prover A who outputs polynomially many statement/proof pairs
(Y, 1), there exists an efficient knowledge extractor K, given black-box access to .4 and
may invoke further copies of A using the same randomness as was used in the main run,
can extract a vector of witnesses w corresponding to the statements Y. Consider the fol-

lowing sequence of games from G to Gs.

Game G: The actual game G;‘fgfi’vp(lk, n,m, k), where the challenger uses U4} in the Cast

ceremony and the above simulator S is invoked when b = 1.

Game G;: Game (] is the same as Game G, except the following. The challenger Ch
controls the RO H(-). After the Cast phase, Ch invokes the knowledge extractor K to
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extract the partial secret keys {sk;}, ., of all the other trustees that .A controls and the
candidate selections of all the casted ballots submitted by the corrupted voters. The chal-
lenger Ch aborts if the extraction fails; otherwise, Ch completes the experiment.

Game G,: Game G, is the same as Game (G except the following. The challenger Ch
computes the election result (x4, ..., z,,) that corresponds to the ballots that .4 posted on
the BB according to the candidate selections of the corrupted voters extracted in Game G;.
Denote the final tally EIGamal ciphertext vector as (C4, . .., C,,), where C; := ((J](-O), C’J(l)) =
(g",g% -h'7) forsome r;. For j € {1,...,m}, the trustee T, produces its partial decryption
of C; as D,,; = O /(g% - (C\”))Xi+u %) together with simulated NIZK proofs without using
its partial secret key.

Game G3: Game Gj is the same as Game G, except the following. For all the voters
V, € V, the challenger Ch submits a vector of encryptions of 0 together with the simulated
NIZK proof instead of the real ciphertexts of the candidate selections. Besides, the chal-
lenger Ch always give the adversary A the simulated Cast views, ignoring the bit b.

Define Advg, ¢,(A) == %\ PriA = 1 | G;] — PrlA = 1 | G,]|. We complete the proof by
showing a sequence of indistinguishability claims for the games G, G+, G», Gs.

» Gy is indistinguishable from G;45:P (1*,n,m, k): by definition of the the voter privacy/PCR
game,

|Pr(GLsP (1%, n,m k) = 1] = PrlA = 1| Go]| = 0.
» (1 Is indistinguishable from G, the probability that the knowledge extractor fails to ex-
tract the witnesses is negligible . Upon successful extraction, the view of A is identical to

Gy. Hence, we have Advg, ¢, (A) = negl(A).

» (G5 is indistinguishable from G : since the simulated NIZK proofs are identical to the real
ones, the view of A is identical to G;. Hence, we have Advg, ¢,(A) = 0.

» G5 Is indistinguishable from G,: it is easy to see that the tally ciphertexts will still be
decrypted to the correct election result {(x1,...,z,,) due to the fake partial decryptions
D, ;. The simulated NIZK proofs are indistinguishable from the real ones.

We now show that if the adversary A can distinguish Game G5 from G, then there exists
an adversary B who can win the IND-CPA game of the EIGamal encryption with the same
probability.

In the IND-CPA game, B first receives a public key denoted as (g, h,,) from the IND-CPA
challenger, and B forwards (g, h,,) together with the simulated NIZK to the EA as the partial
public key of the trustee T, in the Setup phase. Then B submits my = 0,m; = 1 to the
IND-CPA challenger, and B receives C := (C(©, C") that encrypts m;«, where b* € {0, 1}
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is the IND-CPA challenger bit for B to guess. B computes
C = (CO,60) = (O, W) . (CO)Eirwskiy |

which is encryption of m,« under the election public key (g, h). During the Cast ceremony,
for each uncorrupted voter V;, B sets j; to be the index s.t. {P;x} = Up. Then, it generates
— 1 encryptions of 0, {C;}. i under the election public key (g, h) together with their

NIZK. For ji, B sets Cy;x to be re-encryption of C, i.e. C, i = (CO . g, ¢ . pr) for
fresh randomness ;. B appends necessary simulated NIZK and submits {Cg,} | as the
ballot for V,. Clearly, if C encrypts 0 then the adversary A’s view is the same as Game Gs;
otherwise, if C encrypts 1 then the adversary A’s view is the same as Game (5. Hence,
assume A outputs 1 if she thinks she is in Game (5 and outputs 0 if she thinks she is in
Game G3. B forwards A’s outputs, and B win the IND-CPA game whenever A guesses
correctly. Thus, we have Advg, ¢,(A) = AdViiamr (A) = negl(\).

» PrlA = 1 | G3] = 1/2: since the view of Game G3 does not depend on the bit b, the
adversary’s probability of guessing b correctly in G5 is exactly 1/2.

By the above claims, the overall advantage of A is

PGP (1% n,m, k) = 1] — % ‘ — ‘ PriPrlA=1|Go] —PrlA=1|Gs] | <
3
< Y Adve, , ¢, (A) = negl(A) + 0 + AdviGamer (A) =

=1

— negl(}),

which completes the proof. [ |

6.6 A MitM Attack Against Helios’s Privacy

In Section 6.2, we described the Helios e-voting ceremony. Recall that in our description
there is no way for the BB to authenticate the trustees’ data (this typically requires a user-
side PKI which is hard to deploy in practice) and the trustees are not required to audit the
information posted in the BB.

Unfortunately, this oversight might cause subtle privacy problems when the EA is mali-
cious. In order to achieve voter privacy, it is necessary to ensure that at least one of the
trustees participates in the election audit. For instance, this is consistent with claims made
in the Helios web server material where it is argued that voter privacy is guaranteed unless
all the trustees are corrupted, see [61]. Nevertheless, the trustee auditing step is optional
and there are no proper instructions regarding the necessity of the trustee verification pro-
cess. Moreover, the current Helios implementation (Helios v4 [60]) poses difficulties for
someone without technical knowledge to do so.
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In Subsection 6.6.1, we introduce a generic MitM attack against the voter privacy of any
e-voting systems that like Helios (i) builds upon TPKE encryption and (ii) trustee data is
not authenticated and the auditing step is not performed. Next, in Subsection 6.6.2, we
demonstrate our attack against Helios as a specific instance of the attack methodology. In
Subsection 6.6.3, we propose simple countermeasures that deal with this type of attacks.

ASD @ TSD ASD

ASD @ TSD ASD

ASD @ TSD
ASD

Figure 6.5: The star network topology in the architecture of a typical TPKE-based e-voting
system. The dotted lines denote read-only access to the BB.

6.6.1 The system vulnerability and our MitM attacks

Similar to Helios, any typical TPKE-based e-voting system mainly consists of EA, BB, and
the supporting devices. The EA additionally handles vote collection, hence for simplicity
we absorb EA and VC into a single EA entity. The architecture topology forms a star
network as depicted in Figure 6.5; the BB, all the trustees and all the VSDs are connected
through the central EA node®.

Such a network topology is sensible and is followed by systems used in practice since it
avoids additional pairwise communication between the entities participating in the election;
this has a number of advantages. First of all, it significantly reduces the development
and deployment complexity, as the entire e-voting system can be realized by a single

30ne may think of the EA being part of the BB; we separate the two entities in our work in order to enable
the BB to be completely passive; having a passive BB is important in practice since a robust implementation
for the BB will distribute the responsibility of maintaining the election transcript to a set of servers which will
be required to execute an agreement protocol for each append operation that should be readable by honest
parties.
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ASD

ASD

Figure 6.6: A malicious EA acting as MitM against the privacy of a TPKE e-voting system.
The trustees 71,75, ...,T, communicate only with the malicious EA, isolated in a fake
“gray” environment.

server. Secondly, it is consistent with a reasonable level of usability, as the administrators
only need to keep the election server online and all the other election parties are able to
participate in the election asynchronously without any coordination.

Unfortunately, the implementation efficiency enjoyed by the aforementioned star network
topology does not come without a price; the specific architecture makes the system vul-
nerable to a class of MitM attacks when the central node (i.e. the election server) is
compromised, as depicted in Figure 6.6. Furthermore, the lack of PKI support makes it
impossible for a third-party auditor to identify the actual sources of messages that appear
in the BB. This problem is recognized in terms of election integrity, and the concept of in-
dividual verifiability is widely adopted to mitigate this problem by preventing the malicious
election server from tampering the submitted ballots. Nevertheless, little attention is given
to the contributions of the election trustees even though it is equally important to ensure
the integrity of trustees’ messages (i.e. the election parameters) in the BB.

Our attack assumes that only the EA is controlled by the adversary, whereas the rest of
the TPKE-based e-voting system entities and all the supporting devices remain honest.
The steps of the attack are illustrated via corresponding figures.

STEP 1: During the election setup phase, the malicious EA follows the Setup protocol de-
scription and interacts with the real trustees 77, .. ., T} to jointly generate the real election
public parameters info and the real voters’ credentials cry, ..., cr,. Meanwhile, the ma-
licious EA (conceptually) creates another set of fake trustees, 77, ..., T} and generates
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fake pairs of keys (ski, pk}),..., (sk}, pk}) fake election public parameters info* and the
fake voters’ credentials crj, ..., cr by running the Setup protocol with the fake trustees
“in its mind”, obtaining skj, ..., sk;. The malicious EA then publishes info* (that include

pki,...,pk; and pk* «— TPKE.Combine(pk;, ..., pk;)) on the BB and thus all the voters
will use the fake election parameters during the Cast protocol (cf. Figure 6.7).

ASD

ASD

Figure 6.7: MitM attack - STEP 1: Replacement of the trustees’ election parameters and
setting up of a “fake” election.

STEP 2: Thevoters V; ..., V,, read the BB and obtain the fake public key pk*. They encrypt
selections opt, ,...,opt; under pk* and submit their ballots B, ... B* to the malicious
EA which, clearly, is able to learn every voter’s selection by decrypting the ballots using
all fake partial decryption keys ski, ..., skj (cf. Figure 6.8).

STEP 3: The malicious EA can simulate the voting and tally phase of a presumably “real”
election run under the real trustees’ keys engaging with them in the Tally protocol. The
purpose of this step is to make the real trustees believe the election tally result is produced
by them, whereas EA can simply perform the actual election tally itself and publish the
corresponding election result in the BB. It is easy to see that all information in the BB is
consistent in the sense that the produced fake election transcript 7* is publicly verifiable
(cf. Figure 6.9).
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cry,...,crk

Figure 6.8: MitM attack - STEP 2: Voting under fake election public key and breaching
the voters’ privacy by decrypting the ballots via skj, .. ., sk;.

5 ASD

5 ASD

5 ASD
infor [

Figure 6.9: MitM attack - STEP 3: Completion of a consistent “real” tally phase under the
trustees’ election public key.
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6.6.2 Instantiation of our MitM attack against Helios

We demonstrate our MitM attack against Helios. However, our attack can apply to all
the variants of Helios in the literature with respect to their latest implementations. Our
attack does not tamper the javascript code, therefore it is impossible to detect our attack
by checking the integrity of the source code as observed at the client side.

Recall that the latest version of Helios v4 uses k out of k threshold (lifted) EIGamal en-
cryption. During the election setup phase, each trustee 7;, « = 1, ..., k locally generates
a pair of EIGamal partial keys (pk;, sk;) and sends pk; to the EA. At this step, a fingerprint
(SHA256 hash digest) of the partial public key pk; is computed and provided to the trustee.
It is suggested that the trustees keep the fingerprints of their partial public key and confirm
that they are properly stored on the election server. However, there is no further instruc-
tion to indicate to the trustees where and how to verify the consistency of this information.
Notice that there is no interface for the trustees to verify whether their partial public keys
are correctly used to produce the (combined) election public key during the Setup cere-
mony.* In fact, only the (combined) election public key is used to generate the election
fingerprint (i.e. a SHA256 hash digest of the JSON format of the election definition) after
an election is fixed (or “frozen” in Helios terminology). Moreover, the voters are only given
the (combined) election public key at the voting booth page in the Cast ceremony, so it
is impossible to check the validity of the partial public keys even if the trustee is also an
eligible voter. During the tally phase, the trustees are given their partial public key finger-
prints to prevent them from using incorrect partial secret keys. The information displayed
on the tally page can never be used for auditing purposes, because every trustee should
first identify himself by submitting a unique token to the EA before receiving the content.
Hence, the malicious EA can specifically tailor a (inconsistent) view of the tally page for
each trustee. Finally, the partial public key information is not even displayed on the bulletin
board, which only contains the submitted voters’ ciphertexts.

In our MitM attack, the malicious EA receives pk, from the trustee 7;, i = 1, ..., k during
the election setup phase. Then, it generates another set of fake partial EIGamal key pairs
(pk¥, sk¥) and computes the fake election public key pk* = [T, pk. When the election
is frozen, the malicious EA switches the real election public key with pk*, so pk* is used to
generate the election fingerprint. In the voting booth, the voters are given pk* to encrypt
their choices, and thus it is consistent with the election fingerprint. In the tally phase, the
malicious EA sends the real trustee T; his partial public key pk;; therefore, the hash of
pk, matches the fingerprint stored by 7; and the trustee should perform tallying as usual.
Once T; submits the decryption values, the malicious EA mimics the same process with
T (in its “head”) and posts the fake decryption factors instead. Clearly, all the information

on the BB is publicly verifiable.

Remark 6.3 (Effectiveness of the MitM attack). Our MitM attack can be launched against
any TPKE-based e-voting system which, like Helios, (i) does not urge that the trustees
directly verify that their partial public keys were correctly published and (ii) does not allow

“Note that each trustee does not know the other trustees’ actual partial public keys.
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for any third party to verify the source of the partial public keys (as in [67, 96]). Note that
having the EA sign BB data like in [12] does not prevent the attack, since BB consistency
is not violated from the EA’s point of view (the adversarial public key is posted on the BB
by the EA itself). On the contrary, our MitM attack can be prevented when the trustees col-
laboratively verify their partial public keys either via a verifiable secret sharing scheme [41]
or with PKI support [36].

The effectiveness of the attack against various TPKE-based e-voting systems is summa-
rized in Table 6.11.

Table 6.11: Effectiveness of the MitM attack against various TPKE-based e-voting sys-
tems.

System Resistance | Vulnerability
CGS [41] v
Adder [67] v
Civitas [36] v
Helios [2] v
Zeus [96] v
STAR-Vote [12] v

6.6.3 Countermeasures

We conclude the presentation of our MitM atack by proposing two countermeasures for
TPKE-based e-voting systems without PKI support [67, 2, 96]. Each countermeasure suits
a specific threat model for the BB.

1. As shown in Figure 6.5 and commonly used in the e-voting literature [41, 67, 2, 36,
96, 12] as well as in this thesis, the BB is considered to be passive and robust in
the sense that posting on the BB is done in an append-only way. In this model,
the trustee auditing step should be performed immediately after the election setup
phase and before the voting phase starts. Since the adversary cannot modify the
election public key in the BB, it cannot decrypt the encrypted votes without knowing
all the partial secret keys. Hence, the voters’ privacy is preserved, if at least one of
the trustees remains honest.

2. In an alternative threat model, we consider a covert adversary [5] (i.e. an adversary
that may deviate arbitrarily from the protocol specification, but does not wish to be
detected cheating) that may also fully corrupt the BB but cannot link the identity of
the auditing party (including both voters and trustees) with the ASD that is used. In
this model, the trustee auditing step should be performed after the end voting phase
and the interaction between the BB and a trustee’s ASD should be indistinguishable
from an interaction between the BB and any voter’s ASD. Observe that the election
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public key that has been used for vote encryption is determined w.r.t. a specific
voter’s ballot tracker. This is because the said public key can be deducted from the
statement of any ZK proof of ballot correctness. In order to pass the trustee auditing,
the adversary has to post the real public key on the BB whereas in order to pass the
voter auditing, it has to post the fake public key. Since the adversary cannot tell
whether an auditing party is a trustee or a voter, it will either (i) be discouraged from
launching the MitM attack or (ii) eventually be detected .

Future direction: Including MitM in a generalised formal analysis

When an honest EA is not a security requirement, then the MitM attack becomes an im-
mediate threat for any weak auditing behaviour of the trustee nodes. Hence, any typical
study of Helios’s privacy that extends the threat model in Section 3.6.6 by considering a
malicious EA, should incorporate the auditing rate of trustees as expressed via the trustee
transducer distribution Dg that we recall here for clarity:

Pr[M] =

Dy

p, ifM=MT
1—p, if M =M

A privacy theorem that generalises the result of Theorem 6.3 is expected to have the fol-
lowing statement.

Theorem. Assume an election run of Helios with n voters, m candidates and k trustees.
Assume that the hash function H(-) considered in Section 6.2 is a random oracle. Let
m,n, k,t € N be polynomial in \. Let D = (Dy,...,D,,D™, ... D™ DP) be a trans-
ducer distribution vector where DTi = Dg i =1,...,k, is the p;-biased coin-flip trustee
transducer distribution in Eq. (6.1) for some p; € [0, 1], D®P is an arbitrary CD transducer

distribution and D, . .., D,, are arbitrary voter distributions.

If the underlying ElGamal encryption scheme is IND-CPA secure, then there exists a
view simulator S s.t. for every PPT adversary A that controls the EA, the VC, all-but-
one trustees and corrupt up to t voters, the distinguishing advantage of A for voter pri-
vacy/passive coercion resistance game for Helios is

max{l — p; | i € [k]} + negl(}\) .

However, such a statement cannot be guaranteed by simply resisting against the MitM
attack, as corrupting the EA may yield to other attack opportunities for the adversary that
cannot be prevented by trustee auditing alone. We leave the proof of a generalised privacy
theorem for future work.
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7. SUBSEQUENT WORK

The DEMOS-A and DEMOS-2 e-voting systems enabled for the first time E2E verifiabil-
ity of the election procedure in the standard model. As a result, the two systems set the
bar high for the e-voting security standards. Nonetheless, they do not manage to face all
technical challenges that arise in the design of an e-voting constructions. Two noteworthy
instances are (i) the proneness of DEMOS-A and DEMOS-2 to single points of failure (the
EA, the VC and the BB), a common feature in most existing e-voting systems, and (ii)
the vulnerability of both systems against an active coercer. In this chapter, we provide an
overview of two follow up e-voting systems, each of them aiming to tackle one of the two
main unresolved issues. The first system, named D-DEMOQOS, is already implemented by
Chondros et al. [35] and addresses the fault tolerance problem. The second system, de-
signed by Kiayias, Teague, Zacharias and Zikas, is at a near publication status, promising
incoercibility and E2E verifiability under minimum assumptions.

7.1 The D-DEMOS e-Voting System

As already mentioned, in the system architecture of DEMOS-A and DEMOS-2, the EA,
the VC and the BB are single points of failure. In most real-world cases, system liveness
is a top priority, setting election fault tolerance as a critical design issue. Therefore, an e-
voting construction applicable in a fully distributed setting is most desirable for spreading
the use E2E verifiable e-voting at a national level. This is done in the work of Chon-
dros et al. [35] that introduces D-DEMOQOS, a code-voting e-voting system that builds upon
DEMOS-A, redesigning VC and BB as distributed subsystems with fault tolerance of less
than one third and less than a half of the total VC and BB nodes respectively. In addition,
the trustees form a subsystem that operates under a f,-out-of-k fault threshold. By in-
tegrating novel ad-hoc constructions and protocols with DEMOS-A, D-DEMOS achieves
the following features:

1. It removes any single point of failure at the on line voting and tally phase, assuming
only a concentrated election initialisation authority at setup, that can be removed
after completing its role.

2. It supports a distributed fully asynchronous mechanism for the generation of receipt
code by the VC subsystem that allows the voter to check on-line that their vote was
recorded-as-cast (note that in DEMOS-A verification runs after election end, thus
voters cannot complain while engaged in the Cast protocol in case of malicious
behaviour). Every valid vote-code is associated with a unique receipt in every ballot,
thus an honest voter can check the consistency of the obtained receipt, simply by
comparing it with the respective one in her ballot.

3. It achieves liveness w.r.t. receipt code generation process, along with the safety
guarantee that the vote of any honest voter who obtained a valid receipt will be
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included in the tally.

4. It preserves the security properties of DEMOS-A, though E2E verifiability is now in
the standard model against computationally bounded adversaries.

The contribution of this author to the design of D-DEMOS focuses on the security analysis
of the system. In the rest of the section, we provide the proof ideas for each of D-DEMOS’s
properties (liveness, safety, E2E verifiability, voter privacy/PCR) and, thus, intuition about
its security.

Liveness :

Theorem. Let ) be an upper bound on the communication delay and A be an upper bound
on the synchronization loss in all node’s clocks with respect to a global clock. Let Teomp
be the worst-case running time of any procedure run by the VC nodes and the voters
during the voting protocol. Assume that f, out-of the N, total VC nodes are honest, where
fv < Ny/3. Then, every honest voter that is engaged in the voting protocol at least ( f, +
1)- ((2Nv +5)Toomp + 12A + 65) clock steps before election end, will obtain a valid receipt.

Proof strategy overview. If an honest voter submits her vote to an honest VC node, then
by the description of the VC nodes consensus protocol and the bounds §, A, Teomp, We can
show that the upper bound on the time required for the honest voter to obtain and verify
the validity of her receipt is Tiyait = (2Ny+5)Tcomp+ 12A+64. Thus, after Tiy,it steps, she will
blacklist this VC node and submit the same vote to another randomly selected VC node.
By the VC fault tolerance threshold, she will run into a honest VC node after at most f, + 1
attempts.

Safety :

The safety theorem is stated in the form of a contract adhered by the VC subsystem.

Theorem. Assume that f, out-of the N, total VC nodes are honest, where f, < N,/3.
Then, any honest voter who receives a valid receipt from a VVC node, is assured her vote
will be published on the honest BB nodes and included in the election tally, with probability
at least 1 — negl()\) — 552

o

Proof strategy overview. Assume an adversary that attempts to produce a valid receipt
without interacting with the honest VC nodes by either (i) forging digital signatures used
in producing certificates for valid vote-codes during vote collection, or (ii) guessing the
randomly generated valid 64-bit receipt for some honest voter. By the security of digital
signatures, (i) happens only with negl(\) probability. Further, since there are at most f,
malicious VC nodes, the adversary has at most f, attempts (there are 25* — i choices left
after i attempts) to guess the receipt for each voter, thus (ii) happens with probability no

more than ;
v—1
e Lo b
pard 264 - 264 _ fv
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Now, let V' be an honest voter that has obtained a receipt reconstructed from a complete
VC interaction. Then, by the security of the underlying digital signature scheme, every
honest VC node will submit ’s unique cast vote-code to each BB node by including it in
the set of voted tuples. Given the fault tolerance thresholds, the majority of honest BB
nodes will publish V’s vote, while the f; out-of & honest trustees will read 1’s vote from
the majority of BB nodes and include it in the election tally.

EZ2E verifiability :

We require fault tolerance only for the BB nodes to guarantee BB consistency and show
the E2E verifiability of D-DEMOS in the following theorem.

Theorem. Let 0 be the number of honest voters. Let A be an adversary that controls the
EA, all the VC nodes, all the trustee nodes and can statically corrupt less than half of the
BB nodes. Then, the probability that A causes tally deviation § from the intended election
result without being detected, is no more than 279 + 279,

Proof strategy overview. The proof follows the lines of Theorem 4.4. Specifically, by the
number of honest voters, the entropy of the collected voters’ coins is at least #. Similar to
Subsections 4.2.4 and 4.2.5, we can show that the verification of the > zero-knowledge
proofs used in D-DEMOS (Chaum-Pedersen proofs) guarantees the correctness of all the
committed ballots in the BB, except some probability error 279, In case of all valid zero-
knowledge proofs, .4 may attack by pointing the honest voter to audit in a BB location
where the audit data is inconsistent with the respective information in at least one part of
the voter’s ballot. As in 4.4, we can show that every such single attack has 1/2 success
probability (the voter had chosen to vote with the inconsistent ballot part) and in case of
success, adds 1 to the tally deviation. Thus, in this case, the probability that A causes
tally deviation d is no more than 279,

Voter privacy/PCR

Theorem. Let ¢, be constants s.t. ¢ € (0,¢) and n2(n + 1)™ - 2t = O(2*). Let A be
an adversary that controls all the VC nodes, less than half of the BB nodes, up to f; out-
of k trustees, and up to t voters, observes the network during election and obtains all the
voters’ audit information. Then, A cannot break voter privacy if the underlying commitment
scheme is hiding against all 2*° adversatries.

Proof strategy overview. The proof follows the lines of Theorem 4.5. Due to full VC cor-
ruption, A learns all the vote-codes. Even so, the audit information of every voter leaks
nothing about her vote, as each ballot part is independently and randomly generated,
and the voter could “lie” about her used ballot part (i.e. switch the vote-code and option
correspondence in the used ballot part, so that the submitted vote-code appears associ-
ated with the option in the alternative the voter did not follow). Moreover, we can show
that if A distinguishes the alternative followed by honest voters, then we can construct
an algorithm B that invokes .4 and simulates an election execution where it guesses (i)
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the corrupted voters’ coins (in 2! expected attempts) and (ii) the election tally (in (n + 1)™
expected attempts). Thus, B finishes a compete simulation with high probability running
inn*(n+1)m- 2 = 0(2”,) steps. By exploiting the distinguishing advantage of A, B can
break the hiding property of the option-encoding commitment scheme in 0(2”,) = 0(2V)
steps, thus leading to contradiction.

7.2 Towards Fully Coercion Resistant and End-to-end Verifiable e-Voting

In order to design an extension of DEMOS-A that achieves resistance even against an ac-
tive coercer, Kiayias, Teague, Zacharias, and Zikas deploy the UC incoercibility framework
in [4] summarised in Section 3.7. For completeness, we recall the incoercibility conditions
for [4] security:

(i). Any election environment Z cannot distinguish an ideal world coercion settng from
a real world coercion setting.

(ii). Any election environment Z cannot distinguish an ideal world evasion settng from a
real world evasion setting.

We are interested in incoercibility without putting trust to supporting devices. This rules
out any client-side encryption e-voting system like DEMOS-2, where the clients must re-
main honest for privacy. Unfortunately, under this model, neither DEMOS-A succeeds
in providing security against a coercer that does not aim at an individual level, but at a
statistical effect on the will of the electorate. An example of such an attacker was pointed
out by Teague, which we cite below.

An active coercer against DEMOS-A:

The idea is that the coercer demands a vote of a certain form and attacks in a statistical
rather sn individual manner. Some voters are unable to satisfy the coercer, others are
able to satisfy the coercer and still vote any way they choose, but some fraction of voters
are able to produce a receipt of the right form only by obeying the coercer. Some are able
to do so only by disobeying the coercer, but as long as there are fewer of them than those
who must obey, the attack is successful.

101 102 103
Vote-code || Option Vote-code || Option Vote-code || Option
27935 YES 58729 YES 52658 YES
75218 NO 45343 NO 65864 NO
84439 YES 14582 YES 84373 YES
77396 NO 93484 NO 49251 NO

It's easiest to understand by looking at the toy example in Section 4.4, repeated above.
Let's assume that vote-codes codes run from 0 to 99999. Note that the attack does not
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depend on the vote-codes having high entropy—it would also be possible for example
if the codes were taken from {0,1}. It does depend on the vote-codes being ordered
independently of the options on the ballot.

Suppose the coercer programme instructs:

“Look at the double ballot presented to you. Instead of choosing randomly
which one to open, try to produce a receipt and vote as follows:

» On the opened ballot part, the ‘NO’ vote-code should be at least 50000.
» Your voting code (from the other ballot part) should be at least 50000.”

Now consider the 3 examples given there:

* 101 can satisfy the coercer by voting either “‘YES’ or ‘NO’. (Opening the top ballot.)
* 102 can satisfy the coercer only by voting “YES’. (Opening the bottom ballot.)
» 103 can satisfy the coercer only by voting “YES’. (Opening the top ballot.)

In general, it holds that

1. If neither ‘NO’ vote-code is > 50000, then the voter cannot satisfy the coercer. (1/4
of ballot pairs).

2. If exactly one ‘NO’ vote-code is > 50000, then
(a) If the other ballot’'s “YES’ vote-code is > 50000, then the voter can satisfy the
coercer only by voting ‘YES’ (1/4 of ballot pairs).
(b) If the other ballot’s ‘YES’ vote-code is < 50000, then the voter cannot satisfy the
coercer (1/4 of ballot pairs).
3. If both ‘NO’ vote-codes are > 50000, then
(a) If atleast one ‘YES’ vote-code is > 50000, then the voter can satisfy the coercer
either way. (3/16 of ballot pairs).

(b) If both “YES’ codes are < 50000, then the voter can satisfy the coercer only by
voting ‘NO’ (1/16 of ballot pairs)

The crucial point is that there are more voters who can satisfy the coercer only by voting
‘YES’ than there are who are forced to vote ‘NO’. By a statistical argument, the coercer
will bias the election result towards ‘YES' .
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Making DEMOS-A incoercible:

The key idea for building a fully coercion resistant DEMOS system is quite simple, however
proving its security appears highly non-trivial. The incoercibility mechanism consists of the
following two component steps:

1. Provide each voter with a double ballot that consists of K copies of original DEMOS-
A ballots, where K is a fixed system parameter. Namely, for options O = {opt,, ...,
opt,,}, a ballot B = (B(», B") with K vote-codes per option per ballot part is repre-
sented as the K'm-tuple

1

1 1)7'-'7(C(K—1)m+1""’C}{m)>

<tag,(c?,...,cgn),...,(c(()r_l)mﬂ,...,c(}(m),...,(cl,...,cm

where ¢{._,)..  is the r-th vote-code for opt; in ballot part B

r—

2. Design an evasion strategy run by the voters that input the code of any coercion
programme A, the voter’s ballot B and her intended option opt, either (i) outputs a
transformation B’ of B s.t. when A sees B’ instructs the voter to cast a vote-code for
opt or (ii) aborts, so the voter is coerced. The candidate evasion strategy performs
iterations of vote-code permutations and replacements checking if (i) is reached.
The number of operations depends on a fixed system parameter L.

The above solution is shown successful against coercers that do not force the voter to
abort, i.e. the coercer’s instructions always lead to vote submission. Against this mean-
ingful class of attackers, the following security theorem holds, here stated at a not overly
formal level.

Theorem. There is a polynomial p(-) s.t. for every coercer A and for sufficiently large
vote-code size and system parameters K,L at least 1 — —1 voters execute the evasion

p(K)
strategy successfully with 1 — negl(L) probability.

The m rate of coerced voters seems optimal for this approach, as there is a simple
counterexample of a coercer (the one that always requests to see the largest code in a
ballot part), where it is impossible to achieve 1 —negl(K') voters avoiding coercion with 1 —
negl(L) probability. In addition, the extended new system satisfies the first condition of [4]
security, i.e., indistinguishability between an ideal world coercion setting from a real world
coercion setting. However, several important technical obstacles need to be overcome,
so that the new system is proven incoercible.
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8. CONCLUSIONS AND FUTURE WORK

The completion of this PhD thesis concludes an extended formal cryptographic argumen-
tation on the boundaries of optimal E2E verifiability and the relation of e-voting security
with human auditing behaviour. The introduction of the DEMOS family initialised to the
pair of DEMOS-A and DEMOS-2 e-voting systems answers affirmatively to question Q1 in
Section 1.4, promising election executions where the integrity of the result is proven under
the standard model, i.e. without trusting a source of randomness or any other setup as-
sumption. In addition, the honesty of no election administrator or voting supporting device
is required.

Despite its apparent strength, the framework in Section 3.3 assumes the consistency of
the BB view, which is the remaining gap from claiming E2E verifiability unconditionally.
We argue that a consistent BB can be easily seen to be a tight condition since without it, it
is easy to verify that E2E verifiability of the election cannot be achieved: by controlling the
BB, an adversarial EA can distribute voters to their own separate “islands” where within
each one the voters will have their own verifiable view of an election result that can be in
reality completely skewed. The latter is in agreement with the compromise for tolerating
the possibility of independent execution attacks in networks without any authentication
mechanism discussed by Barak et al. [6]. Below, we cite a relevant excerpt from this
work.

“In the case of multi-party protocols, an adversary can always partition the honest
parties into disjoint subsets. Then, given this partition, the adversary can run
separate (and independent) executions with each subset in the partition, where
in an execution with a given subset of honest parties ‘H, the adversary plays the
roles of all the parties outside of H. ”

Implementing a consistent BB is beyond the scope of this thesis, yet we remark that it
can be realised generically via a blockchain primitive (transaction ledger). An alternative
solution that assumes fault tolerance for a distributed BB is considered in the D-DEMOS
e-voting system discussed in Section 7.1.

Despite the fact that top-tier integrity is a main objective of this thesis, it could not be
meaningful without being combined with solid secrecy guarantees. To illustrate this point,
imagine an election where privacy was of no concern'. Then, a simple open ballot voting
procedure, should obviously satisfy Definition 3.2. What makes our E2E verifiability results
powerful is that it are proven in line with the voter privacy of DEMOS-A and DEMOS-2
against a passive coercer. Clearly, achieving this full level of integrity against an active
coercer would be an significant step towards optimal e-voting system security. Concurrent
work towards this direction is discussed in Section 7.2.

As far as studying human behaviour is concerned, this thesis has set the necessary cryp-
tographic background and its mathematically argued results on this matter raise intriguing

'There are several such valid voting cases, e.g. in Parliament sessions.
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issues. The security analysis of the widely used Helios e-voting system pointed out its
weaknesses, in cases where humans do not audit at an acceptable rate. Unfortunately, it
appears that this is the case even at highly risk aware electorates such as cryptographers
(IACR elections). It appears that Helios is secure only with respect to an ideally trained
electorate, whereas its integrity can be breached under easily predictable voter behaviour.
Besides, even though resistance against the MitM attack presented in Section 6.6 can
be dealt by encouraging trustee auditing, the verifiability weakness is inherent in Helios,
hence unavoidable by design.

Our analysis leads to a debate that, beyond its technical basis, can be viewed from a rather
political and philosophical lens; if human behaviour, even within protocol specification, can
affect the security of an e-voting system, then specifying explicitly the extent of the security
risks -thus answering question Q2 in Section 1.4- becomes a top priority. Can these risks
be mitigated by significantly better systems, or do they set a security guarantee upper
bound, as price for moving responsibility directly to the voters? In order to ask for end-to-
end verifiable security, is people’s proper training a prerequisite? More generally stated,

Is political maturity an inevitable trade-off for
provenly secure direct democratic procedures?

The robust ceremony model of this thesis could be the means for translating these ques-
tions into strict mathematical language. Further, the syntax and definitions in Section 3.6
can be enhanced with new model parameters, such as post-election complaint rate and
transducers selection according to statistics over a closed electorate, thus taking history
into account (rather than sampling independently from transducer distributions).

Based on the aforementioned discussion, we believe that the findings of this thesis can
be a valuable asset for subsequent research. In the following paragraphs, we share our
thoughts on problems that we evaluate as challenging directions for future work.

E2E verifiable multi-party computation in the standard model.

A complete e-voting execution (setup, voting and tally phase) is a prominent special case
of a multi-party computation (MPC) protocol [53, 28] supporting verification, where the
computation is w.r.t. the election evaluation function f. In the existing verifiable MPC con-
structions [9], verifiability held under setup assumptions (e.g. trusted CRS generation and
RO) and /or requiring the client perform cryptographic operations. Achieving MPC with
E2E verifiability in the standard model according to the standards in this thesis, is an in-
teresting open problem, let alone if it is done with minimum computational requirements.
We are confident that the core techniques used in DEMOS-A and DEMOS-2, i.e. ran-
domness extraction from the entropy inserted by the votes (clients) and code-voting-wise
setup phase, can be the building blocks for a construction with such features.

Accountable elections in the standard model:

DEMOS systems have been designed respecting the significance of an e-voting system
to allow the voters and any third party to be convinced of the election result without relying
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in good faith w.r.t. the honesty of the election administrators. Supporting E2E verifiability
is @ most challenging technical problem in the design of any voting system, and there is
only a limited number of systems that can claim they enjoy this feature.

Nevertheless, one may argue that E2E verifiability alone is not the ultimate goal of formal-
ising security from the integrity aspect. In an election execution, it is meaningful to enable
an honest complaining voter to prove the invalidity of the procedure w.r.t. their view in front
of a judicial authority responsible for resolving disputes. On the other hand, an honest col-
lection of election administrators should be able to defend themselves against a malicious
complaining voter. The property that captures the ability of an e-voting system to manage
accusations among involved parties indisputably is called accountability and was formally
defined by Kisters, Truderung and Vogt [70], similarly to verifiability, i.e. parameterised
by a “global accountability” goal and an adversarial environment.

Given an explicit goal and in all-malicious environment, as it is done in our E2E verifiability
model, the dispute is between the voter and the election system. Under such a framework,
a straightforward twist that results in an DEMOS system that supports accountability, is
to enable the voter to convince the judicial authority of the originality of her ballot, by
applying digital signatures for the ballots. However, this would lead to the loss of the
PCR property that DEMOS-A and DEMOS-2 achieve, as now the voters cannnot lie about
their view. Furthermore, under the [70] framework, the component entities of the election
system (EA, VC, trustees and VSDs) must be allowed to defend their individual honesty.
Hence, the construction of a DEMOS-based system with the most complex possible level
of accountability in the standard model would be a non-trivial research direction.

Prét a Voter, Scantegrity (Il), Helios, DEMOS-A,DEMOS-2
RIES Threeballot,Norwegian/Scytl
JCJ/Civitas

Accountability  Full coercion resistanc
EZ2E verifiability PCR
Verifiability given trusted hardware Ballot privacy

Figure 8.1: The integrity and privacy status of several well-known e-voting systems.
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The boundaries of optimal e-voting security:

As already discussed in the thesis’s introduction (cf. Chapter 1), integrity and secrecy in
voting are in contradictory relation. From an integrity point of view, accountability is the
highest goal. Clearly, full coercion resistance is the counterpart for secrecy. Given this
fact, the following question arises:

Can accountability and full coercion resistance be satisfied concurrently? If not, what
is the maximum level of secrecy (resp. integrity) expected in a voting system that
satisfies accountability (resp. full coercion resistance)?

Ideal e-voting security

Accountability Full coercion resistanc
EZ2E verifiability PCR
Verifiability given trusted hardware Ballot privacy

(a) Feasibility of an ideally secure e-voting system.

E2E verifiability
Verifiability given trusted hardware Ballot privacy

(b) Incompatibility of accountability and full coercion resistance.

Figure 8.2: The possible scenarios for the boundaries of optimal e-voting security.
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Answering this fundamental question would provide the e-voting researcher with a clear
design strategy regarding optimal security. For example, if the answer is negative and
the construction in Section 7.2 is proven E2E verifiable and fully coercion resistant, then
it is the best we can hope for given the requirement for top-tier secrecy. Evidence on this
question has been given formally by Chevallier-Mames et al. [33], where they show the
impossibility of unconditional verifiability and privacy, however in more abstract and non-
cryptographic framework. In Figure 8.1, we illustrate the security status of several modern
e-voting systems. In Figure 8.2, we provide a portrait of two main possible scenarios of
optimal security. In the first scenario, (cf. Figure 8.2(a)), an ideal system that combines the
best of two worlds is feasible. In the second scenario (cf. Figure 8.2.(b)), such an system
is proven impossible. Therefore, enhancing DEMOS-A or DEMOS-2 with accountabil-
ity (resp. full coercion resistance) would reach optimal security given maximum integrity
(resp. secrecy).

Optimising the efficiency of DEMOS-A:

As any code-voting system, DEMOS-A, or its distributed D-DEMOS version (cf. Sec-
tion 7.2) has many advantages regarding voting device requirements; the voter’s client
can be of the minimum computational power specification and even so, can be corrupted
throughout the whole election period without privacy being compromised. As long as
the EA is destroyed after setup or it becomes distributed (e.g. via a secure multi-party
protocol), DEMOS-A is E2E verifiable and private under minimum assumptions. We are
positive that DEMOS-A can promise secure elections in many real-world settings, and its
main limitation is due to the restricted scalability it now offers.Therefore, improving the
cryptographic elements in the core of DEMOS-A (or D-DEMOS), so that the demanding
election preparation step is at a satisfactory level for national scale executions, e.g. order
of millions of voters and order of hundreds of options, is a research goal that would boost
the system’s usability and public acceptance.
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ABBREVIATIONS - ACRONYMS

ASD
BB
BPP
CD
DDH
DLOG
EA
e-voting
HVZK
iff
IND-CPA
IPS
™
MitM
MPC
NI
NP
PCR
PKE
PKI
PoK
PPT
PT
RO
r.V.
SSS

Auditing Supporting Device
Bulletin Board

Bounded-error Probabilistic Polynomial time
Credential Distributor

Decisional Diffie-Hellman

Discrete LOGarithm

Election Authority

electronic voting

Honest-Verifier Zero-knowledge

if and only if

INDistinguishability under Chosen Plaintext Attacks
Interactive Proof System
Interactive Turing Machine
Man-in-the-Middle

Multi-Party Computation
Non-Interactive

Non-deterministic Polynomial time
Passive Coercion Resistance
Public-key Encryption

Public-key Infrastructure

Proof of Knowledge

Probabilistic Polynomial Time
Polynomial Time

Random Oracle

random variable

Secret Sharing Scheme
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s.t. such that

™ Turing Machine

u.a.r. uniformly at random

ucC Universal Composability

VC Vote Collector

A\ 4 e-Voting Ceremony

VS e-Voting System

VSD Voting Supporting Device
w.l.o.g. without loss of generality
w.r.t. with respect to
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