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ABSTRACT

Traditionally, previous generations of mobile cellular networks have been designed with
Quiality of Service (QoS) criteria in mind, so that they manage to meet specific service
requirements. Quality of Experience (QoE) has, however, recently emerged as a
concept, disrupting the design of future network generations by giving clear emphasis
on the actually achieved user experience. The emergence of the QoE concept has been
a result of the inevitable strong transition that the Telecom industry is currently
experiencing from system-centric networks to more user-centric solutions and
objectives. Mobile network operators, service providers, application developers, as well
as other stakeholders involved in the service provisioning chain have been attracted by
the opportunities that the integration of the QoE concept could bring to their business;
indeed, the provisioned QoE constitutes a determining factor of differentiation among
different stakeholders, a tendency which is expected to become even more intense in
the years to come.

Motivated by this boost towards user-centricity, the objective of the research conducted
in this thesis is to explore the challenges and opportunities that arise in modern mobile
cellular networks when QoE is considered. Such opportunities concern, first of all, the
possibility to comprehend the QoE that a provider achieves when provisioning a service.
This can be enabled by the implementation and integration of QOE assessment
methods into the real-time operation of a network. Then, the next step is the exploitation
of collected QoE-related intelligence in order to re-examine existing network-layer
mechanisms (e.g., radio scheduling), or application-layer mechanisms (e.g., video
streaming), as well as propose novel cross-layer approaches towards ameliorating the
achieved QoOE. Moreover, the opportunity emerges to propose novel algorithms that
stem from the inherent idiosyncrasies of QOE, such as the non-linear impact of QoS-
related parameters on QoE, as a way to further enhance the users’ QoE. In this
direction, throughout this thesis, QoE estimation models and metrics are explored and
exploited in order to quantify QoE and thus, to improve existing mechanisms of mobile
cellular networks.

The core of this thesis is the proposal of a QoE provisioning cycle that allows the
control, monitoring (i.e., modeling) and management of QOE in a cellular network. Each
one of these functions is further analyzed, while emphasis is given on the modeling and
management operations. In terms of modeling, QoE assessment methods and QoE-
related performance indicators are described and classified. Parametric quality
estimation is identified as the most appealing type of QOE estimation in mobile cellular
networks, thus, it is thoroughly described for widely used types of services, such as
Voice over IP (VolIP) and video streaming.

In terms of QOE management, novel QoE-aware mechanisms that demonstrate QoE
improvements for the users are proposed, namely: a) a QoE-driven Device-to-Device
(D2D) communication management scheme that enhances end-user QoE, b) a
“consistent” radio scheduling algorithm that improves the end-user QoE by mitigating
throughput fluctuations, and c) a context-aware HTTP Adaptive Streaming (HAS)
mechanism that successfully mitigates stallings (i.e., video freezing events) in the
context of bandwidth-challenging scenarios. Moreover, a programmable QoE-SDN APP
into the Software-Defined Networking (SDN) architecture is introduced, which enables
network feedback exposure from mobile network operators to video service providers,
revealing QoE benefits for the customers of video providers and bandwidth savings for
the network operators.

Overall, this thesis promotes the uniting of the domain of QoE with the domain of mobile
communications, as well as the collaboration of mutual-interest between mobile network



operators (network layer) and service providers (application layer), presenting the high
potential from such approaches for all involved stakeholders.

SUBJECT AREA: Mobile Communication Networks

KEYWORDS: Quality of Experience (QoE), HTTP Adaptive Streaming (HAS), radio
resource scheduling, Software-Defined Networking (SDN), mobile
cellular networks



NEPIAHWYH

Mapadooiakd, Ol TTPONYOUUEVES YEVEEG KIVATWV KUWEAWTWY JIKTUWV £XOUV OXEDIAOTEI
ME KpiThpla lMoidtnTag YTnpeoiag, €101 WOTE va TTANPOUV OUYKEKPIPEVEG QATTAITHOEIG
d1apOpwV uTPEecIWV. H «MoidtnTa EpTtreipiag» £xel, WOTO0O0, TTPOCEPATA EUPAVIOTEI WG
g€vvola, €TTNPEACOVTAG TO OXEOIOOUO TWV PEAAOVTIKWY YEVEWV TwV OIKTUWYV, divovTag
oo EUeacn oTnV TTPAYUOTIKG €MITEUXBEica euTTEIpia TOU TEAIKOU XpNnoTn. H eu@dvion
NG évvoiag Tng Moidtntag Eptreipiag o@eiletal otnv avatmmO@eukTn, 1I0XUpr WETAGRAoN
TTou Biwvel n Biopnxavia Twv TNAETTIKOIVWVIWY aTTd CUCTNUO-KEVTPIKA BiKTUQ OE TTIO
XPNOTO-KEVTPIKEG AUOEIGC Kal oTOxoug. O Trdpoxol KivnTwv OIKTUWY, 01 TTAPOoXOl
UTTNPECIWY, Ol TTPOYPAPUATIOTEG EQAPUOYWY, OAANG Kal GAAG evOIaQEPOUEVA PEAN TTOU
EUTTAEKOVTAI OTNV aAuCida TTAPOXNG UTTNPECIWY TTPOCEAKUOVTAI ATTO TIG EUKAIPIEG TTOU
MTTOPEI va TTPooPEPEl N evowudTwon yvwong MNoidtntag EuTreipiag oTo eTXEIPNUATIKO
Toug povTéAo. Mpdyuarti, n Tapexouevn MoidTnTa Eutreipiag atroTteAsi Evav KaBoploTiké
TTapdyovta dlagOopOTToinoNG METAEU TWV dlIa@OPWY TTAIKTWY, i TAON TTOU QVOUEVETAI
va Yivel akOun TTo éviovn Ta TTOUEVA XPOVIA.

YTTOKIVOUHEVN aTTO QUTA TNV XPNOTO-KEVTPIKN TAOT, N £PEUVA TTOU BIECAYETAI OE AUTH TN
dlaTpIfr} €xel WG OTOXO TNV OIEPEUVNON TWV TIPOKAACEWY KAl TWV EUKAIPIWV TTOU
TIPOKUTITOUV OTA oUyXpova KIvNTa KUWEAWTA dikTua otav AauBAveTal utrogiv n €vvola
™G [lloidtntag Eputeipiag. TETOIEG €uKalpieg agopouv, KaTtapxrnyv, Tn duvarotnta
karavonong Ttng lMoidtntag EpTtreipiag 1mmou  emtuyxavel €vag TTAPOXOG KATd Tnv
TTPOoPOPA diag uttnpeoiag. Autd Jtmopei va emTeuxBei pe Tnv uAotmoinon Kai
EVOWNATWON PeEBOdwV agloAdynong lMoidtntag Eutreipiag otnv TTpayHaTIKOU-XPOVOU
Aeitoupyia evog dikTUou. Ev ouvexeia, akoAouBei n ekueTAAAeuon TNG OUAAEyPEVNG
euQuiag tou oxetiCetal hye Tnv MNoidtnta Eutreipiag, TTPOKEINEVOU VA ETTAVECETAOTOUV
UQIOTAMEVOI UNXAVIOUOI ETTITTESOU BIKTUOU (TT.X., XPOVO-TTPOYPANUATIONOG padlioTTopwyV)
N unxaviopoi emrédou eQapuoyng (1.X., pon Pivieo), aAAd kai va TrpoTabouv
KQIVOTOPEG OIAOTPWHATIKEG TTpoOoeyyioelc Tpog OpeAog TnG [Moidtntag Eptreipiac.
EmmAéov, uttdpxel n duvaTtdtnTa TTPOTACNS VEWV AAYOPIOUWY TTOU TTPOKUTITOUV aTTO TA
EYYevy XapoktnpioTikG Ttng loidtntag EpTreipiag, OTTwg n PN YPAUMIKY ETTidOpaON
MeTpIKWV [MoidétnTag Ymnpeoiag otnv Moidtnta EuTteipiag, e oTOXO TNV TTEPAITEPW
BeATiwo TNG. 2e auth Tnv KateuBuvon, oTtnv Tapouca JdiaTpiPr}, dIEPEUVWVTAI Kal
aglotrolouvTal PovTéAa Kal METPIKEG ekTiunong lMoidtntag Eptreipiog pe otéxo TNV
TTOOOTIKOTIOINGN TNG, €XOVTAG WG OTTWTEPO OTOXO TNV €l0aywyr PBEATILWOEWY OTOUG
UQICTAPEVOUG UNXAVIOKOUG KIVNTWV KUPEAWTWVY OIKTUWV.

O Tmuprivag autng TG dIaTpIBAG €ival n TTPATAON Miag KUKAIKAG dlEpyaciag TTapoxng
MoidtnTag Epumeipiag tmou emTpeéTel TOV €AgyXO, TNV TrapakoAouBnon (ATtol, TN
povTeAoTToinon) kal Tn diaxeipion tng lNoidtntag Eutreipiog o€ éva kuweAwTd dikTuo.
KdaBe pia amd autég TIG AsiToupyieg avaAUeTal TTEPAITEPW, VW EP@acn OiveTal OTIG
Aeiroupyieg povtehotroinong kai diaxeipions. Ooov agopd Tn povreAoTToinon, Yiveral
TEPIYPOAPN Kal TALIVOUNON Twv MEBOBWYV EKTINONG KAl TwV OEIKTWV ETTIOOCEWV
MoiotnTag Eutreipiag. H TTApauETPIKN EKTINNON TNG TTOIOTNTAG AVABEIKVUETAlI WG N TTIO
€EAKUOTIKNA KaTtnyopia povteAotroinong lMNMoidtntag Eptreipiag o€ KivnTa KUPeAwTA diKTUQ,
oTTOTE KAl TTEPIYyPAPETAl DIECODIKA YIa EUPEWG XPNOIMOTTOIOUPEVOUG TUTTOUG UTTNPECIWY,
OTTWG N ouvoplAia (pwvh) péow Internet Protocol (IP) kai n peradoon Bivreo.

Ooov agopd 1n diaxeipion Moidtntag EpTtreipiag, trpoteivovTal véol UnXaviOUOoi TTOU
EMOEIKVUOUV BEATIOEIS OTNV EPTTEIPIA TWV TEAIKWYV XPNOTWVY, KAl CUYKEKPIUEVA: Q) Eva
OXAMO EAEYXOU TWV ETTIKOIVWVIWY OUCKEUNG-TTPOG-OUCKEUR TTOU AQUBAVEl UTTOWIV TNV
guTTEIpia TWV XpnoTwv, B) évag «OUVETTAG» aAyOpPIBUOG XPOVO-TTPOYPANUATIOHOU
padiomépwyv TToU BeATiwvel Tnv ToidtnTa Eutreipiag Tou XpAoTtn deTpIalovtag TIg
dlakupdvoeig TNG pubpaTTddoong Tou BIKTUOU, Kal Y) EvVAg INXAVIOPOS TTPOCAPUOCTIKAG



PONG PBIVTED PE YVWOEIG «TTAQICIOU», O OTTOIOG ETTITUYXAVEI TNV €EAAEIYPN SIAKOTTWY TOU
Bivieo o ouvOnkeg xaunAou eupoug (wvng. EmmmAéov, TrpoTeiveTal pia epapuoyn
MoidotnTag EpTtreipiag Baoiopévn otnv  apxitekTovikr) Software-Defined Networking
(SDN), ovopat “QoE-SDN APP”, n omoia emTpétrel TNV avdadpacn TTANPOPOPIWY
OIKTUOU amd TaAPOXOUG KIVNTAG TNAEQwviag o€ TTapdXouG UTTNPECIWY  BivTeo,
avadEIKVUOVTAG TTAEOVEKTANATA WG TTPOG TNV MNoidtnTta EPTreipiag yia Toug TEAATEG TwV
TTapOxwv Bivieo aAAd Kal wg TTPOG TNV €EOIKOVOUNON €Upous {Wvng YIa TOUG QOPEIS
EKUETAAAEUONG DIKTUOU.

Ev katakAgidl, n mapouoa diaTpiBA TTpowbEi TNV evoTtroinon Tou gpeuvnTiKoU TTEdiou TNG
MoidTnTag EPTreIpiag pe Tov TOPED TwV KIVATWY ETTIKOIVWVIWY, KOBWG Kal Tn ouvepyaaoia
auoiBaiou evlIaQEPOVTOG METALU Twv TTaPOXwWV OIKTUOU (eTTiTTeEd0 OIKTUOU) ME TOUG
TTAOPOXOUG UTTNPECIWV (ETTITTEDO EQPAPPOYNAG), avadeIKvUOVTAG TNV dUVAUIKN aTTO TETOIOU
€idOUG TTPOOEYYIOEIG YIa OAOUG TOUG EUTTAEKONEVOUS POPEIG.

OEMATIKH MNMEPIOXH: Aiktua Kivntwy ETTiKOIVWVIWY

AEZEIZ KAEIAIA: ToiétnTa eutreIpiag, TTpooapuooTIKn por) Bivieo péow HTTP, xpovo-
TTPOYPAUMATIONOG padloTmopwy, Software-Defined diktuwaon, Kivnta
KUWeAWTA dikTUQ
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2YNOWH

Katd 1n O1dpkeia Twv TEAEUTAIWV €TWV, EXEl TTAPATNPENOEI pia €KBETIK aug¢non Tng
OIKTUOKNG Kivnong TTOU TTPOKAAEITAI ATTO KIVNTOUG XPAOTEG, VA QAIVOUEVO TTOU OQEIAETAl
o€ TTOANATTAOUG TTaPAyoVvTEG. ATTO TN Wia TTAEUPA, N EPPAVION TWV EGUTTVWV TNAEQWVWV
kal tablets padi pe Tnv TEPACTIO QAVATITUEN EQAPPOYWYV AOYIOUIKOU €Xouv aAAGEEl TO
TOTTIO OTOV TOMEQ TWV TNAETIKOIVWVIWV. MapdAAnAa, Ta TEAn akOun Kai yia eVTOTIKA
xpron Ocdopévwy cival TTAéov avekTd, O£OOPEVOU OTI OI QOPEIC eKPETAAAEUONG
TTPOCPEPOUV TTOAU EAKUCTIKA TTPOQIA CUVOPOUNAG YIa VO TTPOCEAKUCOUV TTEAATEG. ATTO
TNV AAAN TTAEUpd, Ta ouyxpova dikTua, OTTwg n TexvoAoyia Long Term Evolution -
Advanced (LTE-A), JTTOPOUV Va TTPOCPEPOUV TTOAU UWNAG €UpOG Cwvng OTOUG TEAIKOUG
XPNOTEG KAl va UTTOOTNPIEOUV HEYGAO apIBUO UTTNPEECIWY, TTPOWBWVTAS TTEPAITEPW
augnon otn ¢RTnon KatavaAwong OeO0PEVWV.

OAeg auTéC 01 OUVONRKEG PETATPETTOUV TOUG XPAOTES KIVNTAG TNAEQWVIAS o€ OAO Kal TTIO
ATTAITNTIKOUG OO0V apopd TNV TTOIOTNTA TTOU ETTIBIWKOUV VA ETTITUXOUV, KABWG Kal O€
QPKETA ETTIKPITIKOUG OTAV AUTA N TTOI0TNTA OEV AVTATTOKPIVETAI OTIG TTPOOOOKIEC TOUG.
AvayvwpifovTag autd To yeyovog, Ta TeAeuTaia Xpovia €xel UTTAPEEI Mia DUVAMIKN TToU
wOei TO ETTIKEVTPO TOU €vOIAPEPOVTOG ATTO TO «OIKTUOY» OTO «XPNoTN». Q¢ aTmoTEAECHQ,
ol TTdpoxol BIKTUWV KaBwg Kal ol TTAPOXOI UTTNPECIWV £XOUV apxioel va Aaupavouv
METPA TTPOG AUTAV TNV KaTeUBuvon, Ta OTToia evioXUovTal TTEPAITEPW ATTO TOV €VIOVO
avtaywviopd otnv ayopd o€ autr) Tnv TTepIoxXn. Mpokeigévou va TTEPIYPAPOUV QUTEG Ol
«XPNOTO-KEVTPIKEGY TAOEIG, €xouv OeommoTei véor 6pol oTn PIBAiIoypagia, MHE TTIO
Kupiapyxo Tov O0po Tng «[lloidétntag Eutreipiag» (Quality of Experience — QOE), trou
TEPIYPAPEI TN OUVOAIKA aT1Tod0XN Miag €QapuoyAS N Miag uTtnpeoiag atrd Eva XpnoTn.
AuTO onuaivel 0TI TTaAaidTepol 6pol OTTwG autdg TG Moidtntag Ytnpeoiag (Quality of
Service — Q0S), TTou xpnoiyoTroigital TTapadooiakd £0W Kal Xpovia, Bewpeital TTAEov
MOVO PEPIKOGS N eANITTAG. O Adyog cival, 611 n Moidtnta YTnpeoiag ivar oe B€on va
Kartaypawel HOVo Ta TEXVIKA XAPOKTNPEIOTIKG piag utrnpeoiag, aAAd dev divel BERain
EVOEIEN OXETIKA PE TNV IKAVOTTOINON TOU XPNOTn Katd TNV AaAANAETTiOpacH TOu MPE TNV
utnpeoia. MaAIoTa, n oxéon PETAEU auTwy Twv dUo peTpikwy (MoidTnTag YTnpeoiag Kai
Eutreipiag) €ival pn ypapuikh, VW TTI0 CUYKEKPIPEVA €XEI ATTODEIXOEI E UTTOKEIMEVIKA
TTEIPAPATA OTI UTTAPXE! Mia EKBETIKA OXEoN METAEU TOUG.

H évvoia tTng MoidtnTag EpTtreipiag €pxetal va yePioel autd TO KEVO, KOBWGS ATTOTEAEI
utrepouvolo Tng TloidtnTag YTrnpeoiag, KABWG Kal  UTTOKEIYEVIKWY KAl AOITTWV
TTapaAyovTwy «TTAaiciou», dnAadry TTapayoviwyv Tou eupulTEPOU TTEPIBAAAOVTOG TTOU
eTnpeddouv ouvedNTA 1 acuveidnTa TNV EPTTEIpIa Tou XproTtn. AOyw autig Tng
EYYEVOUG UTTOKEIPEVIKOTNTAG, N MoidTnTa EuTreipiag gival €vag apkeTd yeVIKOG OpOG, TTOU
gival BUOKOAO va TTOOOTIKOTIOINBEL. QOTO00, N TTPOCEKTIKI) EKTEAEOTN UTTOKEIMEVIKWV
TTEIPAPATWY PE avOpWTTIVOUG agloAoynTéG €XEl odNYNOElI O AVTIKEIMEVIKA POVTEAQ TTOU
gival oe Béon va petpricouv autépata tnv MoidtnTta Eutreipiag Tou ouvoEsTal Pe pia
OUYKEKPIMEVN OUVOECN KAl UTTNPECIA, «TTPOCOMNOIWVOVTAG» TN YVWUn Tou idlou Tou
xpnotn. Kabe poviého pérpnong loidtntag Eptreipiog 1TOU  €x€l TTpOTABEi 1
TTPOTUTTOTTOINBEI ava@EPETAI O TTOAU OUYKEKPIPMEVO TTEDIO EQAPUOYAS Kal OEVAPIO KAl
TTpo-aTTaITEl TNV TAPNON UTToBécewyv, woTe va BewpnBei éykupo. Katd ouvéTeEla, n
atrokaAouuevn «uovTteAotroinon» NG lMoidtntag Eutreipiag €ival pia TTOAU onuavTIKA
epeuvnTIKr TTPOKANON.

H emiyvwon Moiétntag Euteipiag ival TToAU onuavTikr, KaBw¢ UTTopEi va aglotroinei
Aueca atrd TOUG TTAPOXOUG BIKTUWYV Kal utTnpeoiwyv. MNpwTta a1’ A, atmoTeAE Tov TTI0
€EAKUCTIKO Kal aTréAuTo TPOTTO afloAdynong Tng amodoons Twv TTPOCPEPOUEVWV
utTnpPeoiwy. Aegltepov, TTPpoRARuaTa dIKTUOU, OTTWG onuEia oupeopnong, PITopouv va
EVTOTTIOTOUV aTTO Katw@AIa MoidtnTag EpTtreipiag mupodoTtwvTtag dIopBwTIKEG EVEPYEIES



oT0 OIKTUO (TTPOANTITIKA A €K TwV UOTEPWV). TEAOG, TIPOKUTITEl n duvaToTATA
evowpatwong g idlog TG yvwong Moidtntag Eptreipiog oToug pnxaviopoug Tou
OIKTUOU KaI OUYKEKPIMEVA OTIC DIadIKATIEG ANWNG ATTOPACEWY, WOTE AUTO va AEITOUPYEI
ME TTI0 aTTOOO0TIKO Kal ATTOTEAEOUATIKO TPOTTO. Na mTapddeiyua, n MNoidtnta Eptreipiag
MTTOPEI va aTTOTEAECEI €va VEO KPITAPIO EVEPYOTTOINONG AdN UTTAPXOVTWY UNXAVIOHWY
OIKTUOU (TT.X., KPITAPIO WETABAONG O€ AEITOUPYIO OUOKEUNG-TIPOG-CUCKEUN, METPIKA
XPOVO-TTPOYPAUMATIONOU padIoTTOpwV, KTA.), AvTIKABIOTWVTAG TTPOUTTAPXOVTA KPITHpIa
KAl METPIKEG, OTTWG Eival Ol WETPNOEIS 10XUOG OAPAToS. TEAOG, n kKaravonon Kal
AVAYVWPIOTN TWV TTaPAYOVTWV-KAEIDIWVY TTOU ETTNPEEACOUV TNV EUTTEIPIO EVOG XPNOTN ME
TOV TTI0 OUCIACTIKO TPOTTO divouv Tn duvaTtédtnTa TTPOTAONG KAIVOTOUWY OAyopiOuwy,
TToU €1I0GAAWG € Ba pTTOPOUCAV VA TIPOKUYOUV.

H povrtelotroinon kai diaxeipion Moidtntag Eutreipiag oe Kivntd KuweAwTd dikTuQ, Kal
MGAIOTa, O¢ TTpayuatikd Xpovo, atmmoteAolv BepeAidn UTTOOUCTAPATA €VOG EUPUTEPOU
TTAaICiou yia TRV oAokAnpwuévn TTapoxn MoidtnTag Euteipiag oToug TEAIKOUG XPAOTEG.
‘Eva T1€1010 TTAQiOI0 TTEPIAQUPBAVEI KAl €UPUTEPEG TTPOKANCEIG, OTTWG N OUAAoyn
KAaTaAANAwv dedouévwy €100d0uU TTou Ba odnyAoouv oe ettiyvwon MoidtnTag Eptreipiag,
N PEAAIOTIKA UAOTTOINON €VOG TETOIOU TTAAICIOU O€ TTPAYMOTIKA diKTUA, KAl N EVOEXOUEVN
aAAnAetTidpaon peTalU TTapOXwv OIKTUWV KAl TTApOXWV UTTNPECIWY, PE OTOXO TNV
oAIoTIKN TTapoXr BEATIOTNG Mo1dTNTAG EPTTEIpiag 0TOUG TEAIKOUG XPrOTEG.

H mapouoa didakTopikr) diaTpiBry €0TIAlel oTnV dlEpElivnon TwV TTPOKANCEWY OAAG Kal
EUKAIPIWYV TTOU TTPOKUTITOUV OTA OUYyXPOva KIVvATA KUWEAWTA OiKTua wg TIPog Tnv
TTapoxn Moidtntag Eutreipiag oTtoug TEAIKOUG XPHOTES. ZUYKEKPIPEVA, OTOXEUEI OTOV
XOPOKTNPIOKO KalI OTNV €EKMETAAAEUON HMOVTEAWV METPNONG KAl HETPIKWYV
agloAdynong lMoidétntag Eptreipiag, Trpokeigévou va BeATiwBoUV utTdpXOVTEG
MNXOVIOHOi KUWPEAWTWYV JIKTOWV TrpoTtutroTroinpévwy amdé tnv 3GPP  (3rd
Generation Partnership Project), aAAd kai 8IKTOWV oTov opifovra Tou 5G, 6TTWG O
MNXOVIOHOG  padIO-TTPOYPOAUMATIONOU  TTOPWV, N €KKivnon  atreubeiag
ETMIKOIVWVIOG OUOKEUNG-TTPOG-OUOKEUN, KAl I TTIPOCAPHMOOCTIKH pon Bivreo.

To Trepiexduevo NG dIaTPIBAG XwpileTal o€ déKA KeE@AAaIA, Kal akoAouBei Tn dour TTou
Qaiveral oto ZxAua I.

2 UYKEKPIYEVA:

210 1° Ke@dAaio TTePIyPA@eTal To BEpa TNG dI6AKTOPIKNAG dIaTPIBAC OTa TTAQicIa TOU
eupUTEPOU ETTIOTNUOVIKOU TTEdiou OTTou avAkel. ETTiTAéov, emmeényouvTal Ta KivnTpa, n
OKOTTINOTNTA KAl N OUVEICPOPA TNG dIaTPIRNG, KABWGS Kal n dour| TTou aKOAOUBEI.

2710 2° KepAAalo etegnyeital o 6pog NG MNMoidTNTag ETTEIpiag, n avaykn PeTdpaong os
kKpiripia MNoidtntag Eutreipiag yia 1nv agloAdynon tng amédoong oUyXPOVWY KIVATWV
OIKTUWV ETTIKOIVWVIWY, KABWG Kal oI TEXVIKEG AAA& Kal YEVIKOTEPEG TTPOKAACEIS TTOU
TTpokUTIToUV. EmmAéov, eme€nyeital n ouoxétion petagu lMNoidtntag Eptreipiag kai
YTINPeoiag, evw avadelkvUETAl N onpacia aAAd Kal n oKOTPOTNTA dlaxeipiong SIKTUWV
KAl UTTNPECIWV PE KpITApIa MoidtnTag EpTreipiag.

210 3° Ke@AAalo TTpoTeiveTal £va TTAaiolo TTapoxAg lMoidtntag EpTtreipiag oe XpHoTeS
KIVNTWV  KUWPEAWTWYV OIKTUWYV, TO OTIoi0 atroTeAeiTal atmmd Tpelg BACIKEG OOPEG-
uTToouoTAMaTa: a) Tn Ooun eAéyxou peTpikwy [loidtntag Eptreipiag, B) 1T doun
povreAorroinong (kai TrapakoAouBbnong) Moidtntag Eutreipiag, kai y) Tn dopn diaxeipions
MoiotnTag EpTtreipiag o1o dikTuo. To TTAQICIO AUTO TTEPIYPAPETAI AVAAUTIKA WG TTPOG
QUTEG TIG BACIKEG OOPEG Kal TIG METAEU TOUG AAANAETTIOPAOCEIG, KABWG Kal TIG TTPOKANCEIG
uAoTToiNoNG TOuG. AUTEG O OOMEG EVEPYOTTOIOUVTAI KUKAIKGA, £TO1 WOTE Ol TEANIKEG
armropaAoelg dlaxeipiong kai eAéyyxou lMoidTnTag EpTtreipiag va civar avad mdoa OTIyuN



QATTOTEAEOHQA ETTIKAIPOTIOINUEVNG KAl «TTPAYUATIKOU XPOVOU» YVWONG YIA TNV KATAOTAON
TOU OIKTUOU KalI YIa TNV EPTTEIpIa Twv XpNoTwv. Mia peAétn agloAdynong oto TEAOG Tou
KepaAaiou atrodeikvuel 1o “proof-of-concept” kal Ta mOavad o@EAN ammd TNV Qapuoyn
evOG TETOIOU OUCTAMATOG dlaxeipiong TmoIdTNTAg TTAvVW aTTd TIG TPEXOUOEG 1) akOun Kal
MEAAOVTIKEG YEVEEG KIVNTWV KUPEAWTWYV OIKTUWV.

KEPAAAIO 1
Ewaywyn
Iapovasiaon Tov emMoTHOVIKOV TESiov, TG
8o Kat cuVELTPOPAES ™S StatptPrig

I

KEPAAAIO 2
Mowdtnta Epnepiag: Evvowa kat
TPOKANGELG
Opopos, kivntpa, TPoKANoEL Kat OKOTILUOTN T
™6 perémg Modmtag Epmepiog

I

KEPAAAIO 3
Napoym Nowdtntag Epnepiag o€ kvnta
KuPEAwTa Siktva
AvaAvon amalTioE®V Kat UTTOGUOTRATWY
mapoxns Mowdmtag Epmepiag

KEPAAAIO 9
EAeyxtic Nowdtntag Epnepiag
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KEPAAAIO 4
TEYXVUKEG KAL LETPLKEG UTIOAOYLGHOY
Mowdtntag Epnerpiag
Emokommon pebodwv vmoAoytopov kat
Baowdv Tapaydvtwy emppons g Mowdtntag
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|
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Napapetpikn povredonoinon Mowdtntag TPOYPAPPATICPOV PE 6TOX0 TNV BeATiwvon
Epmneploag Nowdtnrag Epnepiag

Aviuon TapAPETP KMV HOVTEAWV
vmoAoytopov IMoétntag Epmetpiag

padomdpwv pe 6TtdX0 TV oTAbePdTNTA
ATOPEOEWVY WG TIPOG T pubpamddoon

KEPAAAIO 8
Mpocappoctikn por) Bivreo Bactopévn o
YV®OOELG «TTAALGLOU» PE GTOXO TNV
BeAtiwon Mowdtntag Epnepiag
[pdtacn oTPATNYIKIG TPOANTITIKYG
TPOCAPROCTIKNG poT|§ BivTeo oe oevdpia
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Mowdtnta Epnepiag otov opiovta tov 5G
Amoutioeig kot mBavég Avoelg Tapoxis
oAotikiig Mowdmtag Epmepiag oe Siktva 5G
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KEPAAAIO 11
Tupnepdopata kat peAAOVTIKY epyacia
Tvpunepaopata TG StatptPig kot pEAAOVTIKEG
TIPOOTITIKESG

ZxAua I: Aoun 315akTOPIKAG S1aTPIBAG.

‘ExovTag opioel 1o TAdiolo TTapoxnig MNMoidtntag Eutreipiag, 1o otroio atroteAsital atrod Tig
TPEIG TTPOAVOPEPBEIoEG DOUEG, TTPWTA €0TIAJOUPE OTO BEua TNG povreAoTToinong, TTou
QATTOTEAEI QVTIKEIMEVO TWV KEQAAQiWV 4 Kal 5. ZUyKEKPIPEVA:

210 4° ke@aAaio efetaletal 10 Oéua TNG povrteAotroinong lMoidtnTag EpTreipiag.
ZUYKEKPIYEVA, YiVETal TOEIVOPNON KOl OUYKPITIK MEAETN TWV BIaPOPWY HOVTEAWV
agloAoynong Moidétntag EpTtreipiag, kKaBwg Kal kataypa@r Twv BAoIKWY TTapayoviwyv
ETTIPPONG TNG TEAIKNG EUTTEIPIAG EVOG XPNOTN.



210 5° Ke@dAaio evroTtriCovial  Kal  TTEPIYPAPOVTAlI  TTOPANETPIKEG  POPPOUAEG
uttohoyiopou lMoidtntag Eutreipiag yia ta Mo dnuo@iAn €idn utrnpeoiwv (11.X., Voice
over IP (VolP), Bivieo mpayuatikou xpévou, video-on-demand, TrepIAynon oTo
AladikTuo, Skype, Internet Protocol Television (IPTV) kal uttnpeoieg Ayng dedopévwy),
KATOAyovTOG OTOUG Pacikoug OeikTeg amddoong Kal TTapapeTpoTToinong avd TuTrio
uTTNPEEoiag. AuTh n JEAETN €XEl WG KUPIO OTOXO VA KAAUWel TO KevO oTn BiBAloypagia
TTOU TIPOKUTITEl QTTd TNV EAAEIYn €vOG KATAAANAOU eyxeIpIdiOU OXETIKA HE TNV
QVTIKEIUEVIKN  €KTiunon [lloidtntag  EpTmeipiog KAl TOu  CUVEXWSG  AuEavOpEevoU
evOIOPEPOVTOG TTPOG aUTA TNV KaATeUBuvorn. ATTO TN MEAETN auTr, avadelkvUeTal OTI Ol
OEIKTEG ATTOdOONG €ival OTEVA ECAPTWHEVOI ATTO TOV TUTTO UTTNPECIAG, KAl OTI, AKOUN Kal
yla Tnv idia utrnpeaia, d1a@opeTIKoi TTapdyovTeg CUPBAANoUV e dla@opeTIKO BApOg 0TV
avtiAnwn Moiétntag Eptreipiag. Autd TO eUpNUA UTTOPEI va ETTITPEWE Mid TTIO OUCIACTIKA
TTapoX TTOPwWV O€ DIOPOPETIKEG EQAPPOYEG, OE OUYKPION PE AYVWOTIKA CUCTANATA WG
TTpog TNV Moidétnta Eutreipiac.

Ooov agopd 1n diaxeipion MoidtnTtag Eptreipiag, ota eméueva KeQAAala TTpOTEIVOVTAI
VEOI BIKTUOKOI UNXAVIOUOI TTOU PTTOPOUV va BEATILWOOUV TNV avTiANWN Twv XpNOTWV WG
TPOG TNV TIoI0TATA TNG €QAPUOYAG TTOU XPNOIYOTToIoUV. H TTEpypa®r autwy Twv
MNXAVIOPWY atToTEAEI TO PHEYOAUTEPO PEPOG TNG dIATPIRNS (Ke@AAaia 6, 7, 8 Kal HEPOG
Tou 9). Mo AeTTTOPEPWG:

2T0 6° Ke@AAalo TEPIYPA@ETAl £vaAG PNXAVIOPOG MPeTABaoNG Miag ouvdeong atrd
KupeAwTnA AciToupyia o€ Asitoupyia ouokeung-Trpog-auokeur] (Device-to-Device — D2D).
O1 €TMKOIVWVIEG OUOKEUNG-TTPOG-OUCKEUN OTTOTEAOUV  aQvATTOOTIACTO  HEPOG  TWV
MEAAOVTIKWV KIVNTWV KUWEAWTWY OIKTUWY, AOYW TWV OCNUAVTIKWY WEEAEIWV TTOU
TTPOCPEPOUV TOOO YIa TOUG TTAPOXOUG DIKTUWVY OCO0 Kal yIa TOUG TEAIKOUG XPAOTES. YTTO
QUTH TNV OTITIKA YWvVia, KAl OUVEIDNTOTTOIWVTAG OTI TO KUPIO TIAEOVEKTNNO TWV
ETTIKOIVWVIWV OUOKEUNG-TTPOG-CUCKEUN €ival n evOeXOUEVN BEATIWON TNG EPTTEIPIAG TWV
XpnoTwy, Trpoteivetal €va TTAaioio Baciopévo oTtnv Moidtnta Eptreipiag yia 1n diaxeipion
QUTOU TOU TUTTOU ETTIKOIVWVIWYV. Ta atmoTeAéopata TTpooouoiwong o€ diktuo LTE
Ocixvouv OTI autd TO TTAQIOIO €ival IKAvO va PETPAOEI KAl va €VIOXUOEl TN OUVOAIKN
EUTTEIPIA TWV XPNOTWV KIVATAG Kal, KATA CUVETTEIA, VA ETTITPEWEI AVAAOYIKA OIKOVOUIKA
OQPEAN yIa TOUG TTAPOXOUG BIKTUWV.

2T0  7° KEQAAAIO  TTEPIYPA®ETAl  €vOG  TIPOTEIVOPEVOG  PNXaviopodg  padio-
TIPOYPAPUATIONOU pE €TTiyvwon HeETpIKWY [loidtntag Eputreipiag. MNapdAo 10U TO
TTPOBANPA TOU PABIO-TTPOYPANUATIOPOU EXEI HEAETNOET EKTEVWG TIG TEAEUTAIEG DEKAETIEG,
TTPOC@ATA CUPTTEPACTHATA aTTO TOV Topéa TNG MNoidtnTag Eutreipiag épxovral va dwoouv
Mia véa TIPOOTITIK OTIC TTaPAdOCIOKEG TIPOOEYYIoeElS. H  Ouykekpiyévn HEAETN
EKMETOANAEUETAI TETOIOU €i0OUG TTPOC@ATA UTTOKEIYEVIKA EUPAUATA OXETIKA ME TNV
emmidpacn Twv dlakupdvoewy TnG pubuatmédoong OikTuou oTtnv [lloidtnta Eutreipiag
OIadPAOCTIKWY  EQAPUOYWY, KAl  ETTAVECETACEl  YVWOTOUG  aAyopiBuoug  padio-
TTPOYPAPMATIONOU. [TOCOTIKOTTOIWVTAG TIG ETTITITWOEIS TWV TTAPASOCIOKWY aAyopiBuwv
otnv avtiAnyn Moidétntag Epteipiag Tou XpnoTn, £€ayovTal vEa CUPTTEPACTHATA, OTTWG N
ONUaCIa Kal 0 QVTIKTUTTOG TNG «COUVETTEIOG» TNG KATAVOPNAG Twv TTépwv otnv Moidtnta
Eptreipiag Twv xpnotwv. Q¢ Baciké atrotéAeopa, ol dikalol aAyopiBuol gaiveTal va gival
EYYEVWG TNO OUVETTEIC ammd  «ATTANOTOUG» aAyopiBuoug, TTapéxovtag AlyOTEPES
dIaKUpPAvOoEIG puBPATTOdOONG Kal, WG €K TOUTOU, KAAUTEPN MNoidétnta Eptreipiag. Me Bdon
QUTO TO CUMTTEPOOUA, TTPOTEIVETAI Hid VEQ TTPOOEYYION PAdIO-TTIPOYPAUMATIONOU, N
otroia BeATiwvel Tnv MoidTnTa Eptreipiag Twv Xpnotwy, PETPIAZOVTAG TIG DIOKUNAVOEIG
NG puBuatmédoong.

210 8° Ke@AAaio TTEPIYPAPETAl £vag TTPOANTITIKOG PNXAVIOUOG TTPOCAPHOOTIKNAG PONAG
Bivteo pe emiyvwaon TAnpogopiwyv «tAaiciou». H mmapoxn pong Bivreo atmd “Over-The-
Top (OTT)” mapdXOUG UTINPEECIWV HECW €VOG KUWEAWTOU OIKTUOU Egival €va TTOAU



ouvnBiopévo oevapio oRuepa. QoTdo0, v N pon Bivieo Asitoupyei apkeTd KaAd o€ Eva
oTaTIKO OEVAPIO, TIPOKUTITOUV dId@opa ¢NTrAUATA yia KIvnToUug XPNoTeS. [Na TTapadsiyua,
n Kivnon &v JEOW OUVTOPWY TTEPIOXWV XWPIG OIKTUAKN KAAUWN, OTTWG €va TOUVEA, €XEI
ouxXva WG aTToTéAeopa Tnv UuTToRABuIoN TNG TTOI0TNTAG ) TN OIaKOTI €vOog Pivieo
(stalling). TMpokeiyévou va QVTIMETWTTIOTEI AUTO TO TIPORANPA, n TTapouca HEAETN
TTAPEXEI Mia avaAuTIKA TTPOCEyyIon Tou TTPORAANATOG UTTORAGBUIoNG TNG TTOIOTATAG TOU
Bivieo OmTw¢ authi Blwvetal ammd KivnToUG XPNOTEG, KOl TIPOTEIVEI dia OTpaATnyIKN
TIPOCAPUOOTIKAG TTApOoXNG Pong PBivieo péow Hypertext Transfer Protocol (HTTP)
(HTTP Adaptive Streaming — HAS) yia Tnv TpoAnywn SI0KOTTWYV Kal, KAT €TTEKTACN, TNV
eAAXIOTOTTOINON TWV APVNTIKWYV ETITITWOEWV oTnV MNoidétnta Eptreipiag. Etriong, Tapéxel
Mia AUon TTou PTTOPEl VO atroTpEWEl EVTEAWG TIG BIAKOTTEC TOU PivTeo, OTavV KATAAANAEG
TTANPOPOpPIEG YEVIKOTEPOU TTAQICiou (OTTwWG TTANpogopieg B€0nNg atmd dOPUPOPIKA
mAofiynon) civar diaBéoiueg. Ta amoteAéouara TnG agloAdynong evbappuvouv Tnv
TTEPAITEPW EPEUVA OXETIKA PE TO TTWG YVWOEIG YIA TO YEVIKOTEPO TTAAICIO €VOG OEVApPIOU
(context awareness) uTropoUv va aglotroinBouv yia TV TEPAITEPW E€vioxuon TnNG
TTapPOXNG utTnPeoIwy Bivreo atrd Toug OTT TTapoxous.

H T1pitn doun Tou TAaiciou TTapoxng [loidtntag EpTtreipiac agopd TIG OladIKATiES
EAéyxou TTOU QTTAITOUVTAIl YIA TNV ETTTEUEN TNG TTPOCOOKWHEVNG TTOIOTATAG. AUTOI Ol
pNxaviopoi repIAapBavouy, JeTau AAAwv, Tnv aAAnAetTidpacn pe 1o SikTUO UTTOOOUNAS
yla ouAAoyr TTANpo@opIwy, aAAd Kal TV ETTIKOIVWVIO PE TTAPOXOUG UTTNPEECIWV YIa TV
KAAUTEPN KATAVONON KOl QTTOTEAECHATIKOTEPN DIAXEIPION TNG TTPAYUATIKAG EUTTEIPIAG TWV
TEAIKWV XPNOTWV. ZUYKEKPIPEVA:

210 9° Ke@dAAalo, TO TIPOTEIVOUEVO TTAaiolo Trapoxng [Moidtnrag EpTtreipiag Tou
TTPOTAONKE O0TO KEPAAQIO 3 eTTavegeTaleTal ue Paon pia Software-Defined Networking
(SDN) apxITeKTOVIKH, QTTOKAAUTITOVTOG ME AUTO TOV TPOTTO VEEG TTPOKAACEIG KAl
EUKAIPIEG. ZUYKEKPIPEVA, TTPOTEIVETAI Hia apXITEKTOVIKN TTapoxng Moidtntag Eptreipiag, n
oTroia TTpowBei TN ouvepyartikr aviaAAayr TTAnpo@opiag PETAU TTapOXwWV UTTNPECIWY
Bivteo kal Tapdxwv OIKTUOU KIVNTAG TNAEQwviag pe oTdxXo TNV €mmiTEUEN UWNASTEPWY
emmédwy  lMoidtntag  Epmeipiag  xpnotwv  Bivieo. KAeldi otnv  mTpoTeIvOpeEvn
QPXITEKTOVIKA €ival n epapuoyn “QoE-SDN APP”, TTou BpiokeTal oTO €TTITTEO0 EAEYXOU
NG apxITekTovikng SDN, kai avaAapBdvel 1o poAo diapecoAapnti MeETagUu Twv OUO
EVOIOQEPOUEVWV  HEPWYV, TPOPOOOTWVTAG TOV TIAPOXO UTTNPECIWV Pivieo JE
TTANPOPOpPIES TTOU €ival dINBECIPNEG HOVO OTOV TTAPOXO DIKTUOU, OTTWG N pubuatrédoon.
O1  duvatdéTnTeG TOU  TIPOTEIVOUEVOU  OUVEPYATIKOU  HOVTEAOU  avadeikvuovTal
TIPOTEIVOVTAG KAl AEIOAOYWVTAG TPEIG VEEG TTEPITITWOEIS XProNG TTOU TTPOKUTITOUV ATTO
TNV €V AOYyW QPXITEKTOVIKI, OTA TTAQICIO TNG TTPOCAPHUOCTIKAG PONG Bivieo. Z& autd Ta
oevapIa, YVWOTn OXETIKA PE TN puBuaTTéd0o0n TWV XPNOTWV TTAPEXETAI OE €vav TTAPOXO
Bivteo, TTpokeIgévou AUTOG va gival o€ TTIo I0XUpr Béon va emmavatrpoodiopicel Tnv
KwdIkoTtroinon, amodrikeuon (caching), aAAd kai Tnv ava-xprotn Aoy KatdAAnAwv
KwodIKoTtroInoewv Pivreo (video segment selection).

2710 10° Ke@AAAIO YiveTal Hia HEAETN WG TTPOG TNV eVOWUATWOoN atrairioewy MNoidtntag
Eutreipiag oto olkoouoTtnua OIKTUWV TTEPTITNG veviag (5G). MNa 10 okotd auTo,
eVTOTTiCOVTAl KAl  AvOAUOVTOl  OUCIOOTIKA  XOPAKTNPIOTIKA TTOU  PTTopouv  va
OIAPOPPWOOUV XPNOTO-KEVTPIKA OikTua. TEAOG, TTpOTEIVETAI N UIOBETNON «TTOKETWV
euTTEIpiag» (experience packages), TTou odnyouv O€ Wid TTIO TTPOCWTTOTTOINUEVN TTAPOXN)
UTTNPECIWV OTOUG XPAOTEG, AauBAvOoVTAG UTTOWIV OXI HOVO TEXVIKEG TTAPANETPOUG, aAAG
Kal TO TTPOQIA TOU XPriOTN, KABWG Kal TO YEVIKOTEPO TTAQiCIO (context) TNG ETTIKOIVWVIOG.

TéNog, o1o 11° Ke@dAAaio Trapoucidlovral Ta cuptepdouaTa TnG OIOAKTOPIKNAG
dIaTPIRNG, KABWGS Kal AVOIXTEG BUVATOTNTEG YIA TTEPAITEPW UEAANOVTIKN €pEUVa.
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Quality of Experience Characterization and Provisioning in Mobile Cellular Networks

1. INTRODUCTION

1.1 Thesis motivation and scope

Over the last few years, there has been a tremendous increase in the network traffic
generated by mobile users, a phenomenon which can be attributed to multiple factors.
On the one hand, the emergence of smart phones and tablets along with the huge,
recently emerged app market have changed the landscape in the telecommunications
sector. In parallel, the charges even for intensive data usage are tolerable, as network
operators offer very attractive subscription packets to attract customers. On the other
hand, modern networks, such as the Long Term Evolution - Advanced (LTE-A) and
emerging 5G networks, can offer very high bandwidth to their users, supporting a
plethora of diverse, resource-hungry services, and further boosting the demand for data
consumption. All these conditions make mobile users more and more demanding in
terms of the quality they expect to achieve.

Recognizing this fact, there has lately been a momentum that pushes the epicenter of
interest from the “network” to the “user”. While network and service providers are trying
to create or follow this “user-centric” trend, new terms have been coined that allow its
more comprehensive description. The term “Quality of Experience” (QOoE) is irrefutably
the most dominant one, as it describes “the overall acceptability of an application or
service, as perceived subjectively by the end-user”. This means that older terms such
as Quality of Service (Qo0S), traditionally used for years, are now considered only partial
or incomplete. The reason behind that is that QoS can only record the technical
characteristics of a service without giving a clear indication of the user’s satisfaction
when interacting with this service. In fact, the relationship between these two metrics
(QoS and QoE) has been found to be non-linear.

The definition of QOE makes clear that it is a very broad and generic concept, and as
such, it incorporates the complete end-to-end system effects (terminal, network,
services, etc.) together with the human impressions of these effects. QoE actually
incorporates all conscious and unconscious aspects that affect the overall satisfaction
of a wuser, including the overall context of the communication scenario (e.g.,
communication task, surrounding environment, pricing, etc.). As vague as the concept
of QoE may sound, reliable estimation methods have been developed with the
assistance of subjective experiments with human evaluators. These experiments lead to
reliable QoE assessment methods, which manage to automatically evaluate and rate
the QOE of a user with respect to a specific application or service. This procedure is
called “QoE modeling”, and it is the most important first step towards QoE provisioning.

The awareness of an overall QOE score is very important for all involved stakeholders in
the service communication chain. Once QOE is measured, this may be exploited in
many aspects by network operators and service providers. First of all, the extraction of
a QoE score of a service with respect to a user is the most attractive and absolute way
to evaluate the performance of the offered services. Second, network problems such as
bottlenecks or local failures may be identified by predefined QoE thresholds, and
proactive or reactive actions may be triggered to correct them. A third important motive
for QOE awareness is the possibility to incorporate QOE intelligence in the network
mechanisms, and specifically in the network decision processes. This may lead to
“QoE-driven” or otherwise called “QoE-aware” algorithms that can help the network
function in a more efficient and effective way. For instance, QOE may become the
criterion or trigger mechanism of standard network algorithms (e.g., radio resource
scheduling, mobility management, power control, etc.) replacing current QoS-based
criteria, such as plain signal strength measurements. What is more, understanding and

37 E. Liotou



Quality of Experience Characterization and Provisioning in Mobile Cellular Networks

identifying the key factors that truly affect the user’s experience creates the possibility to
propose innovative algorithms that focus on targeted QoE performance indicators.
Finally, QoE-awareness may drive a more resource-efficient network operation, by
helping recognize moments and cases of operation when providing extra resources to
the users would not improve their perceived QoE. In other words, “over-engineering”
could be avoided.

QoE modeling and management in mobile cellular networks are fundamental
components, part of a wider framework that enforces the end-to-end QoOE provisioning.
This framework also includes wider challenges such as the collection of appropriate
input data that will lead to the awareness of QoE (i.e., QOE monitoring), the realistic
implementation of such a framework in real networks, and the possible interaction
between network providers and service providers, aiming at the holistic delivery of
optimal QOE to the end-users, among others.

This PhD thesis focuses on exploring the challenges and opportunities that arise in
modern mobile cellular networks in terms of QOE provisioning to end-users. Specifically,
this thesis aims to characterize and exploit QOE models and metrics in order to
improve existing mechanisms in mobile cellular networks standardized by 3GPP
(3rd Generation Partnership Project), but also towards the 5G horizon, such as
the radio resource allocation, Device-to-Device communication setup, and
adaptive video streaming mechanisms.

1.2 Thesis contributions

In this thesis, the reader will delve into details regarding the topic of QOE management
in mobile cellular communication networks. The main contributions of the research
conducted in this thesis are the following:

1. Proposal of a conceptual framework for achieving end-to-end QoE provisioning in
mobile cellular networks. This framework is analyzed in terms of its design, its
constituents and their interactions, as well as key implementation challenges, while
its proof-of-concept in an LTE network is assessed. Related publication:

- E. Liotou, D. Tsolkas, N. Passas, and L. Merakos, “Quality of Experience management in mobile
cellular networks: Key issues and design challenges,” IEEE Communications Magazine, Network
& Service Management Series, vol. 53, no. 7, pp. 145-153, July 2015.

2. The identification and analysis of parametric QoE formulas and Key Performance
Indicators (KPIs) that can be used for real-time QoE assessment of popular service
types in communication networks (i.e., VolP, online video, video streaming, web
browsing, Skype, IPTV and file download services). Related publications:

- E. Liotou, D. Tsolkas, and N. Passas, “A roadmap on QOE metrics and models,” 23rd
International Conference of Telecommunications (IEEE ICT), Thessaloniki, Greece, May 2016.

- D. Tsolkas, E. Liotou, N. Passas, and L. Merakos, “A survey on parametric QoE estimation for
popular services,” Elsevier Network and Computer Applications, vol. 77, pp. 1-17, January 2017.

3. A network management framework that exploits QOE awareness for controlling the
operational mode of mobile users in LTE-A networks with Device-to-Device (D2D)
support. Simulation studies have revealed the twofold benefits of this mechanism,
i.e., both for the users (increase in QoE) and the operators (increase in offered
throughput). Related publication:

- E. Liotou, E. Papadomichelakis, N. Passas, and L. Merakos, “Quality of Experience-centric
management in LTE-A mobile networks: The Device-to-Device communication paradigm,” 6th

International Workshop on Quality of Multimedia Experience (IEEE QoMEX), Singapore,
September 2014.
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4. Proposal of a new radio scheduling logic, which takes into account the impact of
throughput fluctuations on the QoE of interactive applications. By quantifying how
traditional radio scheduling decisions influence the user-perceived QoE, a novel
“consistent” resource allocation process is proposed, which further improves users’
QoE by moderating these fluctuations. Related publication:

- E. Liotou, R. Schatz, A. Sackl, P. Casas, D. Tsolkas, N. Passas, and L. Merakos, “The beauty of
consistency in radio-scheduling decisions,” 59th Global Communications Conference (IEEE
Globecom Whkshps) - International Workshop on Quality of Experience for Multimedia
Communications (QoEMC), Washington, DC, USA, December 2016.

5. Analytical investigation of the video quality degradation problem as it is experienced
by mobile users in vehicles, and proposal of a proactive context-aware HTTP
Adaptive Streaming (HAS) strategy, which helps prevent stallings in light of
bandwidth-challenging situations. Related publications:

- E. Liotou, T. HoR3feld, C. Moldovan, F. Metzger, D. Tsolkas, and N. Passas, “Enriching HTTP
adaptive streaming with context awareness: A tunnel case study,” International Conference of
Communications (IEEE ICC), Kuala Lumpur, Malaysia, May 2016.

- F. Metzger, E. Liotou, C. Moldovan, and T. Ho3feld, “TCP video streaming and mobile networks:
Not a love story, but better with context,” Elsevier Computer Networks, Special Issue on “Traffic
and Performance in the Big Data Era,” vol. 109, pp. 246-256, November 2016.

- E. Liotou, T. HoBfeld, C. Moldovan, F. Metzger, D. Tsolkas, and N. Passas, “The value of
context-awareness in bandwidth-challenging HTTP Adaptive Streaming scenarios,” Autonomous
Control for a Reliable Internet of Services: Methods, Models, Approaches, Techniques,
Algorithms and Tools, Springer International Publishing, Editors: I. Ganchev, R. van der Mei, and
J. L. van den Berg, to appear.

6. Proposal of a Software-Defined Networking (SDN)-based architecture that promotes
and enables a technologically feasible realization of a collaboration paradigm
between service providers and mobile network operators. The potential of this
architecture is highlighted through the proposal and evaluation of three use cases
that are unlocked by this architecture, in the context of HAS. In this paradigm,
feedback about the network throughput is provided to a video service provider so
that he can be in a stronger position to redefine encoding, caching, and per-user
video segment selection. Related publications:

- E. Liotou, G. Tseliou, K. Samdanis, D. Tsolkas, F. Adelantado, and C. Verikoukis, “An SDN QoE-
Service for dynamically enhancing the performance of OTT applications,” 7th International
Workshop on Quality of Multimedia Experience (IEEE QoMEX), Costa Navarino, Greece, May
2015.

- E. Liotou, D. Tsolkas, K. Samdanis, N. Passas, and L. Merakos, “Towards Quality of Experience
management in the next generation of mobile networks,” 25th European Conference on Networks
and Communications (EuCNC), Athens, Greece, June 2016.

- E. Liotou, K. Samdanis, E. Pateromichelakis, N. Passas, and L. Merakos, “QoE-SDN APP: A
rate-guided QoE-aware SDN-APP for HTTP adaptive video streaming,” IEEE Journal on
Selected Areas in Communications, Series on Network Softwarization & Enablers, under review.

7. lIdentification of the essential attributes that can shape QOE-centric networks
towards the 5G era, and introduction of the “experience package” concept.
Experience packages can lead to a more personalized service provisioning to users,
considering not only technical parameters, but also the user profile and the context
of the communication. Related publications:

- E. Liotou, N. Passas, and L. Merakos, “Towards QoE provisioning in next generation cellular
networks,” IEEE Communications Society, Multimedia Communications Technical Committee E-
Letter, Special Issue on “QoE Management for Next Generation Multimedia Services”, vol. 10,
no. 3, May 2015.
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- E. Liotou, H. Elshaer, R. Schatz, R. Irmer, M. Dohler, N. Passas, and L. Merakos, “Shaping QoE
in the 5G ecosystem,” 7th International Workshop on Quality of Multimedia Experience (IEEE
QoMEX), Costa Navarino, Greece, May 2015.

- E. Liotou, N. Passas, and L. Merakos, “The emergence of experience packages in the 5G era,
IEEE 5G Tech Focus online journal, September 2017.

”

1.3 Thesis structure

This thesis consists of 11 chapters and follows the conceptual structure that is depicted
in Figure 1.
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Introduction
Presentation of the scientific field, structure
and contribution of the thesis

l

CHAPTER 2
Quality of Experience: Concept and
challenges
Definition, motivation and challenges of
studying QoE

L

QoE management in mobile cellular
networks
Study of requirements and components for QoE
provisioning

__________ A —

Enriching HTTP Adaptive Streaming with
context awareness
A proactive HTTP Adaptive Streaming strategy
for bandwidth-challenging scenarios

QoE management

B

CHAPTER 10
QoE towards 5G
Requirements and potential solutions for
holistic QoE provisioning in 5G networks

l

CHAPTER 11
Conclusions and future work
Overall conclusions and future work potential

—
! Il Il I
| [ || CHAPTER 9 |
: TR | : CHAPTER 6 | : QOE-SDN APP: A rate-guided QoE-aware |
| " | QoE-driven Device-to-Device | | SDN-APP for HTTP adaptive video |
Methods and metrics for QoE assessment [ communications | streamin: |
| Overview of estimation methods and key (. - o : poeel e - |
| factors influencing QoE 1| A QoE-based solution for switching to Device- 1| An SDN-based subsystem/application for |
| 8 1| to-Device communications with QoE criteria ! improving the QoE of adaptive video streaming |
: | : : : users |
| |
! I I I
| | CHAPTER 7 | QOE control
| . CHAELER'S' : | QoE-inspired consistency in radio- I | :
Parametric QoE estimation for popular .
: services | : scheduling
| Analysis of parametric models for QoE : | & ”?d“’ resour_ce SChEdu.ll?g algorlthm
targeting at consistent decisions in terms of
| assessment 1|
| Pl throughput
| ||
I I . .
| QoE monitoring and modeling Pl
| |
|
|
|
|
|
|
|
|

Figure 1: Thesis structure.

Following the current Chapter 1 that gives an overview of the scope and contributions of
this thesis, Chapter 2 introduces the reader to the concept of QoE and sets the
background for the rest of this thesis. Then, Chapter 3 describes the basic framework
and functionalities for the purposes of QOE provisioning in mobile cellular networks.
These functionalities are related to QoOE monitoring and modeling - further analyzed in
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Chapters 4 and 5, b) QoE management - further analyzed in Chapters 6, 7 and 8, and
c) QoE control - further analyzed in Chapter 9. More specifically, Chapter 4 describes
basic methods, tools and metrics for the assessment of QOE, while Chapter 5
elaborates on a subset of these methods, called parametric methods, which allow the
real-time QOE monitoring in a communication network. With respect to QOoE
management, Chapter 6 describes an algorithm for switching from cellular mode to D2D
communication mode, based on QoE criteria. Moreover, Chapter 7 describes a QoE-
inspired radio scheduler that stems from subjective studies’ findings in the context of
QoOE, while Chapter 8 uses context-awareness to improve the QoE of adaptive video
streaming users. Chapter 9 describes an SDN-based architecture for end-to-end QoE
improvement of video services, which includes all QoE functionalities (monitoring-
management-control), while its core lies in the QoE control function. Finally, Chapter 10
discusses some insights towards QOE provisioning in the 5G era, while Chapter 11
concludes this thesis and presents ideas and opportunities for future work.
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2. QUALITY OF EXPERIENCE: CONCEPT AND CHALLENGES

2.1 Definitions

The notion of Quality of Experience (QoE) has appeared at around the beginning of this
century. It is probably impossible to trace back exactly when or who coined this term;
however, many references to QoE appear at around that time. For instance, in 2000 we
can find a reference to QoE by Patricia Seybold consulting group [1], as a quality
benchmark that measures how well an e-business delivers the expected branded
experience to its customers. Then, in 2001, we can find a reference of QoE in [2], where
Aad van Moorsel from Hewlett-Packard Laboratories supports that the user experience
becomes increasingly important in the “Internet age”. Then, a 2004 white paper from
Nokia [3] clearly defines QoE, stating that: “The ultimate measure of a network and the
services it offers is how subscribers perceive the performance. QoE is the term used to
describe this perception and how usable the subscribers think the services are.”.
Moreover, this insightful white paper discusses QOoE implications on business, as well
as groups Key Performance Indicators (KPIs) into two main categories, i.e., reliability
and comfort, where reliability is defined as “the availability, accessibility and
maintainability of the content, the service network and/or the user device application
software”, while comfort refers to “the quality of the content, the bearer service and/or
the software features of the user device and application”.

Later, formal definitions of QOE also appeared by various standardization bodies and
other groups. The formal definition of QOoE is provided by the International
Telecommunication Union - Telecommunication Standardization Sector (ITU-T) Rec.
P.10 (Amendment 2, 2008) [4], as “the overall acceptability of an application or service,
as perceived subjectively by the end-user”. Based on this approach, two issues need to
be noted, namely: a) “QoE includes the complete end-to-end system effects (client,
terminal, network, services infrastructure, etc.)”, and b) “the overall acceptability may be
influenced by user expectations and context”. The purpose of this new concept is to
provide means to track the degree of user satisfaction of a network’s performance in a
gualitative or quantitative manner and to try to improve it in order to meet or exceed the
users’ expectations. As an overall, QOE addresses the issue of a service’s acceptability,
attractiveness and sale-ability.

The European Telecommunications Standards Institute (ETSI) provides another formal
definition of QoE, as: “A measure of user performance based on both objective and
subjective psychological measures of using an ICT service or product”. Moreover, it
notes that QoE “takes into account technical parameters (e.g. QoS) and usage context
variables (e.g. communication task) and measures both the process and outcomes of
communication (e.g. user effectiveness, efficiency, satisfaction and enjoyment)” [5].

Finally, “QUALINET”, the European Network of Excellence on QoOE in Multimedia
Systems and Services, provides an insight to the QOE notion and its underlying
principles [6]. It first defines the term quality as “the outcome of an individual’s
comparison and judgment process” and the term experience as “an individual’s stream
of perception and interpretation of one or multiple events”. Subsequently, QUALINET
defines QoE as: “The degree of delight or annoyance of the user of an application or
service”, also adding that “it results from the fulfilment of his or her expectations with
respect to the utility and/or enjoyment of the application or service in the light of the
user’s personality and current state”.

A user’'s impression on QoE may start to be formed much before the actual usage of a
service (or product) and may continue even after usage. Specifically, according to [7],
the experience of a user spans across four different and subsequent time events.
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Initially, the potential user of a service forms an anticipated experience, which refers to
the effect on QOE before really using a service, i.e., based on one’s own anticipations,
other people’s opinions, advertisements, brand, etc. Later, during the actual user
interaction with the service, the momentary experience is formed, causing either
positive or negative feelings, whereas the episodic experience is based on the user’s
reflection of this interaction, after its completion. Finally, after a person has used a
service multiple times over a larger period of time, this person has created a cumulative
view about this experience.

Many terms related to quality are available in the literature and most of them are
presented below. All of these terms may be assumed to be incorporated into the much
broader and generic concept of QOE.

e Quality of Service (QoS): As defined by the ITU-T Rec. E.800 [8], QoS is “the
totality of characteristics of a telecommunications service that bear on its ability to
satisfy stated and implied needs of the user of the service”. Alternatively, according
to ITU Development Sector (ITU-D) Study Group 2 [9], QoS is “a collective of
service performances that determine the degree of satisfaction of a user of a
service”, or according to the Internet Engineering Task Force (IETF) [10], it is “a set
of service requirements to be met by the network while transporting a flow”.

QoS may be further divided into four main viewpoints, depicted in Figure 2: a) the
QoS requirements of the user/customer, b) the QoS offered/planned by the service
provider, c) the QoS delivered/achieved by the service provider, and d) the QoS
actually experienced/perceived by the user. The latter viewpoint (d) actually
corresponds to the QoE concept itself. Nevertheless, despite these definitions that
closely relate QoS to the user’s satisfaction, QoS has been traditionally handled as a
pure technical term, providing system-centric rather than user-centric quality
guarantees.

| SERVICE
CUSTOMER l PROVIDER
|
|
Customer’s QoS : QoS offered by

requirements : provider
|
|

QoS perceived by : QoS achieved by

customer | provider
|
|

Figure 2: The four viewpoints of QoS [8].

e Grade of Service (GoS): The GoS term incorporates the quality a user can expect
to experience when initiating a service and mainly relates to the network’s
availability, together with the call setup blocking probability and session
establishment delays.

e Quality of Resilience (QoR): This term describes the network’s reliability and
survivability against disastrous situations such as local failures or malicious attacks.
Hence, it embraces security and privacy issues.

e Quality of Perception (QoP): QoP represents the user’s side of the more technical
and traditional QoS. According to [11], “QoP encompasses not only a user’s
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satisfaction with the quality of multimedia presentations, but also his/her ability to
analyze, synthesize and assimilate the informational content of multimedia displays”.

Quality of Design (QoD) and Quality of Conformance (QoC): The former term
(QoD) refers to the fitness for use of a product or service, i.e., the level at which the
operator or producer intends to fulfill the customer requirements. This is indicated by
the completeness and correctness of the service’s specifications and is closely
related to the QoS offered by the service provider. The latter term (QoC), refers to
the quality actually produced and delivered to the customers, complying fully or
partially with the originally planned QoD [12]. So, we may identify a connection
between the QoC and the QoS achieved by the provider.

Quality of Business (QoB or QoBiz): This term appears in [2] and is a metric
expressed in terms of money, such as the average amount of money received per
executed transaction. QoB is mainly influenced by cost and revenue considerations.

Quality of User Experience (QoUE) and Quality of Customer Experience
(QoCE): Both are synonyms to QoE, with a focus on the specific different role of the
person using a service, i.e., “user” or “customer”.

QoX: This is just another way to abbreviate “Quality of eXperience”, that may be
found in literature.

2.2 QoE dependencies

From the previous section, it is inferred that QoE is a multi-factor concept, depending on
a plethora of multiple and diverse parameters. According to [13], the main properties of
QOE are User-, Application-, Terminal-, and Time-dependency.

User dependency means that users may perceive QoE in different ways even when
receiving the same service, they may show different preferences regarding their
sessions, or they may prioritize different factors as important. Moreover, due to their
variations in emotions, expectations or experiences, they may evaluate services that
offer the same QoS much differently.

Application dependency describes the different impact of different applications on
QoE. This is a main property of QoE. Different applications have different technical
requirements, influence factors and constraints. For instance, VolP applications are
delay-sensitive, whereas video applications are bandwidth-sensitive. This implies
that QoE should be evaluated in a completely different way per application and that
different QOE management objectives should be devised per application type.

Terminal dependency describes the impact of diverse devices on QoE in terms of
their technical characteristics, capabilities and limitations. For instance,
characteristics such as resolution, colour or screen size seem to play a key role in
the perceived QoE of the user. However, potential device limitations may be
sometimes falsely attributed to network or service deficiencies. Moreover, powerful
devices may increase user expectations in terms of achieved QoE.

Time dependency, finally, stems from the fact that many of the QoE influence
factors are time-variant and thus, difficult or impossible to control. These factors may
range from fluctuating user subjectivity to unstable wireless channel conditions.

The authors in [13] conclude that, due to the above dependencies, QoE needs to be
managed on a per-user, per-application, and per-terminal basis in a real-time way.

As shown in Figure 3 in a relatively abstract way, the QoE finally perceived by the user
is the result of many parameters of different layers. It is the result of a) QoS-related
KPIs related to the network infrastructure and network mechanisms, b) application-

45 E. Liotou



Quality of Experience Characterization and Provisioning in Mobile Cellular Networks

related parameters that depend on the type of application considered, c) user-related
Key Quality Indicators (KQIs) such as reliability and integrity, and finally d) factors
related to user personality, usage context, device, etc. According to [14], each one of
the lower layer parameters can be mapped to higher layer ones, so that eventually the
final QOE is the weighted sum of multiple KQIs.
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Figure 3: Overall QoE formation [14].

There also exist diverse approaches in the literature, which try to explain how a QoE
opinion is formed, namely which dimensions influence the user perception. Many works
differentiate the “Content” factor as significant, and break QoE into System, Human,
Context and Content parts. Another approach is the ARCU multi-dimensional model,
which is composed of the Application, Resource, Context and User space components
and is proposed in [15]. Moreover, [16] describes QoE through four main attributes: the
communication situation, service prescription, technical parameters and user
experience. In Chapter 3, we thoroughly present the approach proposed by QUALINET
in [6].

2.3 Theimportance of QoE

The acquisition of a QoE score of an application or service is of crucial importance, not
only to the user but also to various stakeholders in the service provisioning chain. For
instance, service providers, network operators, equipment manufacturers, marketing
teams and customer support agents with the privilege of knowing the QOE of their
offered product/service, may have direct financial advantages.

The importance of QoE awareness is justified, if we have a look at statistics regarding
customer churn [17]:

e 82% of customer defections are due to frustration and the provider’s inability to deal
with this effectively.

e For 1 person who calls with a problem, 29 others never will.
e 1 frustrated customer will tell 13 others.
e A 90% of the customers abandons a service without even complaining.
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Especially for the case of communication networks, QoE may provide a better insight to
the network operators regarding the quality of their offered services. More specifically,
QoE intelligence is invaluable to telecom operators, since it can (Figure 4): a) Enable
Customer Experience Management (CEM) through QoE-oriented data analytics (e.qg.,
automate service configuration, facilitate self-care and self-diagnosis through QoE
analytics, reduce or prevent customer churn and offer troubleshooting), b) Drive
business operations, enable strategic business decisions and build more meaningful
Service Level Agreements (SLAs) or Experience Level Agreements (ELAS), c)
Decrease churn, by comprehending users’ and applications’ requirements and
controlling the network accordingly (namely, avoid under-engineering, proactively
predict and prevent network problems, or reactively improve QOE), and finally, d)
Increase network efficiency through identifying and exploiting the non-linear
relationships between QoS and QoE (namely, avoid over-engineering, e.g., reduce
energy consumption or save spectrum resources without sacrificing the QoE).

QoE awareness

Figure 4: The importance of QOE awareness for network operators.

In more detail, we identify the usefulness and importance of QOE awareness during the
whole lifecycle of a network, from its original design and planning, to its testing,
maintenance and improvement, in the following aspects:

e Network design and planning: QoE-awareness can help design resource- and
energy-efficient networks from scratch, by avoiding “under-engineering” cases of
providing fewer resources than required. Similarly, “over-engineering” may be
avoided, through the release of occupied network resources that are redundant in
terms of the finally perceived quality. Hence, a more resource-efficient network
operation would be possible, by helping recognize moments and cases of operation
when the provisioning of extra resources to the users would not improve the QoE
perceived, and by parameterizing the network accordingly. Hence, infrastructure and
capacity planning or network reconfiguration may be performed using continuous
QoE assessment scores as a feedback, to be carefully considered for re-
parameterizing and re-dimensioning the network before this is actually deployed.

e Quality evaluation and control: QoE is the most appealing and ultimate way to
evaluate the performance of any offered service, mechanism, or algorithm. By
keeping track of the actually offered QoE, the provider becomes able to control and
optimize the quality of the offered services to the user. Guaranteed QOE scores,
both advertised by the providers and equivalently experienced by the users, is what
makes one network provider more competent over another.

e Troubleshooting: Network “health” problems such as bottlenecks and local failures
may be identified via QoE-based alarms (e.g., based on user-centric KQIs), thus
causing corrective mechanisms to be immediately launched inside the network.
Such problems may be either predicted, a priori, and then proactively resolved or
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they may be identified, a posteriori, and reactively corrected, as long as feasible
solutions are available.

e Decision-making: QOE may be incorporated in any network decision-making
mechanisms, such as mobility management, radio resource scheduling, power
control, rate adaptation, etc. New “QoE-driven” / “QoE-aware” inspired algorithms
could help the network operate in a more effective way or in a fairer way, by using
the user’s perceived quality as the ultimate criterion of decision making. In parallel,
the economic impact of these mechanisms can be evaluated and considered by
network operators during the decision-making process, optimizing the system from a
combined user- and network-centric perspective.

e CEM: Through QoE awareness, service providers or network operators may gain
access to user-related data, such as profile information, type of usage,
communication statistics, user mobility patterns, etc. This acquired information may
not only assist in QoE-based network/application control, but also in the better
management of the customers’ overall experience, e.g., in terms of charging and
pricing, SLAs, subscription profiles, customer support, customer behavior
forecasting, etc.

e Handset and service performance benchmarking: This refers to the possibility of
evaluating and classifying hardware (e.g., mobile phones) and software (e.g.,
applications or services) based on their performance and quality experienced by the
users.

e Business planning: Finally, QoE intelligence helps stakeholders drive their
business operations, prioritize investments, build SLAs, and enable informed
strategic business decisions.

Apart from mobile network operators, who have an interest in collecting QoE
awareness, as explained before, other stakeholders who may find interest are shown in
Table 1.

Table 1: Stakeholders with QoE intelligence interests.

QoE stakeholders

Network operators Service providers

Network designers Customer support

Marketing teams Sales support

Equipment manufacturers User Experience (UX) designers
Infrastructure planners Application developers

Product strategists SLA negotiators

Depending on each stakeholder’s interests and incentives, the target of acquiring QoE
intelligence may differ. For instance, some network operators may focus on how QoE
can help decrease customer churn, others may explore ways in which QoE intelligence
enables a more efficient network resource usage, while others may be more interested
in maximizing the average QoE of all subscribers, or in achieving QoE fairness among
them [18]. Based on each stakeholder’s interests, QoE will be interpreted, monitored,
and managed in a different way, depending also on the parameters that this stakeholder
can control. As an example, equipment manufacturers may focus on how hardware
decisions affect the user experience, network operators will control network-layer
parameters, while service providers will work on improving the impact of application-
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layer parameters on QoE. Nevertheless, if different stakeholders view beyond their local
optimum, mediations or collaborations of mutual interests may emerge, as will be
further argued in this thesis.

2.4 Therelationship between QoS and QoE

As discussed previously, QoS is not considered sufficient for the thorough
characterization of a product or service as opposed to the most appealing QoE notion.
The reasons to differentiate between QoS and QoE and to adopt QoOE as the most
suitable criterion for quality evaluation are twofold.

First of all, QoS handles purely technical aspects regarding a service and does not
incorporate any kind of human-related quality-affecting factors. This means that the
same QoS level might not guarantee the same QoE level for two different users. Apart
from the system’s technical characteristics, other factors such as the context of use, the
user-specific characteristics such as users’ experiences and expectations, the delivered
content and the pricing of a service make a significant impact on the finally perceived
QoE as well.

The second reason for this differentiation is that, QoS does not reflect the impact that
the technical factors have on the user's quality perception, since there is no
straightforward connection defined. This implies that, for instance, the constant
amelioration of one technical parameter does not linearly and infinitely improve the
user's QOE. Based on this gap between QoS and QoE, some formulas have emerged
that attempt to map QoS parameters to the overall QoE value. Two different
approaches have dominated in the literature: the perception-centric and the stimulus-
centric one.

QoS Characteristic Stimulus
Transformation Function

impairment

| =

o
oo

Stimulus
o
(o)}

Stimulus
0.4
l WFL
0.2
QoE
0

QoS degradation

Figure 5: QoS-stimulus-QoE-perception chain.

The stimulus-centric approach is based on the “WQL hypothesis” inspired by the so-
called “Weber-Fechner Law (WFL)”, which describes the effect of a physical stimulus on
the human perception according to the principles of Psychophysics [19]. This law claims
that the relationship between stimulus and perception is logarithmic, which drives the
conclusion that in order for a stimulus’ change to be reliably detected by an observer,
this has to differ from its original value by a constant fraction. From this law, the notion
of “just noticeable differences” emerges, which describes the smallest detectable
difference between two sequential levels of a particular stimulus.
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Regarding the perception-centric QoS-QoE mapping, the so-called “IQX hypothesis”
(i.e., Exponential Interdependency of QoOE and QoS) has been proposed in [20].
According to this famous approach, the relationship between the QoE and one QoS
degrading parameter is negative exponential and the change of QoE actually depends
on the current level of QoE. The IQX hypothesis can be mapped to the WQL
hypothesis, if a transformation function is considered that maps the QoS degrading
parameter to stimulus values, as presented in Figure 5. Then, the stimulus may be
mapped to perception (i.e., QOE) using the WQL hypothesis.

Figure 6 exhibits the IQX hypothesis. We observe three different regions of QoE
evolution, split by the thresholds x; and x,:

e Region 1 (constant optimal QoE): This region implies that minimal disturbance in
QoS does not translate in QoE reduction at all. For instance, small delays and delay
variations may be eliminated by a jitter buffer, without the user noticing the additional
delay.

e Region 2 (sinking QoE): When the disturbance exceeds a certain threshold x4, it is
no longer transparent to the user. Consequently, the QoOE starts to sink. It is
interesting that the negative gradient of QoE diminishes as QoE values get lower.
Intuitively, this means that a user can be very sensitive to a certain QoS disturbance
while experiencing a high-quality service, but the exact same disturbance can go
unnoticed when QOE is already low.

e Region 3 (unacceptable QOE): As soon as the disturbance reaches another
threshold, x,, the value of QOE becomes indifferent, implying that the user has
possibly given up using the service, or the service has stopped working due to
technical constraints such as timeouts.

Optimum

/ point of

5 —4& operation

a
1
1
1
~ 47 '
(7)) |
o 1
z
EJ 3 - |
m ]
° 1
©  |Constant,
2 —‘optimal :
: Region 2
| Sinking N
1 - 1
a .
| } Region 3
: I Unacceptable
|

x1 QoS degradation X2

Figure 6: The IQX hypothesis.

Some of the QoS parameters that have been successfully mapped to QoE using the
above laws are the: a) packet loss ratio, b) type-p reordered ratio (i.e., the percentage
of packets in the received stream that are reordered, which quantifies the jitter), c)
weighted session time for web browsing / page load time, d) total setup time of a
wireless connection, e) delivery bandwidth, f) image quality perception as a function of
blur, and g) download time perception as a function of response time.
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The QoS to QoE mapping may also be of power-law type in some instances (following
the Steven’s power law [21]), such as for the session volume as a function of
bandwidth, and the video perception as a function of jitter.

A summary of the above laws governing the relationship between QoS and QOoE is
presented in Table 2.

Table 2: QoS-to-QoE laws.

Law Trend Relation Form
Steven’s Power Law | Stimulus-centric QoE = aQoS*F Power
WFL Stimulus-centric QoE = aln(QoS) Logarithmic
IQX Perception-centric QoE = ae~Pe°S +y | Exponential

In the next subsections, we describe the key challenges associated to QoE, namely
technical, economic/business and legal issues that need to be addressed before QoE
becomes the de facto way of quality provisioning.

2.5 Key challenges in the QoE domain

The research area of QoE is multi-dimensional, spanning across many scientific
domains, even different from the IT and Telecommunications sectors, such as the area
of Psychophysics, Psychology, Sociology, Decision theory, Microeconomics, Business,
etc. Some of the most important research issues that are associated with the
understanding and the provisioning of QoE in a network have been identified as the
following:

e A QOE management procedure needs to be standardized in networks with QoOE-
awareness. This procedure, as will be thoroughly explained in next chapters, should
implement some kind of QoE estimation (a.k.a. QOE modeling), QoE monitoring and,
ultimately, QoE control. The awareness of QoOE is an important asset of network
operators just by itself. If, however, it is further exploited, it becomes a powerful tool
for optimizing the network and delivering service management in a QoE-centric way.

e The mapping of QoS to QoE is another important area that may be found useful for
a fast adaptation of QOE into the networks, i.e., by exploiting the current QoS
mechanisms and transforming them to QoE-aware mechanisms. In this research
field, current approaches (e.g., IQX) map a single QoS parameter to QoE values,
but there is still research needed so that multiple QoS parameters can be mapped at
once in a single QoE value.

e Another area of particular interest is the exploitation of QOE provisioning for
resource and energy savings. Based on human perception principles described by
Psychophysics’ laws such as the WFL, Steven’s power law and IQX hypothesis
presented before, this is possible, and could provide valuable insights for QoE-
based resource management techniques. Hence, the impact of human perception
and cognition may be exploited for designing smarter network mechanisms that
optimize both for QoE and network resources’ utilization (e.g., [22]).

¢ Another main challenge that needs to be addressed in mobile cellular networks is
the end-to-end provisioning of quality, irrespective of the multi-vendor, multi-
operator, multi-network environments where the packets traverse, in parallel with the
diverse transport technologies and differentiated quality assurance requirements
that the providers face. Efficient signaling protocols may be proposed that overcome
this issue, or, novel solutions based on softwarization and virtualization may be
designed.
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e What is more, a service may be generated by a third party, e.g., a service provider,
while the mobile network infrastructure is used just as a communication pipe for this
service. Currently, the underlying infrastructure is a black box as far as service
providers are concerned; however, it might be profitable to raise this isolation
between the two stakeholders, and propose new technical and business schemes,
where they join forces towards a higher user experience.

e Respecting the users’ privacy is another crucial challenge in networks with QoE
support. QoE awareness requires some kind of behavioral monitoring and user-
specific data collection; however, trust and security should be somehow guaranteed.

e The design of new business models, SLAs and subscription profiles are also
required, that take into account the special QoE-based characteristics.

2.5.1 Technical issues

Below, further technical challenges and constraints in the QOE provisioning process in
mobile cellular networks are presented. The Long Term Evolution (LTE) / LTE-
Advanced (LTE-A) network is used as a reference in this discussion. (Note: this network
type is considered throughout this thesis as well, including the simulations conducted.)

Heterogeneity

One of the most important characteristics of LTE-A networks is their inherent
heterogeneity. With this term we refer to the dynamic and constantly increasing
emergence of geographically distributed and overlapping smaller cells (e.g., femtocells
and picocells), a characteristic that plays a drastic role in the offered QoE. On the one
hand, this heterogeneity better supports the ever-increasing user traffic requirements
and pushes towards an increase of the user QOE, since users are served by closer
base stations (higher throughput, less energy, less delays). On the other hand, this
phenomenon inevitably imposes higher interference and severer competition over the,
anyway, scarce spectrum resources, thus pushing towards a decrease of user QOE.
Consequently, there is a delicate balance to be considered in modern mobile networks
regarding QoE control, not only during the network’s planning phase but also while the
network is operational.

In Figure 7, a typical LTE-A network is presented (access and core), where
heterogeneity is evident. By taking advantage of its impact, the opportunity to
incorporate the network heterogeneity into the QOE provisioning chain emerges. More
specifically, it may be exploited both as a source of input for QOE modeling and as a
technique for quality control. For instance, the corrective action of initiating a vertical
handover from the macro-cell to a small cell may significantly improve the perceived
guality. (The LTE notation is adopted in Figure 7, i.e., evolved eNB - eNB is the LTE
base station, Home eNB — HeNB is the femto base station, and User Equipment — UE is
the mobile user).

QoE monitoring approach

An important challenge in QoE monitoring is the collection of QoE-related input
information from the appropriate network nodes and devices. The dilemma in this
problem is whether input will be collected centrally by the various distributed network
nodes (network-centric approach) or using agents installed locally at the user devices
(agent-based approach). Agent-based approaches have the advantage of being able to
capture also more subjective QOE influence factors, such as the context of use.
Moreover, if these agents are not silent probes but also require some user feedback,
they are able to capture the unique human factor’s characteristics. Hence, they are able
to provide a clearer understanding of the perceived quality. Moreover, agent-based
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solutions have the benefit of capturing any potential problems due to the access
(wireless) part of the end-to-end communication path as well as problems occurring
inside the handsets themselves.

On the other hand, these approaches that rely on collecting data at the network edges
have the disadvantage of not capturing the problems occurring inside the core network,
and thus, do not provide diagnostic information. Apart from that, a major disadvantage
is the dependability on the manufacturers’ willingness to implement such solutions
inside the mobile handsets, as well as compatibility issues. Furthermore, it is expected
that such solutions are not scalable, and they significantly overload the network with
QoE-specific signaling and, therefore, also drain the devices’ battery faster. Finally,
implementing monitoring solutions inside the user terminals and transferring the
monitored information through the network raises privacy and security issues that need
to be considered in terms of the users’ acceptability of such solutions [23]. Due to the
co-existence of equally important advantages and disadvantages of the agent-based
solutions, it appears to be a good option to combine both approaches in a carefully
distributed way.

User versus provider

We may identify two contradicting forces in the QoE provisioning process: On the one
side, there are the network operators and service providers, who want to maximize their
revenue, and, on the other side, there are the users, who desire the maximum
experienced quality, and in fact, at the lowest possible cost. Nevertheless, in order to
increase their revenue, providers have to sometimes reduce the offered quality of their
services, through for instance the installing of less infrastructure devices or less
powerful nodes, or due to buying and disposing less spectrum resources to their
subscribers, etc. However, since a reduced quality will inevitably produce customer
churn, in the end, their revenues will be significantly decreased or even the company
reputation will be affected. Consequently, it becomes crucial that the golden section
between these two contradictory forces is found, i.e., that the operators offer the
maximum possible quality at the least possible charge for the users, while achieving the
maximum possible revenues. Hence, it is essential that new, QoE-based business
plans and charging schemes emerge.

Network diversity

Providing high QoE to a mobile subscriber does not necessarily depend only on the
technical efforts (namely hardware equipment, software functionalities, network
management, etc.) of the network operator to which this subscriber belongs. The finally
perceived QoE of the user will be formed during the complete end-to-end path, starting
from the source of data (which might even not be a node in the possession of the
network operator) and ending at the user terminal. This means, that there will be cases
when this communication passes through different operators or vendors, through
different mobile technologies, through different networks, or even through different
countries or continents. This raises two issues. First, in order to ensure proper QoE at
the user, collaborations and agreements among different parties (e.g., operators) are
required, which will sufficiently define the obligations of each party. Moreover,
agreements or collaborations between network operators and service providers are
becoming essential, in order to provide QOE in the optimal way by joining forces of both
stakeholders. These agreements require some kind of signaling, especially at
interconnection interfaces, and moreover some diagnosis tools to be able to identify
problem roots along such diverse communication paths. Second, security and privacy
issues are raised, because user-sensitive information that is used for better QoE
management is traversed through different stakeholders.
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Figure 7: Heterogeneity in LTE-A.
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Scalability and complexity

The end-to-end QOE support requires feedback mechanisms in two directions: First, the
collected QoE-input information by either agents or network probes needs to be
transferred to a central QOE modeling and management entity, and second, any control
decisions of this entity need to be disseminated back to the network affected nodes.
Consequently, as the number of end-devices and core network nodes increase, the
QoE monitoring procedure suffers from scalability problems. Moreover, since QoE
modeling and management decisions need to be performed per user’'s request (i.e., per
user’s flow) to account for the unique session characteristics, and since the number of
users in the network may be large, complexity issues are raised regarding the network’s
optimization decisions. This is further deteriorated due to the large number of input
factors that should be taken into consideration by a reliable QoE estimation model.

Encryption

Contradicting interests emerge between operators and service/content providers (such
as Facebook, Google, etc.). The latter design their new technologies and services with
security (i.e., encryption/content labeling) in mind. Encryption, however, might become
an “enemy” for QoE-awareness and in turn, for flexible QoE delivery. Unencrypted data,
on the contrary, can be a powerful tool for the operators as the source of information to
ensure, enhance or adjust QoE, or to provide service differentiation. To achieve such a
differentiation, the operator needs to know the application type, its current state, etc. As
an example, by having access to the buffer state information of a video playout, the
operator can prioritize the limited resources available at a specific time and location in
order to maximize a certain utility function, e.g., maximize the number of satisfied users.

Energy consumption

Finally, the required energy consumption for supporting QoE in a network seems to be
a very crucial issue, due to the involvement of new network entities, the increase in the
processing tasks of users and nodes (especially the monitoring of QoE influence factors
from e.g., the surrounding environment), the extra signaling imposed, etc. Hence,
energy efficient solutions targeting at minimizing the consumed power required for QoE-
awareness collection and quality provisioning should be considered in future research.

2.5.2 Economic and business issues

Apart from the technical factors influencing QoE, also pricing/charging greatly impacts
the user’s opinion. The issue of QoE charging is studied in [24], where it is described in
terms of a fix-point problem. In addition to the delivered service quality, it considers user
context and expectations, as well as economic feedback from the subscribers.

The basic models studied are given in Figure 8 and Figure 9. The first one refers to
QoS-based charging. In this model, several QoS parameters are measured or
estimated and then used as input to the charging mechanism, which determines the
corresponding price based on predefined tariff functions (Figure 8). This produces a
feedback, since the chosen tariff influences the customer demand, which in turn shapes
the network load, and finally, the delivered service quality.

QoS—»| Charging [—» price

demand

Figure 8: Charging for QoS model [19].
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This model can be described as follows (where p is the price, d is the demand and q is
the QoS):

price function: p =p(q) (2-1)
demand function: d = d(p) (2-2)
QoS function: q =q(d) (2-3)

The second model is an extended feedback model for QoE charging. Similar to the first
one, the provided QoS along with the price affect the charging mechanism (Figure 9).
The difference here is the fact that they serve as determinants for the QoE evaluation,
which is considered as the essential input for the charging mechanism. That is, there is
an additional feedback, which is the influence that the price has on the perceived QoE.
For example, a user that pays for a service perceives a worse QOE than one that
doesn’t pay for it. A comparison of the studied model with user trials on QoE for Video
on Demand (VoD) has shown that the model can be considered as a representative for
a broad set of relevant scenarios.

—» QOoE =w—

v

QoS Charging —® price

demand «—

Figure 9: Charging for QoE model [19].
The main logic behind this model may be briefly described using the following formulas:

demand function: d = d(p) (2-4)
QoS function: q =q(d) (2-5)
price function: p =px) (2-6)
QoE function: x = x(q,p) (2-7)
which may be further expressed as:
QoE function: x = xq(q) * xg(p) (2-8)

where x is the QOE, x, is the “quality function” and x; is the “expectation function”.

Finally, one important tool in the problem of understanding and quantifying the QoE that
is worth mentioning comes from the microeconomic utility theory. This theory helps
describe the preferences of a user through a “utility function” [25]. This function is
denoted as u;(x), for user i and refers to the consumption of the resource “x”. In this
sense, if u;(x) <wu;(y), this implies that the user prefers y over x. Three typical
examples of utility functions are presented in Figure 10: the linear, elastic and non-
elastic functions. The linear utility function describes a scenario where constantly
increasing a resource or a metric, such as the capacity, linearly and infinitely increases
the utility as well. Being more realistic, the elastic traffic describes a concave increase in
the user’s utility while increasing his capacity, increasing faster in the beginning and
slower while capacity is already large. Finally, the non-elastic traffic refers to an “ON-
OFF” scenario, where the user has a perceivable and fixed utility only after a certain
threshold.
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Figure 10: Examples of utility functions [25].

If multiple users in a cell are taken into consideration, say N, then the overall social
welfare is defined by the weighted sum of logarithmic utility functions of the form
u; (x;) = w; logx;, as follows [25]:

U(xltxZJ ey xN) = Z Wi logxi (2-9)
i

Apart from finding a proper scheme for charging for QoE, the question of how QoE
profits will be distributed among the involved parties is still open. This is valid for
instance for the case where multiple network operators are involved in the service
provisioning chain. Another example is for the way of distributing the QoE profits to both
service providers (e.g., a VoD service provider) and network operators or Internet
Service Providers (ISPs) [26].

Marketing is another issue that should be taken into consideration, namely how QoE will
be advertised to the market as an extra service that users will normally have to buy, and
motivate them to do so. Competition among different providers may be enforced
through advertisements that claim that one provider offers higher QoE to its customers,
similarly to how advertising is performed today based on QoS criteria such as download
speeds.

2.5.3 Legal issues

In [26], several legal challenges linked with QOE support in the networks are described.
“Quality” may be considered as a public good, which should be available to everyone as
long as this is feasible. In other words, it may be considered incorrect to deliberately
prevent users from getting a high QoE when they need it, because they haven’t paid for
it, even though this would be technically possible. This would cause discrimination
among users. Hence, this is one of the legal issues that need to be investigated,
referred to as the challenge of net(work) neutrality. From the operator’s perspective, net
neutrality regulations may not leave enough space for innovation and investment in the
networks in terms of QoE. Furthermore, even though the recently voted net neutrality
regulatory framework [27] has been welcomed by most service/content providers as a
way to allow flawless access to their services, it is not a black or white issue. For
instance, the dynamic allocation of “fast lanes” may no longer be allowed by the
network providers to pass, say, Netflix content to premium users or to do any other type
of service differentiation.

Another legal issue that needs further research is the problem of “double selling”. This
refers to the decision about whether the QoE will be sold as an add-on service to
existing network connections or as an indispensable element of the offered services.

Moreover, SLAs need to be revisited. SLAs are a type of contract between the provider
of a service and the client and describe the service type and quality that the customer
should expect to receive. If the requirements described in the SLA are not respected by
the provider, i.e., violated, then legal issues arise. Presently, such requirements are
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described using QoS terms, such as the maximum tolerable delay and packet loss, etc.
However, as explained before, QoS values above a threshold do not directly imply a
proportionately satisfactory QoE. Consequently, new types of SLAs or ELAs may be
considered that define the required quality using QoE terminology. The great challenge
of this new approach is to find a way to clearly define the various QoE classes and to be
able to measure this, so that customers do not arbitrarily complain about their perceived
quality. Besides, it may be difficult for the customers to distinguish from e.g., “very poor”
and “poor” quality; hence a common “vocabulary” and understanding between users
and providers needs to be thoroughly defined and described.

Similarly, SLAs that are signed between a network operator and various service/content
providers need to be revisited. In this case, it is further required to devise indisputable
methods of measuring the QoE at the various interconnection points, of checking it
against the ELAs’ QoE requirements, and of finding which side of an interconnection is
legally responsible in case of QOE deficiencies.

Last but not least, privacy and fidelity issues arise when providing QoE support into the
network. QoE-related information has to potentially pass through different provider
domains, different countries or even continents, through both the wireless and wired
medium. Offering an end-to-end QOE would require, though, the transfer of such
sensitive information throughout this whole path, raising issues about whether
information about e.g., user profiles and demographics, user statistics, usage patterns,
etc. are confidentially transferred. Moreover, it needs to be guaranteed that collected
information about the users will not be used for any other reason rather than QoE
provisioning and customer support in general, and moreover, that this information will
not be provided to third parties. Such privacy considerations may make the users
skeptical towards accepting an add-on QOE service, not to mention paying for it.

A similar aspect that may raise legal privacy issues is the potential requirement for
various providers to cooperate, especially at the points of interconnections. Hence,
information about each other’s network status and configuration may need to be shared.
This is another legal challenge that needs to be settled before QOE provisioning
becomes an integral part of the communication networks in the future.

Having provided the general background regarding QoE, in the next chapter we present
the requirements towards collecting QOE intelligence and, in sequence, managing a
mobile cellular network in a QoE-aware manner.
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3. QoE MANAGEMENT IN MOBILE CELLULAR NETWORKS

Telecom operators are facing the need for a radical shift from technical quality
requirements to customer experience guarantees. This trend has emerged due to the
constantly increasing number of mobile devices and applications and the explosion of
the overall traffic demand, forming a new era: that of “the rise of the consumer”. QoE is
the most dominant term coined in order to quantify, manage and improve the
experienced user quality. However, QOE has been more of an afterthought for network
providers, and, thus, numerous research questions need to be answered prior to a shift
from conventional network-centric paradigms to more user-centric approaches. To this
end, it is crucial to provide insights on the issue of network-level QOE management,
identifying the open issues and prerequisites towards acquiring QoE awareness and
enabling QoE support in mobile cellular networks.

In this chapter, a conceptual framework for achieving end-to-end QOE provisioning is
proposed, and described in detail in terms of its design, its constituents and their
interactions, as well as the key implementation challenges. An evaluation study serves
as a proof of concept for this framework, as well as demonstrates the potential benefits
of implementing such a quality management scheme on top of current or future
generations of mobile cellular networks.

3.1 Introduction

As also discussed in Chapter 2, QoE is defined by ITU-T as “the overall acceptability of
an application or service, as perceived subjectively by the end-user”’. Otherwise put, it
describes the degree of the end-user’s “delight or annoyance” when using a product or
service [6]. Inherently, QOE is a very broad and generic concept, and, as such, it
incorporates any conscious oOr unconscious aspects that affect the overall user
satisfaction.

This generic notion of QOE has opened up research to a variety of systems and
application domains. In this chapter, we narrow down the scope to the
telecommunications domain, where QOE intelligence is of crucial importance, not only to
the end-consumers but also to any stakeholders involved in the service provisioning
chain. In telecommunication networks, despite the catholic presence of inherently
deployed QoS mechanisms, QoE has been an “afterthought”. No generation of
telecommunication networks has been originally designed with QoE principles so far.
Nevertheless, the system-centric view of QoS provisioning is no longer sufficient, and it
needs to be replaced or complemented with more user-centric approaches [26].
Therefore, the shift from QoS- to QoE-centric networks remains an emerging, open
challenge.

Towards this direction, new architectures have been proposed regarding the collection
and exploitation of QoE-related information. For instance, a block diagram for the QoE
management of Next Generation Networks (NGNs) is proposed in [13], where
adaptations to the NGN-specific Network Attachment Control and Resource and
Admission Control Functions are described. Furthermore, a novel architecture for QoE
support in LTE systems requiring new, proprietary interfaces is described in [23]. Other
works focus on specific services, such as the CEM system for IPTV described in [28].
Similarly to the aforementioned examples, the majority of current works proposes
solutions tailored to concrete systems or services. In parallel, standardization activities
mainly handle the issue of QoE estimation, a.k.a. “QoE modeling” [29], leaving the end-
to-end QOE provisioning realization out of discussion. Motivated by this observation, the
current study proposes the required steps for enabling QoE-based management in the
environment of mobile cellular networks. Our contribution lies in identifying the design
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challenges and requirements towards QOE provisioning, namely a) gaining QOoE
awareness, and b) using this awareness to enable effective QoE-centric decisions on
top of mobile cellular networks (e.g., GSM, UMTS, LTE/LTE-A). In this way, a better
understanding of the challenging topic of QoE in mobile cellular networks is gained.

The remainder of this chapter is organized as follows. We first provide a comprehensive
composition of the QoOE notion from a mobile cellular network’s perspective by
describing, in an end-to-end manner, the most important quality influence factors.
Following this, we present a conceptual framework towards QoE support, described in
terms of functionalities, interactions and design challenges. Afterwards, realization
issues for the tight integration of the proposed QOE provisioning framework in mobile
cellular networks are identified, and evaluation results are presented, using the LTE
network as a case study.

3.2 Breaking down QoE provisioning in a mobile cellular network

QoOE is a broad concept, embracing influence factors from different domains and
disciplines. We adopt the approach of [6] and categorize those factors into three major
pillars, namely System (here, Network), Human and Context, which compound together,
formulate the overall user QoE. Moving one step further, we group the most dominant
factors per pillar, and illustrate how QoE opinions are progressively formed during a
communication session (i.e., how these pillars are connected) (Figure 11).
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Figure 11: The three QoE influence pillars.

The Network pillar consists of any end-to-end quality affecting parameters, as these are
described by the QoS, GoS and QoR terms [26]. It embraces technical characteristics
of the traversed network, equipment specifications, application characteristics, etc. This
pillar is strongly connected with network-specific factors, which are particularly
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important and decisive for the operator (see the “Network” box in Figure 11). In the case
of mobile cellular networks, the most challenging and less investigated factor is their
inherent heterogeneity, referring to the dynamic emergence of geographically
distributed and overlapping smaller cells. As also discussed in Section 2.5.1, on the one
hand, this heterogeneity helps support higher traffic requirements, pushing towards an
increase of the user QoE, while, on the other hand, it imposes higher interference and
severer competition over the bandwidth, pushing simultaneously towards a QOE
decrease.

Moving on to the Human pillar, we describe it as the superset of four subcategories,
where each one comprises a unique scientific area that influences the overall user’s
quality impression. Initially, the area of Psychophysics quantifies the relationship
between a physical stimulus (e.g., sound/image) and the resulting perception to the
human sensory system. Then, the Cognitive Science studies the human mind and how
this works in terms of interpretation, reasoning, judgment, information processing, etc.
Psychology and Sociology help understand the human character and behavior both as
a unity and part of the society, which uniquely affect the user’s understanding of quality.
Finally, Decision Theory studies the rationality and optimality in decision making.

Finally, the Context includes any kind of background information that consciously or
unconsciously affects the user’s judgment. For instance, QoE is influenced by the
spatiotemporal environment where the service is provisioned (open-air crowded place
vs. quiet office); the equipment under use (mobile phone vs. tablet); the service and
content type (audio/video/text/graphics); the content characteristics (head-and-shoulder
video vs. football game); the communication task (public safety vs. leisure browsing);
and other contextual information related to business or financial aspects (e.g., charging
policy, marketing, brand effect).

Depicted in Figure 11 is the progressive formulation of a user's QoE during a
communication session, presented in chronological order (steps (1)-(7)). One source-
generated signal is entering the network (1), and its distorted version reaches its
destination (2), where it is perceived by the target user as a visual/audio stimulus (3).
This stimulus is internally represented into the human brain, processed as information
content and in terms of quality (5). This quality judgment is significantly affected by
numerous external factors, which all together constitute the context of this
communication scenario ((4)-dashed). Following this, the quality impression is further
influenced by unique characteristics of the human subject (e.g., demographic profile,
current psychology, expectations) (6). Finally, the formed quality perception is
expressed as a QOE score in a given scale (7), such as the 5-point Mean Opinion Score
(MOS).

3.3 A conceptual framework towards QOE management in mobile cellular
networks

In this section, we propose a framework that enables QOE management in mobile
cellular networks. To this end, we identify its required building blocks, their inner
functionalities and in-between interactions.

The structure of the quality provisioning chain and the required interactions ((1)-(6)) are
presented in Figure 12. In the core of the proposed framework is a central QoE
management entity, which is implemented at an administrative location of the operator’s
network, on top of the mobile cellular network depicted in Figure 12 by the “Network”
cloud. This entity is able to collect QoE-related input and apply QoE-driven network
management decisions. It consists of three main building blocks, namely the QOE-
Controller, QoE-Monitor and QoE-Manager.
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The QoE-Controller plays the role of an interface between the central entity and the
underlying network, synchronizing communication exchange in both directions. It is in
charge of configuring the data acquisition process, by requesting and collecting
feedback from appropriate data sources (e.g., some QoS indicators), as will be further
analyzed below (interactions (1) and (2) in Figure 12, respectively). The QoE-Controller
also decides and imposes the periodicity of this process (through (1)), namely it controls
how often QoE input should be generated/gathered, and consequently how often QoE
will be assessed. Having collected the required data, this component provides input of
interest both to the QoE-Monitor and the QoE-Manager ((3a) and (3b), respectively).
More specifically, it provides QoE-input data on a per flow basis to the former, and
information regarding the current network state to the latter (e.g., network topology,
resources’ availability, etc.). Finally, the QoE-Controller applies any QoE-aware control
decisions back to the network, during the final step of the QoE management loop (6).

CENTRAL QoE MANAGEMENT ENTITY

(A (5a)

| |

(3a)

Periodical
—>

Conditional

(1)-2)-©)

(1) Instructions controlling the QoE-input data generation are sent to the network
(2) Input data from all data sources are collected by the QoE-Controller

(3a) Processed QoE-data per flow are sent to the QoE-Monitor

(3b) Information regarding the current network state is sent to the QoE-Manager
(4) Estimated QoE scores are reported to the QoE-Manager per flow

(5a) Customer Experience Management procedures are performed

(5b) Corrective actions are triggered, if required

(6) The QoE-Controller actualizes these corrective actions

Figure 12: The proposed QoE management framework.

Second, the QoE-Monitor is responsible for estimating the QoE per flow, i.e., per user’s
session, and for reporting this to the QoE-Manager (4). Using network-derived input
available through the QoE-Controller, the QOoOE-Monitor initially performs traffic
classification to deduce the type of traffic of the considered flow. This procedure is
feasible using statistical analysis, e.g., [30]. Inside the QoE-Monitor, already built-in
QoE assessment functions, referred to as “QoE models” (i.e., formulas for quantifying a
service’s QoE) are available, different per traffic/service type (e.g., video/voice/data).
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Depending on the identified traffic type, the proper QoE estimation model is selected by
the QoE-Monitor, followed by an estimation of the QoE. It needs to be noted, that all
available QoE models are integrated offline into the QoE-Monitor by the operators,
namely during the design phase of the central QOE management entity and prior to its
real-time operation, which makes the original selection of QOE models very crucial.

The last component of the proposed framework is the QoE-Manager, responsible for
conducting any type of CEM (5a) or QoE-aware network management (5b). It uses a)
input from the QoE-Controller regarding the current network state, b) estimated QoE
scores through the QoE-Monitor, and c¢) operator-specific information, such as network
policies or SLAS/ELAs, as a way to decide and dictate the necessary measures that
need to be imposed to the network for solving quality problems at hand. Decisions are
taken per flow or catholically, respecting user policies (e.g., subscription profile,
charging information, etc.) and current network constraints (e.g., availability in
resources). Any QoE-triggered decisions are clearly system-specific, in the sense that
their actualization depends on the underlying network. The adaptation/control actions
that realize these decisions are applied to the network through the QoE-Controller (6).

Next, we analyze key design issues per building block, starting by the QoE-Monitor,
which performs the key process of estimating the QoE per flow.

3.3.1 The QoE-Monitor

The main challenge in the implementation of the QoE-Monitor is the thoughtful selection
of QOE estimation models, different per traffic/service type, to be integrated offline (a
priori) into this block. QOE models imitate the Human processes that occur inside a
specific Context each time, given the Network characteristics at hand. Formally defined,
a QoE model is “a procedure that aims to model the relationship between different
measurable QOE influence factors and quantifiable QoE dimensions for a given service
scenario” [31]. Consequently, the main purpose of this block is to reliably estimate QoE,
as if this assessment was done by humans.

A plethora of QOE models can be found in standardization bodies’ recommendations
and in the literature. For instance, ITU standardization activities for IPTV QOE
assessment can be found in [32], while a detailed taxonomy of objective speech quality
models can be found in [33]. For VoIP services, the “E-model” is commonly used,
mainly due to its valuable characteristic of providing distinct formulas for quantifying the
impact of packet delays and loss rates on QoE (the “Delay impairment factor” and
‘Equipment impairment factor”, respectively). For web browsing services, QOE is
strongly affected by the web pages’ response/loading time, while for file download
services by the effective data rate. The experienced quality in real-time video
applications (e.g., IPTV) is mainly influenced by the packet loss rate and burstiness,
frame-rate, bitrate and content type. Finally, the QoE for lossless video streaming
services (e.g., YouTube) is significantly affected by the number and duration of
stallings, as well as the video start-up delays.

QoE models are mainly classified based on their evaluation method [34]:

a) Media-layer models make use of transmitted and/or received signals. Based on the
need or not for the original source signal to be used as input, they are further
characterized as Full-Reference, Reduced-Reference or No-Reference.

b) Packet-layer models extract information from packet headers, while bitstream
models use both headers and payload information.

c) Parametric models use specific network planning parameters and metrics, as well as
terminal design parameters.
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d) QoS-to-QoE mapping models are based on the non-linear dependencies between
QoS parameters and QoE values.

More details about the QoE-Monitor, mainly in terms of QOE modeling, and specifically
a more elaborate classification of QOE models and a description of QOE parametric
models, are presented in Chapters 4 and 5, respectively.

3.3.2The QoE-Controller

The QoE-Controller realizes the interface between the central QOE management entity
and the underlying network, by enabling a bi-directional communication exchange.
Specific design decisions need to be taken when designing this building block.

Regarding the communication direction from the network to the QoE-Controller
(illustrated as (2) in Figure 12), the strategic selection of appropriate nodes used for the
acquisition of QoE-related input is a challenging issue. Input can be collected by various
distributed nodes located at the Core and Access Network (macro-/small-cell base
stations, routers/servers/gateways) capturing service degradations, as well as by
agents installed locally at end-devices, capturing more subjective QoE influence factors,
such as context and human characteristics (Figure 13). Some guidelines on QoE/QoS
data collection in 4G networks are given in [35]. In this work, the authors propose the
integration of active probes within multiple network elements between the service
provider's gateway and the access network, for measuring network QoS indicators
(e.g., throughput, delay, jitter), transport KPIs (e.g., round-trip times) and
application/service KQIs (e.g., video frame rate, blurriness).

The appropriate type of collected QoE-related input is another important issue. This
input refers to any kind of raw network data, real-time measurements,
statistical/historical information, or information at the operator’s possession, obtainable
through: a) active (intrusive) or passive (non-intrusive) probes on distributed network
elements, b) embedded agents/sensors on user-devices that explicitly/silently collect
usage data and statistics (e.g., monitor video playout buffers to predict stalling events),
c) user-devices’ applications that request user feedback, or d) any subscriber-related
databases owned by the operator (Figure 13).
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The data acquisition process needs to be aligned with the QoE estimation models
embedded inside the QoE-Monitor. Different input parameters are required per model,
and therefore, the two phenomenally different procedures of the QoE-Controller and
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QoE-Monitor have to be tuned offline. Therefore, the operator’s first task is to select the
appropriate QoE models, and then to fine-tune the data acquisition process accordingly
(Figure 13). The collection of input may be based on packet-level information acquired
through Deep Packet Inspection (DPI) techniques (applies to packet-layer/bitstream
models) or by estimating communication-related metrics (parametric models). In the
case that packet-layer models are used, the characteristics and configuration of
endpoints should be known in advance, or be acquired using Real-Time Control
Protocol-Extensive Reports (RTCP-XR). In addition, the data acquisition procedure
needs to be tuned a priori with respect to the pool of decisions/actions embedded inside
the QoE-Manager.

Regarding the communication direction from the QOoE-Controller to the network
(llustrated as (1) in Figure 12), we envision that the QoE-Controller is able to
dynamically configure/administrate the data generation and the data collection
periodicity, e.g., by switching ON/OFF some probes, based on the current network
state. This periodicity needs to balance between the inevitable extra signaling overhead
imposed in the network and the timeliness of the acquired data or, equivalently, the
accuracy of QoE estimations.

A closer look into the QoE-Controller is given in Chapter 9, where the implementation of
this component (as well as of the whole QoE management cycle) is put into the frames
of the Software-Defined Networking (SDN) technology.

3.3.3The QoE-Manager

Currently, the only opportunity for network providers to assess the offered QoE of their
products or services is during the design phase, namely, prior to real-time operation.
This may be accomplished by purchasing special equipment from third-party vendors,
capable of performing measurements of voice/audio-visual quality through emulating
the human perception. Operators may use such quality-measurement suites as a way
of testing the performance of new services/devices, and thus, accelerate the time-to-
market. This, however, is the only course of action currently feasible; on the contrary,
the proposed framework opens up possibilities for real-time quality monitoring and
smart network-centric QOE management based on the operator’'s actual customer
portfolio and realistic communication conditions.

The first possibility enabled by the proposed QoE-Manager is to record and monitor
real-time quality estimations per session. Acquired QOE intelligence can assist
operators in comprehending and better managing their customers’ overall, long-term
experience, increasing thereafter their loyalty level. Operators may also benefit by
offering personalized services based on customer profile analytics. Moreover, the
opportunity emerges for creating new, QoE-based business models, to the benefit of
both the users (e.g., receive differentiated quality upon demand) and the network
providers (e.g., impose correlate charges).

Another possibility is to improve the QoE of a current flow, or to maximize the
sum/average QoE of the served users catholically, e.g., by expressing the total QoE as
a utility function. A quality improvement may be requested either proactively or
reactively. The former approach requires the prediction of network problems via QoE-
based alarms, while the latter means reacting to problems already present. Potentially,
any network control measures (e.g., admission control, flow prioritization, cross-layer
scheduling) may be implemented, respecting network policies and constraints. The
QoE-Manager can also keep track of the effectiveness of these decisions, and hence,
be able to self-adapt and optimize the methods used for solving the identified quality
problems.
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Finally, through the QoE-Manager, the opportunity emerges to exploit QOE awareness
as a way to potentially save on network resources without compromising the overall
customer experience. This may become possible either by identifying moments and
cases of operation when providing extra resources to a user would not improve the QoE
perceived, e.g., [22], or by exploiting the non-linear relationships between QoS and
QOE, such as the ones quantified by the 1QX hypothesis and the WFL law [19]. As
described in Chapter 2, the former relationship claims a negative exponential
dependency between the perceived QoOE values and degrading QoS parameters, while
the latter describes the logarithmic impact of physical stimuli on the human perception;
therefore, such relationships provide the potential for devising novel QOE management
algorithms that help avoid over-engineering phenomena in terms of QoE impact.

Various novel QoE management techniques, in the context of mobile cellular networks
are presented in Chapters 6, 7, 8, and 9.

3.4 Enabling end-to-end QoE support in mobile cellular networks

3.4.1 Realization issues and challenges

Mobile cellular networks with QOE management aspirations may adopt and customize
the proposed framework. The network-specific decisions that need to be taken are:

1. The physical location of the QOE management framework inside the operator’s
infrastructure: Challenges include determining whether this framework will be
implemented as a stand-alone entity or not, centrally or in a distributed fashion, as
well as developing new interfaces to support communication with other network
nodes and the users.

2. The identification of the required QOE data sources, the configuration of the data
collection periodicity, as well as the signaling between the network and the QoE-
Controller: The main concern is the minimization of the extra signaling overhead
imposed in the network, compromising between scalability and estimation accuracy
issues. Also, the consumed power required for the QoE-data collection should be
considered, mainly to avoid drainage of the handheld devices’ battery.

3. The selection of appropriate QOE models for the QoE-Monitor: Research is needed
on finding ways to limit the imposed signaling required by these models, and to
reduce the complexity of the QoOE estimation process. Moreover, new models will
need to be devised in the future, mainly to capture the long-term QoE and customer
churn, based on multiple, sequential episodes with the same service. Finally,
traffic/service classification performed in the QoE-Monitor is a very challenging
issue, especially in the content-encrypted domain (e.g., Hyper Text Transfer
Protocol Secure (HTTPS)).

4. The type of decisions taken by the QoE-Manager and their actualization through the
QoE-Controller: Since these decisions need to be performed on a per flow basis,
and since the number of users in the network may be large, scalability and
complexity issues are raised here as well.

Except for these technical challenges, the operator needs to account for some business
and legal aspects too. First, ensuring end-to-end QoE may depend on multiple network,
service or content providers, especially at infrastructure inter-connection points;
therefore, collaborations and SLAs among different stakeholders are required. Second,
security and privacy issues are raised, since potentially user-sensitive information has
to be traversed through the network, for QOE management purposes. Net neutrality
issues also emerge, especially if packet differentiation is selected for QoOE provisioning.
Finally, the operator needs to come up with proper business cases and monetary
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incentives, before being convinced to implement and commercialize such a QoOE
management scheme.

3.4.2Evaluation results: The LTE case study

In this section, we use LTE as a case study to demonstrate the feasibility, performance
and potential benefits of the proposed QoE management scheme, using simulation. To
this end, we have expanded the open-source LTE-Sim [36] to support this framework.

We first estimate the amount of extra signaling imposed for QoOE monitoring during the
real-time operation of this framework, as well as the resulting accuracy of the QoE
estimations. Overhead occurs due to the communication exchange between the QoE-
Controller and the network, whereas communication among the three main building
blocks of the framework takes place internally inside the central entity. The QOE-
Controller is responsible for configuring the periodicity of the QoE-related data
collection, referred to as the “QoE reporting period”.

For this study, we simulate a heterogeneous network, consisting of one macro-cell
served by an eNB, small-cells served by HeNBs located inside 5x5 3GPP-based
building blocks, and finally uniformly distributed UEs. We count the number of
messages collected by the QoE-Controller during configurable QoE reporting intervals
(in this case, one message per UE per interval) roughly quantifying in this way the
imposed overhead. With the input parameters of Table 3, we estimate how accurate the
predicted QOE scores are per reporting period, using as reference the case where QoE-
input is collected per 0.1 seconds. We report the obtained results in Figure 14a,
reaching to the conclusion that there exists a trade-off between the amount of signaling
overhead and the achieved accuracy in the QOE predictions. The results are closely
dependent on the actual QoE estimation model used (here, we use the ITU-T G.107,
“E-model”), while different signaling requirements are expected by different models.

Table 3: Basic simulation parameters for QoE-driven admission control.

Parameter Value
Macro-cell radius 1 km
eNB TX power 43 dBm
HeNBs TX power 23 dBm
Number of UEs Scalable
Distribution of UEs Uniform inside the attached cell
Traffic load per user 1 VoIP call
VoIP codec G.729a
Duplex mode Frequency Division Duplex (FDD)
Channel bandwidth ignl;/le (split between macro- and small-
Scheduling algorithm Proportional fair
Flow duration 10 sec
QOE reporting period 0.1-10sec
Maximum acceptable delay 0.1 sec
Packet loss robustness factor Zero
QoOE estimation model ITU-T G.107 (E-model)
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Nevertheless, this overhead may be counterbalanced considering the new opportunities
enabled for QoE-driven network management. As a characteristic example, we describe
how the proposed framework may be customized and applied towards implementing a
real-time QoE-aware Admission Controller. We study the case of a heavily congested
outdoors small-cell, representing for instance scenarios where this small-cell is used to
serve a stadium during a concert or football game. We evaluate the proposed QoE
management framework and compare it with the conventional case, where, in the
absence of QoE awareness, users are admitted based on their positions or on received
signal strengths from surrounding base stations. The proposed framework is
customized as follows:

e QoE-Monitor: We study the case of UEs producing VolP traffic and select the E-
model implementation for the purposes of QoE estimation. Thus, the QoE-Monitor
provides the QoE-Manager with real-time estimations of the QoE experienced per
VoIP flow.

e QoE-Controller: The data collection procedure is tuned, a priori, with the QoE
modeling function. Consequently, the E-model dictates the periodic collection of:

a) The average delay associated with the transmitted packets, extracted through
examining the timing information available inside the received packets.

b) The packet loss rate, estimated as the number of erroneously received packets
over the aggregate number of transmitted packets, measured by the number of
negative acknowledgments produced throughout the QoE reporting period.

c) The packet loss robustness factor (the average number of consecutively lost
packets over this number for the case of random loss), acquired using statistical
information by intermediate network nodes.

d) The codec type of the UEs, required to select the appropriate E-model
coefficients.

e QoE-Manager: The QoE-Manager is informed by the QoOE-Monitor about the
estimated QoE per VolIP flow, and consequently, is aware of the average QoE of the
served UEs. If this QoE score reaches a minimum acceptable threshold (here,
MOS=3.5), the QoE-Manager will restrict the admission of new flows inside the
small-cell. Instead, those will be served by the macro-cell. In this way, a QoE-driven
admission control mechanism is implemented.
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(a) Trade-off between the network overhead and achieved accuracy in the QoE prediction.
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Figure 14: QoE management framework evaluation results.

To evaluate this framework, we generate a constantly increasing number of VoIP flows
inside the small-cell, namely within the range of the HeNB, using the simulation
parameters of Table 3, and we record the instantaneous average QOE in the system,
while time progresses (Figure 14b). We observe a point when this QoE drops below the
predefined MOS threshold, due to the increasing number of competing requests for
spectrum resources. This event triggers the QoE-Manager to restrict the admission of
new flows inside the small-cell, causing any new-comers to be admitted by the macro-
cell instead. If the macro-cell is not severely congested, as is the case here, the
average system QoE will be lifted above the threshold (blue plot in Figure 14b), which is
not the case if this QoE admission mechanism is not present (red plot).

In Figure 14c, we look at the same experiment in a more microscopic level, namely we
evaluate the achieved QOE level for users admitted either by the small-cell or the
macro-cell. Again, we observe at some point a QoOE drop below the threshold
(specifically, for 130 concurrent VolIP flows inside the small-cell). At this point, the QoE-
Manager does not allow any new flows to be admitted by the HeNB, and, so, the
average QoE inside the small-cell remains constant onwards (red plot in Figure 14c). In
parallel, the new flows, which are forced to be served by the eNB, also receive good

69 E. Liotou



Quality of Experience Characterization and Provisioning in Mobile Cellular Networks

QoE (green plot), subject however to the current load of the macro-cell (note a small
QOE decrease from 1 to 90 admitted flows). Consequently, we conclude that the
application of this QOE management framework surpasses conventional admission
control schemes, which would force all new flows to associate to the HeNB based on
QoE-unaware criteria (blue plot).

3.5 Conclusions

Mobile cellular technologies, such as 4G and 5G, are moving from network-centric to
user-centric approaches, by incorporating some kind of QoE logic and intelligence.
Towards this direction, this study has focused on the integration of QoE acquisition and
QoE management inside these networks. A framework for end-to-end QOE
management is proposed, its viability is investigated, and key challenges for its
realization are identified and discussed. Therefore, this work contributes to the need of
providing more structured and focused insight on the issue of QOE management in
mobile cellular networks, assisting operators with QoE aspirations to adopt this
framework and customize it according to specific requirements and needs.
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4. METHODS AND METRICS FOR QoE ASSESSMENT

In this chapter, we study QoE evaluation and estimation approaches (i.e., QOE models)
towards a user-centric network management. Fundamental background on QOoE
guantification has been gathered with the following objectives: a) to describe the main
QoE estimation methodologies, b) to classify these existing methods based on diverse
criteria, ¢) to compare these methods based on their advantages, disadvantages and
implementation challenges, d) to clarify the major QoE influence factors, and e) to
reveal the most important objective QoOE estimation requirements for mobile cellular
networks. As a conclusion from this chapter, the importance of parametric QoE
estimation is highlighted.

4.1 QOoE estimation taxonomy

There are various different approaches for quantifying the QoE level of a provided
service. A primary classification of the available approaches is based on whether QoE
is evaluated directly by humans or automatically through technical factors. In the first
case, specific assessment processes are used, referred to as subjective models/tests,
while in the second case mathematical formulas or algorithms are exploited, referred to
as objective models. The main classification of QOE models is presented graphically in
Figure 15, and is further discussed in the next subsections.

Controlled
experiments
- In-service
Subjective Real service
evaluation
Post- i
Streaming/Download ostsetvice
Crowdsourcing
oE Modelin ‘ Hybrid
Q : g Full Reference
Media-layer Reduced Reference
‘ Objective Packet-layer ‘ No Reference
Parametric ‘

Figure 15: Classification of QOE modeling approaches.

4.1.1 Subjective QoE estimation

Subjective tests are usually based on controlled real-life experiments with human
participants who directly evaluate their experience of an application or service. These
users may be involved in the experiment in a passive way (just viewing/listening) or in
an activel/interactive way (participating in a conversation) and they judge the quality
regarding some stimulus’ presentation. For instance, the participants may be called to
evaluate the listening or conversational quality of a phone service, the quality of a video,
etc. These tests need to be thoroughly designed in advance and the user group needs
to be properly selected based on guidelines and recommendations by standardization
bodies. Perhaps the most important recommendation towards that direction is the ITU-T
P.800 [37]. Various techniques may be used for subjective evaluation. For instance,
users may score the quality using an absolute rating scale or they may compare
sequential images/videos/sounds stating which one is better. The results are based on
user opinions, past experiences, expectations, user perception, judgement and
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description capabilities, etc. and primarily quantify the effectiveness, efficiency and
overall satisfaction of using a service.

These kinds of subjective tests are considered as the most reliable ones, since they
incorporate any conscious and unconscious aspects of human quality evaluation,
aspects that can otherwise not be captured. Indeed, only perceptual quality tests can
validly and reliably express the internal state of the human factor. Nevertheless, such
subjective techniques are considered reliable, if and only if they are designed carefully
and users are unbiased and objective.

One drawback of the above method is that the results of such experiments are valuable
only for the laboratory testing of some service, and not for real-time QoE support. One
way to overcome this issue is to conduct “real-service” QoE evaluation, where users
rate their experience on the run (in-service) or after a service has ended (post-service).
Such an example is the “OneClick” paradigm, which may be used for real-time QoE
monitoring and feedback, and consequently for QoE control. This framework only
requires a subject to click a dedicated key whenever he/she feels dissatisfied with the
quality of the application in use [38]. Furthermore, an example of post-service test is
that of Skype, where users rate their experience once a session is terminated, using the
MOS scale.

Subjective experiments in controlled laboratory environments need thorough design that
strictly follows guidelines provided by standardization bodies. These guidelines describe
all aspects such as room conditions (e.g., isolated room, without any noise), audio
headset or generally the dedicated equipment used for hearing/viewing/talking, test
methodologies, guidelines for the selection of the panel, etc. Regarding the latter, there
are guidelines regarding the number of participants, their age, their background (experts
or non-experts), their past involvement in similar experiments, the randomness in their
selection, etc.

However, lately there is also a trend to evaluate the quality of an application in a more
relaxed way, i.e., at one’s own and familiar environment, using one’s own equipment
and so forth. In this kind of experiments, a service is evaluated using “streaming” or
“‘download” approaches. These methods are considered as more realistic and are open
to a much broader public as compared to laboratory experiments, thus allowing for
better management. Indeed, a large number of participants may reveal very reliable and
realistic QOE scores. Approaches that follow this paradigm are called “Crowdsourcing”
techniques [39], because they outsource the task of quality evaluation to arbitrary
anonymous online users. One such example is the Google Microworkers platform as
well as the Amazon Mechanical Trunk, where an Internet user may conduct QoE
experiments designed by other parties (such as researchers), who require a general
public for an evaluation task.

Finally, an important issue in subjective test methodologies is the discrimination
between “instantaneous” and “overall” quality evaluations. The former method implies a
continuous evaluation of the perceived quality by the user during one experiment (see
ITU-T P.880), whereas the latter simply requires that the user gives one cumulative
score for his/her own experience at the end of each experiment. The first method gives
a better insight to the system designers, since they can correlate the instantaneous
guality with momentary technical parameters in the network; however, the latter better
describes the overall user experience.

4.1.2 Objective QoE estimation

Subjective tests are costly, time-consuming and not reproducible on demand. Moreover,
they are usually not real-time and hence cannot be used for in-service quality
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monitoring. These constraints have raised the need for the development of objective
models that try to measure or predict the quality perceived by users, without their
intervention. The objective models may be classified using various criteria [34], [40] (as
also briefly mentioned in Section 3.3.1):

Reference signal utilization: Regarding whether the source signal or part of it is
required or not as input in the QOE estimation process, we distinguish the Full
Reference (FR) or reference-based or double-ended models, the Reduced
Reference (RR) models and the No Reference (NR) or single-ended models, where
“reference” refers to the original signal.

FR models do not require any a-priori information or assumptions about the
underlying network, since they presuppose the exploitation of the source signal, and
are highly accurate and robust, at the cost of not providing any insight about the
system under test. NR and RR models, on the other hand, do not require the original
source signal, but they do require prior knowledge about specific technical
characteristics of the system. Despite their complexity, these models are more
realistic as an implementation option in mobile cellular real-time networks. [41]
conducts a survey on the evolution of video quality assessment methods using this
classification.

Evaluation method: Regarding the kind of input information that is used for QoE
measurement, we distinguish the: Media-layer (signal-based), Packet-layer /
Bitstream, and Parametric models (see Figure 16). Media-layer models make use of
transmitted and/or received signals and may be FR, RR or NR. Packet-layer models
extract information from packet headers, while bitstream models may use both
packet headers and payload data. Parametric (or parametric planning) models use
specific network planning parameters and metrics, such as delay, packet loss, jitter,
etc., as well as terminal quality parameters. Hybrid models, finally, combine
characteristics of any of the above methods.

Packet-layer and bitstream models are also referred in the literature as “protocol-
information-based” models, because they base their estimations on parameters
collected at run time from network processes and control protocols. Various surveys
in the literature review media-layer models (e.g., [42] thoroughly discusses media-
layer models for video quality assessment), while others focus on packet-
layer/bitstream models (e.g., [43]). Finally, [44] conducts a study of the correlation
models mapping QoS to QoE for multimedia services, providing in this way generic
formulas that parametric models usually follow. In more detail:

a. Media-layer: The major representative of this category is described in ITU-T
P.862 [45]. It compares the original reference signal with the degraded output
signal as it results from passing through a communication system. It is a
perceptual and cognitive model where a Perceptual Evaluation of Speech
Quality (PESQ) score is mapped to an objective MOS listening quality score.
The model is applicable when it is implemented in specific environments
where the input signal is reachable.

b. Packet-layer / Bitstream: Models of this kind extract information from the
packets travelling in the network. The most representative one is the ITU-T
P.564 [46]. This is a no-reference type model that exploits packet header /
payload information to acquire a QoE score. In Tables 8.1 and 8.2 of [46], the
reader can find the detailed list of permitted input information that is used by
this model for speech quality computation. However, the most important type
of data used are the time-stamps and sequence numbers of the packets that
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travel in the network. The model is applicable for (passive) quality
assessment and live QoE monitoring and assessment.

c. Parametric planning: Parametric QOE estimation models are currently the
most appealing candidates for quantifying QoE levels in an indirect and user-
transparent way in mobile networks. Thus, they will be further discussed in
Chapter 5.

Input Input Input

£ Reference l l
_______ |

|
| X QoE . QoE QoE
— o _
Network Media-layer | Network . Parametric | Network > Packet-layer |
model . model . model .
estimate . estimate estimate
\/ l \j
Output Output Output

Figure 16: QoE model evaluation method (based on [34]).

e Model mode: The signal evaluated by an objective QoE model may either be a
specific signal injected into the network exclusively for test purposes or a signal
really used for communication purposes. According to this discrimination, we
distinguish the intrusive (active) and non-intrusive (passive) modes, respectively.
Intrusive models have the disadvantage of occupying additional network resources
for no actual communication purposes; however, they allow for a better control and
comprehension of the relationships between system input and achieved output
quality.

e Model timeframe: Dependent on their time of implementation, offline models refer
to pre-service or post-service evaluation methods, whereas online refer to in-service,
hence real-time, quality evaluation.

e Usage purpose: This criterion refers to the aim of QOE modeling. For instance, it
may be targeted for network planning, lab-testing, real-time service monitoring,
optimization, benchmarking, etc. Also, different models target different applications,
such as: audio, video (audio-visual), data (web), graphics, text, live TV, VolP,
browsing, video-telephony, teleconferencing, real-time gaming, etc. The QOoE
models should be carefully used only within their scope.

Parametric QOE models are basically derived by conducting subjective experiments (lab
or crowdsourcing) and then by performing statistical analysis (e.g., regression analysis)
on the acquired evaluation results. The derived objective models may be then well-
described by providing formulas for the direct computation of QoE based on specific
input parameters. On the contrary, signal-based models are based on one-to-one
comparison between the original source signal and the degraded destination signal, by
exploiting knowledge from the area of Psychophysics.

Also, worth mentioning is a third category of QOE modeling, which lies between the
subjective and objective ones. It operates in a hybrid fashion, namely it works as an
automatic and objective quality estimator, relying however on prior available subjective
scores. These hybrid methods are based on Machine Learning tools, and they are using
subjective test scores as input to train a QoE model. This model then maps network
parameters (e.g., codec used, packet loss rate, mean loss burst size, packetization
interval, one—way delay, jitter, etc.) to MOS values and it can be further used for real-
time quality prediction. Characteristic examples of this approach are the Pseudo-
Subjective Quality Assessment (PSQA) method [47], the MLQOE, a modular algorithm
for user-centric QoE prediction [48], and the Adaptive Neural Fuzzy Inference System
(ANFIS)-based video quality prediction model [49].
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What is more, some research works propose methodologies for the construction of
objective QoE models. For instance, [50] describes basic principles for building a QoE
model from scratch, which is based on the egress of parameterized mappings among
three layers: the transport-layer, the service-layer and the user layer (bottom up).
Similarly, in [51], the authors build a QoOE estimation function based on a general
regression model and prove its applicability to web browsing and file upload/download
scenarios.

At the moment, most objective models account for the human factor in terms of their
inherent characteristics, but the context and content of the tested service are
considered only at a limited extent. Under this observation, more research and
standardization work is needed for designing more accurate objective estimation
models. Especially extra forces should be allocated towards the designing of new
parametric QoOE estimation models, since they are currently the most appealing
candidates for quantifying QoE levels in an indirect and user-transparent way in mobile
networks. Taking this into account, the dominant parametric QoE estimation models are
studied in the next Chapter 5, and used throughout the thesis.

4.1.3 Comparative study of QOE models

Focusing on the challenging issue of QOE model selection, in Table 4 below, QoE
estimation models are classified based both on the subjectivity involved (i.e., subjective,
objective and hybrid models) and the evaluation method used (i.e., media-layer,
parametric planning, packet-layer models, as well as models following the QoS-to-QoE
mapping logic). Furthermore, advantages, disadvantages and obstacles/challenges in
adopting them for practical QOE estimations are discussed. Finally, characteristic
examples of either standardized or non-standardized QoE models are provided per
category.

Following the previous classification and comparison, in Table 5 below, representative
QOE estimation models per evaluation method are described in terms of their
applicability to mobile cellular networks (last column). To elaborate on this, information
on each model’s logic/technique, required input, produced output and purpose is also
provided, namely:

e Logic /technique: Here, the type of method that is adopted by each QoE model is
briefly described.

e Input: Here, the information that is used by each model as an input is presented.
This input may be a signal, one or more key parameters, information extracted from
IP packets, user feedback, etc.

e Output: Here, the produced output by the respective category is described. This
might be, for instance, a MOS score.

e Purpose / usage: This entry describes the primary target of the respective QoE
model. A model may be used for network planning or for monitoring and
performance evaluation, amongst others. Moreover, a model may be able to work
proactively, i.e., to predict a bad QoOE value and improve it before quality
degradation is perceived by the users or it may respond reactively to an alarm
indicating a decreased QOoOE.

e Applicability to mobile cellular networks: An overall comment about the feasibility
of each model in mobile cellular networks is given. The pros and cons in this
direction are therefore included. Some overall conclusions about requirements
towards the applicability of QOE models to mobile cellular networks are summarized
in Section 4.5.
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4.2 Key quality influence factors

According to [6], an influence factor is “any characteristic of a user, system, service,
application, or context whose actual state or setting may have influence on the Quality
of Experience for the user”. The most important influence factors for the users’ QoE are
depicted in Table 6. The improvement of one or more of these factors indicates that
QoE will be also improved, and thus, network engineering targeted on these factors
should be conducted. From another perspective, these factors may be seen as the
major “impairment factors” for the quality degradation of a provided service [35].

Moreover, most of these factors may constitute KPIs for QOE assessment.

Table 6: Major QoE influence factors.

Aspect Quality influence factors
Service-independent
Transport/ Round trip / one-way delay, jitter, packet loss ratio, delay burstiness

Network layer

distribution, loss burstiness distribution, congestion period, packet size

Physical layer

Signal to Noise Ratio (SNR) / Signal to Interference Ratio (SIR) / Signal
to Interference plus Noise Ratio (SINR), throughput, bottleneck
bandwidth, bit rate, Block Error Ratio (BLER), outage probability,
packet / symbol / bit error probability, outage capacity, ergodic capacity
/ rate / throughput, diversity order / coding gain, area spectral efficiency

Equipment
factors

Codec, de-jittering buffer characteristics (overflow, delay), Voice Activity
Detection (VAD) / temporal clipping, echo cancellation, noise
suppression artefacts, Packet Loss Concealment (PLC) algorithm,
Talker Echo Loudness Rating (TELR)

Mobile networks’
additional factors

Transient loss of connectivity (e.g., due to handovers), battery
consumption, session establishment delay, accessibility, availability,
reliability, GoS, QoR

Common factors

Charging policy and cost, service support, privacy, security, fidelity,
conversational task, usability, accuracy, efficiency, context of use
(environment, etc.), ambient noise level and variation, equipment
brand, service provider reputation, comfort

Service-dependent?!

Video specific

Frame rate, video bit rate, video content (almost static / high motion,
etc.), packet loss visibility, re-buffering, Group of Pictures (GoP) size
and structure, video and audio synchronization, terminal type, monitor
specifications, display size, type and resolution, ambient luminance,
codec type and implementation, video resolution and video format, key
frame interval, freshness, blocking

VoD

Video streaming: Number and duration of stalling events, total video
duration, initial delay (start-up delay) / For HAS: time on highest layer,
frequency and amplitude of switches, chunk size, buffer size, etc.

Download-type

Web browsing: web page download time / For file download: data rate,

services file download time, delivery synchronization
Service-independent factors apply (e.g., packet loss ratio, delay, codec,
Voice coding rate), call setup success ratio / blocking probability, call setup

time, call cut-off ratio, start-up time, response time

1 More details in Chapter 5.
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Although the factors listed in Table 6 are correlated with QOE, it is important to
emphasize that the exact impact of this correlation on QOE may be possible only
through the use of specific QoE evaluation and estimation schemes.

4.3 Quality metrics

The most common measure of QOE based on subjective testing is the MOS, which ITU-
T defines as “the mean of opinion scores, i.e., of the values on a predefined scale that
subjects assign to their opinion of the performance of the telephone transmission
system used either for conversation or for listening to spoken material” [52]. Although
this definition makes reference specifically to the telephone system, the MOS score is
adopted in the evaluation of a variety of services. Typically based on an ordinal five-
point numerical scale, ranging from 1 to 5 to denote an increase in QoE, MOS scores
are sometimes assigned a textual description (Table 7), as different MOS notations are
often used depending on the employed evaluation method. It is also worth noting that
besides the absolute MOS scale on which most tests rely, relative scales can be used
when testers are required to perform a comparison between two samples [26]. Even
though MOS was originally used for measuring the subjective quality of
voice/video/data, objective models also yield a MOS score, either directly or via
mapping a different score (e.g., the “Rating factor”) to MOS.

Table 7: The MOS scale.

Rating Label

Excellent

Good

Fair

Poor

RN W A~ Ol

Bad

The following quality metrics (or scales) can be also used during subjective tests:
e DSIS (Double-Stimulus Impairment Scale)

e DSCQS (Double Stimulus Continuous Quality Scale)

e PC (Pair Comparison)

e SSCOQE (Single Stimulus Continuous Quality Evaluation)

e ACR (Absolute Category Rating)

e ACR-HR (Absolute Category Rating with Hidden Reference)

For media-layer FR models, the PSNR (Peak Signal to Noise Ratio) metric is also used
for video quality assessment. PSNR is defined using the Mean Square Error (MSE) [53]:

PSNR = 20logs, 255 (4-1)
(57
s 2z 2=l G — FG D) .

MN

where f(i,j) is the original signal, F(i,j) is the reconstructed one, M x N is the picture
size, and 255 is here the maximum luminance value. A PSNR value ranging from 30 to
40 characterizes a medium to high quality video.
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Similarly, the SSIM (Structural Similarity Index) metric can be used. It is calculated on
various windows of an image. The measure between two image windows x and y of
common size N x N is given by the following formula [53]:
(Zﬂxﬂy + Cl)(zo'xy + CZ)
(sz + .uyz + Cl)(axz + Gyz + CZ)

SSIM(x,y) = (4-3)
where u, 0% and o,,, represent the average, variance and covariance respectively, while
c; and ¢, are two constant variables. Based on PSNR and SSIM, more complex
formulas have arisen in the literature for FR video quality assessment. Some
characteristic metrics are the Video Quality Metric (VQM) and the Moving Pictures
Quiality Metric (MPQM) [53].

4.4 QoE estimation tools

Table 8 and Table 9 list commercially implemented and open source tools for QoE
estimation, respectively. The lists are not exhaustive, since the ever-increasing interest
for QOE monitoring pushes forwards the emergence of more such tools and solutions.

Table 8: Commercial QOE monitoring solutions.

Name Online reference?
VQuad https://lwww.gl.com/vquad.html
Witbe QOE robots http://mwww.witbe.net
OPTICOM www.opticom.de
VQmon http://www.telchemy.com/vgmon.php
QOE Systems http://www.gqoesystems.com
Elecard Video http://www.elecard.com/en/products/professional/analysis/video-
Quality Estimator quest.html
SIGOS http://www.sigos.com/use-cases/quality-of-experience-testing-qoe
Vasona Networks http://www.vasonanetworks.com/

https://forge.fiware.org/plugins/mediawiki/wiki/fiwvare/index.php/

FIWARE QOE-API Quality_of_Experience_(QoE)_API_Specification

Table 9: Open source tools for objective QOE estimation.

Name Online reference?

Evalvid http://mwww2.tkn.tu-berlin.de/research/evalvid/fw.html

http://mww.mathworks.com/matlabcentral/fileexchange/33820-pesg-

PESQ matlab-wrapper

VQMT http://mmspg.epfl.ch/vgmt

VQone http://mwww.helsinki.fi/~tiovirta/Resources/VQone/index.html
NS3QoE https://github.com/aphirak/qoe-monitor

NS3 Evalvid https://gitlab.com/gercom/evalvid-ns3/

VM http:/Aww.its.bldrdoc.gov/resources/video-quality-

23 All online links accessed on 7/11/2017.
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research/software.aspx

QOE-RNN https://code.google.com/archive/p/qoe-rnn

SMRT https://github.com/MuSAELab/SRMRToolbox

4.5 Conclusions on QoE modeling requirements in mobile cellular networks

A QOE model can be appealing for integration in mobile cellular networks as long as it
has certain characteristics. Specifically, it needs to be:

e An objective model, namely a model that does not require the human factor input at
any stage.

e A no-reference model, namely a model where the original signal is not required at
the QOE measurement location. In this way overhead and complexity are
significantly reduced.

e A parametric or packet-layer model, so that the complexity is not very high and so
that the information may be acquired inside the network using a simple mechanism.

e An online model, for in-service use, i.e., to support real-time QOE measurement.

e A passive (non-intrusive) model to avoid injecting pilots into the system just for QoE
testing purposes and waste resources for that matter. It is preferred to exploit
information already available inside the network under regular operation, which
refers to actual, realistic communication scenarios.

e The input parameters used by this model should be easily and readily available.

e These parameters should ideally be accessed by the network side, in the sense that
user agents at terminals will not be necessary.

e Finally, a general guideline is that the selected models (which will feed the QoE-
Monitor block of Section 3.3.1) are of low complexity, well-standardized, and able to
be implemented in real-time on top of existing network infrastructures.

As a conclusion, the use of media-layer models is not recommended for quality
estimation in mobile cellular networks, due to the complexity or even impossibility of
setting them up. On the contrary, parametric or packet-layer models enable the
acquisition of already available information through various network nodes. However,
packet-layer models are not well-standardized yet, and the collection and exploitation of
packet header information requires a lot of original work. Thus, presently, parametric
models seem to be the perfect candidates for real-time QOE management. In addition,
they require less overhead and are capable of monitoring communication sessions
through heterogeneous transport infrastructures, which is ideal for modern mobile
environments [33]. Therefore, the next chapter presents standardized and well-known
literature-based parametric QOE models.

As a final remark, it is worth mentioning, that the selective generalization of the previous
model selection guidelines to other network types, such as Wi-Fi or Ethernet, is not
excluded; however, their analysis is not in the scope of this thesis.
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5. PARAMETRIC QoE ESTIMATION FOR POPULAR SERVICES

As we are moving forward to the 5G era, we are witnessing a transformation in the way
networks are designed and behave, with the user placed at the epicenter of any
decision. The shift from QoS to QoE service provisioning paradigms paves the way for
flexible service management and personalized quality monitoring. This can be enabled
by exploiting QoE assessment models, and especially parametric, i.e., formula-based
QOE estimation methods.

Current literature on the topic of QOE modeling mainly offers classifications of existing
standards and focuses on one specific service at a time. For instance, [29] studies
speech quality estimation and provides a detailed taxonomy of standardized objective
speech quality prediction models. Similarly, [33] conducts a thorough survey of QoE
assessment approaches for VoIP services, while [32] focuses on IPTV. However, these
considered service types are just a subset of the plethora of services available in
current networks. With the availability of 4G and with 5G on the horizon, which allows
the co-existence of multiple parallel resource-hungry requests, applications like video
streaming and VoD constitute the prevalent traffic over a network.

What is more, survey papers on QoE estimation usually focus on models that require
the originally transmitted signal or part of it to deduce the QoE at the receiver side, not
targeting in this way at real-time network management application (e.g., [41]). On the
contrary, parametric QOE models are appropriate for this type of scenarios; however, a
handy collection of these models for different types of services is currently missing from
the literature.

In this chapter, recognizing this gap in the literature between the lack of a proper
manual regarding the objective QOE estimation and the ever-increasing interest from
network stakeholders for QoE intelligence, we provide a comprehensive guide to
standardized and state of the art parametric quality assessment models. More
specifically, we identify and describe parametric QoE formulas for the most popular
service types (i.e., VolP, online video, video streaming, web browsing, Skype, IPTV and
file download services), indicating the KPIs and Major Configuration Parameters
(MCPs) per type. Throughout this chapter, it is revealed that KPIs and MCPs are highly
variant per service type, and that, even for the same service, different factors contribute
with a different weight on the perceived QoE. This finding can strongly enable a more
meaningful resource provisioning across different applications compared to QOE-
agnostic schemes. Overall, this chapter is a self-contained repository of QoE
assessment models for the most common applications, becoming a handy tutorial to
parties interested in delving more into QoE network management topics. The described
QoE models are the ones also used throughout this thesis, for the purposes of QoE
assessment and thus, QOE management.

5.1 Standardized parametric QOE estimation

In this section, we present two basic standardized parametric models, namely ITU-T
G.107 for VoIP and ITU-T G.1070 for online video. We present the most substantial
parts of these models, the full versions of which may be found in the ITU-T portal, while
we also study the impact of their key parameters on a user’s QoE.

5.1.1 Parametric QoE estimation for VolIP services: ITU-T G.107 (E-model for VoIP)

In VoIP applications, the QOE is expressed in terms of how clearly the user can listen
and understand his or her interlocutor's speech, and how easy or not the
communication is, due to potential arrival delays of speech Internet packets. Because of
this, the models for this service are divided into the following categories: listening-only
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and conversational. Subjective assessment methods in VolP services, are based on
four testing axes [54]: Comprehensibility tests, Multi-dimensional test, Listening Quality
and Conversational Quality tests. The MOS is the most extensively used measurement
scale for observations of this kind. Concerning parametric objective methods, the ITU-T
Rec. G.107, a.k.a. the “E-model” [55],[56] is the most reliable and representative
approach.

5.1.1.1 The basic rating factor

The E-model provides a formula that can be used for the computation of the
transmission quality of voice communications by estimating the mouth-to-ear
conversational quality as perceived by the user at the receive side, both as listener and
talker (Figure 17). It is a parametric model that takes into account a variety of
transmission impairments producing the so-called Transmission Rating factor (R factor).

. OLR N
* L
Send side SLR > RLR > Receive side
) 0 dBr point ‘ -
Ds-factor N Dr-factor
1
I
Weighted echo 4
path loss WEPL
|
|
Room noise Ps Round-trip delay Tr [ Room noise Pr
< i
| i Sidetone masking
— Coding/decoding - i rating STMR
Equipment impairment factor le i Listener sidetone

Cireuit noise Ne I
referred to 0 dBr %

Packet-loss probability Ppl

| rating LSTR
i (LSTR =~ STMR + Dr)

Packet-loss robustness factor Bpl

Mean one-way delay T

Absolute delay Ta

: Talker echo
¢ loudness rating TELR

&

Quantizing distortion qdu

e

Expectation factor A G.107(08)_FO1

Figure 17: Reference connection of the E-model [55].

The conversational quality is estimated by means of this rating factor R, scaling from 0
(worst) to 100 (best):

R=Ry—Is—Ig— lo_eir+ A (5-1)
where:

e R, represents in principle the basic signal-to-noise ratio, including noise sources
such as circuit noise and room noise.

e [, is a combination of all impairments which occur more or less simultaneously with
the voice signal.

e [, represents the impairments caused by delay.

e [._.sr represents impairments caused by low bit-rate codecs (effective equipment

impairment factor). It also includes impairments due to randomly distributed packet
losses.
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e The advantage factor A allows for compensation of impairment factors when the
user benefits from other types of access. For instance, the maximum value of 4 is 5
for offering mobility by cellular networks in a building, 10 for mobility in a
geographical area or moving in a vehicle and 20 for access to hard-to-reach
locations, e.g., via multi-hop satellite connections.

A simplified version of this model that enables real-time quality monitoring purposes is
presented below.

5.1.1.2 Online adaptation of G.107 E-model

A methodology for QoE monitoring of VoIP applications in a network is described in
[57], and it is presented in Figure 18. According to this, the E-model is reduced to
transport-level parameters only, which can be easily measured within the network. The
main idea is to combine transport-level measurements such as delay and packet loss
with architectural-specific parameters such as the de-jitter buffer at the receiver side to
get an estimation of the effective equipment impairment factor I._.s. This methodology
can be therefore directly used for VolP conversational quality measurement and
monitoring.

Channel Architectural
characteristics choices

De-jitter buffer
Packet size
Codec frame size

Packet loss distribution
Delay jitter distribution

Error Mask Codec
(features of loss distribution as Loss Concealment
observed by the decoder) Al gorithm

Figure 18: Methodology for VolP quality measurement according to G.107 (based on [57]).

The extended version of the E-model may be simplified under specific assumptions
according to [57]. These are:

e The existing model will be reduced to transport-level metrics.

e |t will be used for monitoring the conversational voice quality (“online” use).
e Echo cancellers are properly working.

e The G.729a codec is used.

e Packet loss is random and up to 16%.

e Packet size is 20 msec.
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e The “Advantage factor” is neglected.

In the case of the baseline scenario where no network or equipment impairments exist,
the R factor is given by:

R = 942 - Id - Ie—eff (5-2)

Focusing on parameters that depend on the wireless part of the communication, i.e.,
transmissions between base stations and users, it holds that:

1; = 0.024d 4+ 0.11(d — 177.3)H(d — 177.3) (5-3)
where:
_ (0, x<0
H(x) = {1, x>0 (5-4)

(i.e., the Heaviside function) and d is the average packet delivery delay. Also, assuming
that the codec G.729a is used, the packet loss rate, referred here as p, affects the
parameter I,_.r¢ as follows:

Io—eps = 11+ 40 In(1 + 10p) (5-5)

By substituting these values to Eq. (5-2) above, we get a simplified expression for R,
ie.

R =942 —0.024d — 0.11(d — 177.3)H(d — 177.3) — 11 — 40 In(1 + 10p) (5-6)

The R factor can be used as an assessment value; however, we may transform it to
MOS values to retrieve results comparable with results provided by subjective methods.
The transformation formula is as follows:

1, ifR<0,
MOS ={1+ 0.035R + R(R — 60)(100 —R)-7-107¢,  if 0 <R < 100, (5-7)
45, if R>100

A simplified version of the E-model is available for using the G.711 codec too (see [57]).

Below, we graphically present the impact of average packet delivery delay and packet
loss rate on the I; and I,_.r components, respectively, as well as on QoE. We observe
a “knee” on the plot of Figure 19 at a delay value of 177.3 msec, after which MOS starts
to degrade significantly. With respect to the impact of packet loss rate on QoE, we
observe at Figure 20 that higher packet loss values cause a monotonical increase to the
I._.s and @ monotonical decrease to MOS.

(4]

40 T T T T T T T

QOE (MOS)

0 50 100 150 200 250 300 350 400
One-way delay (msec)

Figure 19: Impact of average packet delay on I; and QoE.
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60 T T T

N

le-eff
QoE (MOS)

2
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
Packet loss rate

Figure 20: Impact of packet loss rate on I,_.sr and QoOE.

5.1.2 Parametric QoE estimation for online video: ITU-T G.1070 (E-model for
video)

The Recommendation ITU-T G.1070 [58] describes “a computational model for point-to-
point interactive videophone applications over IP networks that is useful as a QoE/QoS
planning tool for assessing the combined effects of variations in several video and
speech parameters that affect the QoE”. This recommendation assumes videophone
applications using dedicated videophone terminals, desktop PCs, laptop PCs, Personal
Digital Assistants (PDAs) and mobile phones, and it describes a parametric model
applicable to online multimedia services over IP, such as a video conference.

Video quality parameters Speech quality parameters

End-to-end delay
Video codec
Bit rate
Frame rate
Packet-loss rate

End-to-end delay
Speech codec
Packet loss rate
TELR

Coefficients based on video, speech and common assumptions

L Sq

End-to-end * * End-to-end
delay delay

Multimedia quality

integration function

By

Figure 21: Methodology for multimedia quality assessment according to G.1070 (based on [58]).

The model provides three output quality metrics in the MOS scale, named the
multimedia quality (MM,), the video quality influenced by speech quality (V,(S,)), and
the speech quality influenced by video quality (S,(V;)). Different formulas are provided
for each one of them. The degradation caused by pure delay is considered only in the
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multimedia quality integration function. Note that various implementations can be found
for a coding technology (e.g., MPEG-4 codecs) due to variations in coding-parameter
settings and decoder characteristics. Therefore, the coefficients of video and speech
quality estimation functions in this model were determined by referring to tables
prepared in advance for each video and speech codec.

The framework and methodology of G.1070 are presented in Figure 21, where the key
influence parameters for each one of the three aforementioned dimensions are
presented (multimedia / video / speech). By mapping video, speech and common
assumptions into specific coefficients, the impact of e.g., terminal type, monitor
characteristics, environmental noise and conversational task on the multimedia quality
is quantified.

Network, application and terminal quality parameters of high importance to QoE/QoS
planners are incorporated into this model. Quality benchmarking and monitoring are not
originally objectives of this recommendation, because some of the parameters required
as input for the model are not readily available in real-time.

5.1.2.1 Video quality estimation function

Taking specific speech-related, video-related and task-related assumptions into
consideration, as these are documented in the Recommendation G.1070, specific
formulas have been derived for each one of the three aforementioned functions. Below,
the video quality estimation function (V) is described, which takes values between 1
(worst) and 5 (best). The following notation is used:

e Fry is the video frame rate (fps).
e Bry is the video bit rate (kbps).
e P, isthe video packet loss rate (%).
As long as these three parameters are known, 1, can be estimated as described next.
The function that provides the video quality (V;) is:

Vq =1+ Icoding ) Itransmission (5-8)
where:

e Ioaing represents the basic video quality affected by the coding distortion under a
combination of video bit rate and video frame rate:

(In(Fr,) — In(0f,))?

Icoding = IOfrexp {_ = 2 a (5-9)

ZDFTV

Note than when Fry, = Of, then Ioging = lofr-
o I-ansmission FEPresents the video quality affected by the transmission process:
Py

Itransmission = €XP {_ D—V} (5-10)

Pply

and:
o O, is an optimal frame rate that maximizes the video quality at each video bit rate:
Ofr = vy +v,Br, 1<0r <30, vq,v,:constants (5-11)

o Ipsr represents the maximum video quality at each video bit rate:
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VU3

lofr = V3 — m, 0<Ilprr<4, V3V4Vs:constants (5-12)
2
Dg,, is the degree of video quality robustness due to frame rate:
Dgr, = ve +v7Bry, 0 < Dgy, Ve, V7iconstants (5-13)
Dpplv expresses the degree of video quality robustness due to packet loss:
Dp . = v+ v11€XD (— m) + vi,exp (— %),
oly Vg Vo (5-14)

0< Dppr Vg, Vg, V10, V11, V12: cOnstants

The coefficients v, — v, are dependent on the codec type, video format, key frame
interval and video display size. Their provisional values for specific configurations
may be found in the Appendix of the aforementioned recommendation or may be
derived using a standard methodology, also described in the Annex of the
recommendation. For completion, for the case studies defined in Table 10, we depict
in Table 11 the values of the v;,i = 1,2, ... 12 coefficients.

Formulas are also available for the speech quality estimation function as well (not
presented here though for simplicity). Finally, the multimedia quality MM, can be

calculated using the speech quality S, the video quality V,, as well as the speech
and video delays.

Extensions to this model have been proposed in literature, so that they are more
realistic, and include extra factors such as: the packet loss pattern (different from
random), the influence of video content, the effect of buffering [59], etc.

Table 10: Case studies for the derivation of the v;,i = 1,2, ...12 coefficients.

Factors #1 #2 #3 #4 #5
Codec type MPEG-4 MPEG-4 MPEG-2 | MPEG-4 | ITU-T H.264
Video format QVGA QQVGA VGA VGA VGA
(Iigg ;‘rame interval 1 1 1 1 1
Xr']‘i‘f]c)’ display size 4.2 2.1 9.2 9.2 9.2
Table 11: Values for the v;,i = 1,2, ...12 coefficients.
Parameter #1 #2 #3 #4 #5
2] 1.431 7.160 4.78 1.182 5.517
v, 2.228 x 1072 | 2.215x 102 | 1.22 x 1072 1.11 x 1072 1.29 x 1072
V3 3.759 3.461 2.614 4.286 3.459
Vy 184.1 111.9 51.68 607.86 178.53
Vs 1.161 2.091 1.063 1.184 1.02
Vg 1.446 1.382 0.898 2.738 1.15
v, 3.881 x 10 |5.881x10* |6.923x10* |-9.98x10* |3.55x10™*
Vg 2.116 0.8401 0.7846 0.896 0.114
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Vo 467.4 113.9 85.15 187.24 513.77
Vio 2.736 6.047 1.32 5.212 0.736

Vi 15.28 46.87 539.48 254.11 -6.451
Vi 4.17 10.87 356.6 268.24 13.684

5.1.2.2 Online adaptation of G.1070 E-model

In [60], an extension to the G.1070 model is presented, so that is also becomes a valid
tool for online quality monitoring. The objective is to calculate the frame rate (Fry), bit
rate (Bry) and packet loss rate (P,;,) directly from the received video bitstreams. As
long as these three parameters are known, and since the 12 aforementioned
coefficients can be found, the video-alone quality estimation function V, can produce
real-time output.

The proposed model requires that specific desired features or data from video
bitstreams encapsulated in each network packet are extracted, and then used to create
statistics over an N-frame sliding window. These statistics are subsequently used as
input to the above G.1070 model’s formulas. The basic input parameters are estimated
as follows:

#lost packets

p. = 5-15
Pv ™ #lost packets + #received packets ( )

The number of lost packets may be calculated using the recorded discontinuities in the
packet sequence numbers. The frame rate and bit rate are estimated as shown in the
next equations:

reference clock frequency

Fry = (5-16)

time interval between two adjacent frames
F #bits received
N(1—Py,)

All parameters are estimated during an N-frame sliding window, so that each output
value depends on the N preceding frames.

Bry (5-17)

We have conducted a parameter-study to graphically present the impact of video frame
rate, video bit rate, and packet loss rate on the video quality V,. Figure 22 demonstrates
that V, (and consequently, QoE) increases as the video frame rate increases up to a
certain point, after which it starts decreasing (except for very high bit rates where it
reaches an upper threshold). This pattern highlights that the video bit rate (i.e., the Bry),
and in sequence, the serving rate of the network, imposes a “bottleneck” to the number
of frames per second that can be transmitted over the network.

Then, Figure 23 shows an exponentially decreasing MOS trend, as the packet loss rate
increases, for most of the case studies. The slope of this decrease is a function of the
case study considered for the derivation of the v;,i = 1,2,...12 coefficients (see Table
10). This figure shows that the selected codec type, video format and display size play a
combinatorial role in the final user perception, not easily leading to more conclusions.
However, comparing case study 1 and 2, we may observe the phenomenon that smaller
device screens (e.g., smartphones) seem to offer a better video quality to users than
larger screens, for any packet loss rate. Moreover, comparing case study 4 and 5, we
observe that ITU-T H.264 is less robust to high packet losses than MPEG-4, which
might be the case because of its high compression rate.
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Figure 22: Impact of video frame rate on MOS.
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Figure 23: Impact of video packet loss rate on MOS.

Having studied standardized parametric QoE estimation for VolP and real-time (online)
video, next we move on to literature-based estimation methods for other popular
services (namely, file download, web browsing, IPTV, video streaming - both
conventional and adaptive, and Skype). Since standardization efforts are still ongoing
for these common services, we present and analyze well-cited models from the
research literature.

5.2 Literature-based parametric QOE estimation

In this section, we describe non-standardized parametric QoE models which can be
used for a reliable estimation of QoE for various types of services, namely File Transfer
Protocol (FTP) services, web browsing, lossy video streaming (IPTV), lossless video
streaming (conventional and adaptive) and Skype applications. Per service type, we
evaluate the impact of certain KPIs on the QoE.

5.2.1 Parametric QoE estimation for FTP services

The main characteristic of FTP services is that there is no need for a continuous and in-
sequence packet arrival. Taking into account that the delay expected by the user is
proportional to the size of the downloaded file and the fact that the FTP service is not
adjusted in the application layer, the data rate is the dominant factor that affects the
QoOE level. More specifically, the model that provides MOS for an FTP service is as
follows [61]:

91 E. Liotou



Quality of Experience Characterization and Provisioning in Mobile Cellular Networks

1

5

u<u

ut <u

MOSFTP = bl " loglo(bz . u) u- S u<< u+

(5-18)

where u represents the data rate of the correctly received data, i.e., u = R+ (1 — Popror),
where R is the data rate and P,..,, the error ratio. The values of the b, and b,
coefficients are obtained from the upper (u*) and lower rate (u~) expectations for the
service. For instance, for u~ = 8kbps and ut = 315 kbps, it holds that b, = 2.5037 and
b, = 0.3136, while the estimated MOS values are depicted in Figure 24.
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Figure 24: Estimated MOS for data rates in the range from 8 to 315 kbps.
5.2.2 Parametric QoE estimation for web browsing

The main observation for web browsing services is that the delay is the key QoE
performance indicator. A long waiting time for the response of web will make users lose
patience and negatively affect their perception for the provided service. Taking this into
account, the model described in [62] is a suitable candidate for QoE estimation. This
model is based on subjective validation tests, and the resulted empirical formula is as
follows:

578
14 (11.77 + 22.61/7)2

where t is the response time. In Figure 25 the estimated MOS for different response
times is depicted.

MOSweb = 5

(5-19)
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Figure 25: Estimated MOS for various response times.
5.2.3 Parametric QoE estimation for video streaming

Due to their increasing popularity, video services cause the majority of traffic over the
Internet, while they are characterized by high resource requirements. Therefore, the
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estimation of QoE for video streaming applications becomes of notable importance. In
this section, we study two different types of video streaming: a) IPTV, which is a lossy
type of service, and b) VoD, which is a lossless service type. For the latter, we focus on
the paradigm of YouTube, and further study it in two versions, namely adaptive and
non-adaptive streaming over HTTP.

5231 IPTV

IPTV is a common video streaming service. It is User Datagram Protocol (UDP)-based
and is therefore prone to packet losses. In [63],[64] a MOS prediction formula is
proposed for three video content types, named “Slight movement (SM)”, “Gentle walking
(GW)” and “Rapid movement (RM)”. This formula considers the objective parameters

Send Bitrate (SBR), Frame Rate (FR) and Packet Error Rate (PER):
a; +a, - FR + a3 - In(SBR)
1+ a,-PER + as - (PER)?
where the coefficients: a4, a,, as, a,, as are obtained by linear regression of the

proposed model with the training set of video sequences. More specifically, the values
depicted in Table 12 have been experimentally calculated.

MOSpry =

(5-20)

Table 12: Typical values for the coefficients per video content type.

Coefficient SM GW RM
a, 4.5796 3.4757 3.0946
a, -0.0065 0.0022 -0.0065
as 0.0573 0.0407 0.1464
ay 2.2073 2.4984 10.0437
as 7.1773 -3.7433 0.6865

In Figure 26 we consider the values included in Table 12 and FR = 30 fps to estimate
MOS for various PER and SBR values. As depicted in this figure, there is a decrement of
the MOS value for increasing PER values, while this decrement is strongly correlated
with the SBR value. More specifically, as it can be observed in Figure 26, for the
selected FR value (FR =30 fps) a stabler performance is achieved when SBR =
25 kbps. For higher SBR values (e.g., SBR = 50 kbps) a linear degradation of the MOS
is observed, leading to low MOS performance for high PER values. Additionally, for
lower SBR values (e.g., SBR = 10kbps) the degradation of the MOS as the PER
increases is exponential, leading very fast to low MOS values.
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Figure 26: Estimated MOS for various SBR values and increasing PER.
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5.2.3.2 YouTube - conventional streaming

Another type of video content delivery that deserves attention is that of streaming pre-
encoded video, i.e., VoD. YouTube is the most popular paradigm in this category.
YouTube is not subject to packet losses, since the connection is Transmission Control
Protocol (TCP)-based. The following description regarding YouTube QoE analysis is
based mostly on [65], the authors of which demonstrate an extensive literature on the
topic. The most popular models of YouTube QOoOE are built based on subjective
experiments, conducted either in controlled laboratory environments or using
crowdsourcing tests and field studies. Through these well-designed experiments, the
system-level key influence factors that affect the YouTube video delivery quality may be
found, which are:

e Number of stalling events, N, where the term stalling refers to the interruption of
video playback that occurs when the playout buffer runs out.

e Duration of stalling events, L.

e Total video duration, T (significant is the total stalling duration over the whole video
duration).

e Initial delay, which refers to the inherent delay at the beginning of each streaming
session, i.e., the video start-up delay, and it is necessary in order to fill a part of the
buffer up to a threshold after which, playback starts.

Regarding these influence parameters, some important findings, that follow up from
these subjective experiments are:

e The number of stalling events together with the stalling length (i.e., the stalling
pattern) are clearly dominating the user perceived quality.

¢ |Initial delays have almost no influence on MOS for videos of duration 60 sec and 30
sec, namely they are tolerated up to a reasonable level.

e User ratings are statistically independent from video characteristics such as
resolution, video motion, content type, encoding scheme and video bit rate. The
stalling pattern is what really influences the user’s experience.

Especially for YouTube, the mapping function proposed in [65] follows the QX
hypothesis and has the form:

MOSyouruve = @ * e PLIN 4 Y (5-21)

where a, y and (L) are coefficients derived from the experimental process. More
specifically, g(L) has a linear relation with the stalling duration L, which is defined as:
B(L) = 0.15- L + 0.19. Typical values for a and y coefficients are « = 3.5 and y = 1.5.

In Figure 27, the MOS is depicted for various numbers of stalling events and stalling
durations. As it can be observed from this figure, the number of stalling events is the
dominant factor that affects MOS. Also, for a stalling duration of up to a point, the
degradation of MOS is fast, while after that point the degradation of MOS is slower. This
is a reasonable result, since when the MOS reaches a very low value of about 1.5, the
effect of a longer stalling duration is hardly considered by the users anymore.

QoOE metrics tailored to the YouTube application have also been defined. These metrics
can be used instead of the MOS scale to get an indication about the quality of the user
viewing experience. For instance, the reception ratio, p, is calculated as follows [65]:

Download throughput or Bottleneck capacity
p =

5-22
Video encoding rate ( )
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Although the reception ratio cannot be directly related to QOE, it is a good indicator
about whether there are problems in the network. If p > 1, the video has good quality,
otherwise poor.

Moreover, rate A gives a good indication of YouTube video delivery quality according to
[66], and its value should ideally be zero or close to zero:

total stalling time

= 5-23
total video elapsed time ( )

Following a similar logic, [67] proposes the following metric:
' in 204 (5-24)

P :tg(lé,r%) B t
where:

t is the instantaneous download time.

e T is the total download time.

e A is the video duration.

e B s the total video size in bytes.

e b(t) are the bytes downloaded so far.

In this case, p’ > 1 indicates a stalling-free video, while p’ < 1 implies a non-seamless
video session.
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Figure 27: Estimated MOS for various number of stalling events and stalling durations.
5.2.3.3 YouTube - adaptive streaming
In adaptive streaming scenarios, a video file is broken into multiple segments, while
each segment is available at different quality levels. These levels may differ in video bit
rate or in the video resolution, etc. Then, each user independently requests the next

segment in a specific quality level, based on the user’s current perception of available
bandwidth for this session.

For the case of HAS, [68] proposes a simple but highly accurate QoE model, that is:
MOSy s = 0.003 - %064t 4 2 498 (5-25)

where t is the percentage of time that the video was being played out at the highest
layer.

Based on this formula, the QoE of HAS applications depends mainly on the fraction of
time that the highest layer is being played out over the total viewing time. Moreover, as
it can be seen in Figure 28, the MOS is bounded by the quality that can be achieved by
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the highest and lower layers (4.3 and 2.498 respectively). Moreover, the percentage of
time at each quality layer that the user spent watching a video is another meaningful
KPI, strongly correlated to the resulting video bit rate [69].

Another important influence factor of HAS QoE based on [68] is the “adaptation
amplitude” (or “altitude”), which refers to the gap between two subsequent quality levels.
In the case that the highest and then the lowest quality levels are sequentially selected
(or vice versa), the amplitude will be high and the QoE impression will be low; if,
however, such intense switches are refrained, the amplitude will be lower. The higher
the amplitude, the worse the perception of the overall quality at the user.

Moreover, some additional quality influence factors, with lower impact though, are the
frequency of switches (i.e., adaptation events) and their direction. Last but not least, it
has been shown that the buffer length of the user's application and the size of the
segment encoded at the server’s side play a significant role on QoE [70].

For the case of HAS, additionally the “activity factor” metric proposed in [67] applies:

total time of actual data download

= total time elapsed for complete video download (5-26)
If this metric is close to 1, it means that the client was “struggling” to download each
segment on time; however, if this factor is much lower than 1, it means that the client
had sufficiently available bandwidth and could even afford higher video resolutions, if
those were available. Note that gaps in the video download are occurring because the
client is not buffering the full content at once but is just targeting to maintain an
acceptable buffer threshold.
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Figure 28: Estimated MOS for different percentages of time on highest HAS layer.
5.2.4 Parametric QoE estimation for Skype

For Skype applications, a practical QoE estimation approach can be found in [71]. The
proposed model has been derived by measurements conducted on Skype video calls. It
has been found that three types of resolutions are available, namely 160x120, 320x240
and 640x480. Moreover, the maximum frame rate is 35 fps.

Then, the MOS level for this service type is as follows:

1 res = 160x120
2 res = 320x240
MO3skpe = 3+ 4R L21-1 640x480 (©:27)
+ +(2-1- =
35/ps ( ) res x

where [ is the image quality ranging from O (worst) to 1 (best) and FR is the Frame
Rate.
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In Figure 29, we evaluate the relationship between Skype QoE and the image quality.
Moreover, we vary the FR to study its impact. As expected, MOS degrades linearly
while the image quality is reduced, while the FR also has a significant influence on the
perceived QOE.

Based on this model, the authors in [71] also propose an adaptation mechanism of the
Skype application to poor network conditions. Assuming a maximum acceptable
threshold of the packet delay, if this threshold is reached, the Skype application starts to
gradually degrade first the frame rate, then the image quality and finally, if required, the
resolution. This adapting behavior helps sustain a viable and meaningful communication
between two Skype applications, compromising on the quality though.
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Figure 29: Impact of image quality and frame rate on Skype MOS.

Having described both standardized and literature-based QoE estimation models, next
we move on to summarized results and potential research and exploitation directions.

5.3 Summarized results and exploitation directions

The parametric QoE estimation models described above define a major set of formulas
that can be exploited by academia and industry to understand how the users perceive
the quality of a provided service. Summarizing the study in the previous sections, in
Table 13 we indicate the key parametric QOE estimation models available in the
literature and list the MCPs and KPIs that affect the QoE performance per service type.

Table 13: Parametric QoE estimation per service type.

Service type QoE estimation model MCPs and KPIs
File transfer Data rate-based formula [61] (IjData rate, expected upper and lower
ata rate
Web Response time-based formula R ,
. esponse time
browsing [62]
Skype Skype-specific formula [71] Frame rate, image quality, resolution
VoIP ITU-T Rec. G.107, E-model Packet loss ratio, delay, codec, coding
[55][56][57] rate
IPTV model [63][64] Data rate, frame rate
. YouTube (conventional) model Number of stalling events, duration of
Video . . .
, [65] stalling events, video duration
streaming
YouTube with adaptive streaming | Time on highest layer, amplitude,
model [68][70] frequency of quality switches
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Packet loss ratio for audio and video
packets, relative delay between video
and audio packets, data rate, frame
rate, monitor size

Online video | ITU-T Rec. G.1070, E-model [58]

From an academic and research perspective, through a clear collection of parametric
QoE models, an easy and straightforward “translation” of QoS research works to QoE
vocabulary may be applied. To be more specific, a potential research direction that can
be aided by this study is the direct quantification of the impact of existing research
works on QoE. This may be possible either via the realization of appropriate QoE
estimation models (column 2 of Table 13) or by quantifying a potential improvement on
specific MCPs and KPIs per service (column 3 of Table 13). Furthermore, the collection
of KPIs helps identify the specific influence factors that play the most important role on
the user’s perceived quality, guiding in this way future works towards devising network
and application mechanisms that target at improving exactly those factors.

Regarding the impact of explicit QOE parametric models on the industry sector, this is
twofold. On the one hand, it can help operators design their networks in a QoE- rather
than QoS-meaningful way. That is, the operators are guided to give emphasis on
designing and maintaining their networks in such a way that requirements regarding the
KPIs per service are met (e.g., through a QoE-meaningful resource provisioning, a
proper positioning of network servers and gateways - e.g., close to the user, etc.).
Furthermore, attention on the per-service KPIs has to be given during the network
management process, i.e., during the network’s real-time operation. Mechanisms such
as scheduling, mobility management and power control can be tuned so that proper
weight is given on the actual QoE impact factors per service. In this way, an indirect
QoE improvement will be achieved through the targeted enhancement of carefully
selected QoS parameters. What is more, if we consider the recently emerged paradigm
of “User Provided Networking” (UPN), like the one proposed in [72], a massive potential
is unlocked. According to this paradigm, users are actively involved not only in service
evaluation tasks by providing feedback about the experienced quality either passively
(e.g., device capabilities, response times, context of use) or actively (e.g., MOS
feedback), but they can also participate in the service provisioning loop by becoming
“micro-providers”, given the proper incentives.

Another important, even though less obvious capability exposed by the collection of the
different KPIs per service, is the opportunity to achieve a more meaningful cross-service
resource provisioning towards a) higher QoE, and b) higher resource utilization. All
services are currently competing for the same resources on an equal basis;
nevertheless, it would make more sense to allocate the limited resources in a service-
dependent rather than in a service-oblivious (i.e., blindly fair) way. This may be possible
a) by performing the scheduling process on a per-flow basis (e.g., prioritize a more
delay-critical service with respect to another), or b) by optimizing the sum QoE in a cell
by taking appropriate cross-service management decisions. Regarding the latter, a
potential enabler is to exploit the adapting behavior of Skype or HAS applications and
provoke a deliberate quality degradation at specific Skype or HAS flows, so that
resources are moved to other applications, with QoE/KPIs currently at a critical level.
The goal would be to keep all users’ QoE above a critical threshold, or, to achieve a
maximum possible summed QoE. Note, that average QoE values per cell are not
definitely appropriate indicators of quality though (e.g., a cellular MOS of 3 may be a
result of usert’s MOS=1 and user2’s MOS=5); on the contrary, each flow should be
treated independently, or, at least, standard deviations should be considered as well
(see [73)).
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5.4 Conclusions

As we are moving closer and closer to future network generations, the human factor is
becoming the epicenter of attention and the driving force for the network design. Thus,
the comprehension and, in extension, the control of the provisioned QoE to the users
has become a necessity for network operators. Parametric QoE estimation models are
a prerequisite for this purpose. They constitute the ideal tools towards live network
guality monitoring and, hence, QoE management. Nevertheless, despite the increased
interest from academia and industry to push towards a QoE service provisioning model,
a clear/comprehensive manual on the available parametric models and the critical QoE
performance parameters per service type is currently missing. Identifying this gap, this
chapter aspires to become a thorough and handy “manual”, currently absent from the
literature, that identifies and describes appropriate parametric models for popular
services nowadays, such as YouTube, Skype and IPTV, as well as describes and
studies standardized ones. Therefore, the current study may become a stand-alone,
useful tutorial both for researchers and operators, who are interested in moving from the
pure technical QoS-domain to a more meaningful QoE-domain, so that they can
understand and influence the impact of their network decisions on the final recipient, the
end-user.
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6. QOE-DRIVEN DEVICE-TO-DEVICE COMMUNICATIONS

Device-to-Device (D2D) communications are planned to become an indispensable part
of future mobile cellular networks. A lot of attention has been paid to this new
communication paradigm, due to the important benefits it brings for both cellular
operators and users. Under this perspective, and realizing that the main asset of D2D is
the potential enhancement of the user experience, we propose a QoE-driven framework
for the management of this type of communications. With this objective, the QoE
management cycle described in Chapter 3 is customized to serve a QoE-driven version
of D2D communication setup. Simulation results show that this framework is able to
capture and enhance the overall experience of mobile users, and, thus, allow for
proportionate financial benefits for network operators.

6.1 Introduction to D2D

The concept of D2D has emerged over the last years as a promising add-on feature not
only of 4G mobile networks (mainly LTE/LTE-A), but also of future 5G technologies. It
refers to the new communication paradigm, where two cellular UEs exchange data
directly, without the intervention of the base station (eNB). Nevertheless, the exchange
of control information is traditionally handled by the operator’s central devices [74].

D2D communication may be classified using various criteria, as illustrated in Figure 30.
Depending on the type of spectrum used, we distinguish inband and outband D2D,
which utilize licensed and unlicensed spectrum, respectively [75]. Furthermore, D2D
may work as an underlay to the standard cellular operation by reusing resources with
standard cellular users, unlike the overlay mode, where specific dedicated resources
are either statically or dynamically assigned exclusively for D2D operation. Regarding
the level of control of the operator in the D2D setup procedure, we find autonomous and
controlled schemes. Moreover, regarding the initiation of the D2D communication
request, there are two options: Either the D2D request is fully transparent to the user,
whose communication is automatically switched from cellular to D2D mode by the
operator (network-originated), or the D2D mode is originally (explicitly) requested by the
user (user-originated). Finally, D2D transmissions may be unicast or
multicast/broadcast, where the former case describes peer-to-peer links for direct
communication or relaying links (e.g., for coverage extension purposes), while the latter
would be more appealing for social and commercial applications, such as proximity-
based advertisement or public safety scenarios.

D2D
classification

S Spectrum Level of D2D request Transmission
pectrum type reuse control origin type
— Inband — Underlay |~ Autonomous |}— N{et\_/vork- —  Unicast
originated
User- Multicast/
Outband Overlay Controlled originated Broadcast

Figure 30: D2D classification types.

On the one hand, D2D communications are driven by the operators’ need to utilize their
current infrastructure more efficiently in terms of spectrum, processing resources, and
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network load. Another major driving force is the operators’ need to find a profitable
Peer-to-Peer (P2P) competitor to the popular free-to-use Wi-Fi Direct, with D2D being
an appealing candidate for that purpose.

On the other hand, this new technology brings proportionate benefits for the users as
well. D2D may result in a more efficient reuse of network resources, which in turn
guarantees higher data rates and increased total user capacity. Moreover, bypassing
the eNB, during the direct user data exchange between two UEs, enhances the
transmission quality and reduces the communication delays, not only due to the
devices’ physical proximity, but also because only one directional transmission needs to
be scheduled, instead of both uplink (UE to eNB) and downlink (eNB to UE) directions.
Finally, the UEs use less battery power, as a result of the communicating entities’
proximity, which is a crucial issue for mobile handsets.

The first goal of the current study is to investigate whether the possible gain of switching
from cellular to D2D operation, is also reflected to QoE terms. Encouraging results in
terms of QOE improvements indicate a huge marketing asset for operators, who can
then advertise D2D technology as an experience-enhancing service and charge it
accordingly. A specific QoE-based charging model is therefore proposed as well in
Section 6.4.

The second objective is to develop and examine a QoE-aware management framework
for controlling the transition of cellular links to D2D links or vice-versa, driven by the
user’s benefit. The proposed D2D network management framework is integrated into an
LTE-A system, in accordance with recent standardization activities.

6.2 QoE-centric network management

Recent research works have turned their attention to QOE-centric approaches of
network control. For the case of mobile networks, QoE-driven management techniques
include radio resource allocation, mobility management, battery consumption
optimization, service optimization, etc. For instance, in [76], a QoE-aware handover
scheme for seamless and optimized support of users running multimedia applications in
heterogeneous networks, called “QoE Hand”, is proposed. This approach ensures
“always-best” connectivity, which has a significant impact on the user perceived QOE,
especially during congestion periods. Similarly, in [77], a QOE-driven mobility
management technique exploits QoE-awareness to initiate or assist vertical handover
decisions, in the context of Mobile IP.

Service management approaches that rely on QoE-awareness also spread in other
functionalities, such as a) network routing functions, where adaptive routing protocols
enhance the customer experience while optimizing network resources’ usage [78], b)
new power allocation techniques that maximize the overall QoE subject to the total
transmit power constraint [79], and c) advanced CEM techniques through enhanced
charging schemes that also account for QoE-based intelligence [80]. A QoE-driven
selection mechanism for controlling the mode of operation of the links inside a cell is
herein proposed to contribute to the area of QoE-centric network management. The
proposed mechanism harnesses benefits both from a network- and a user-centric
perspective.

D2D communications are planned to become one of the major components of future
cellular networks, but standardization efforts are still ongoing. Presently, the most
dominant criterion considered for the switchover decision between D2D and cellular
mode is throughput, e.g., [74]. However, there is no linear dependency between QoS
factors, such as throughput, and the perceived QoE, as already elaborated in Chapter
2. Hence, a D2D scheme triggered by QoE values, unlike or complementary to existing
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QoS criteria, is the closest to the user’s benefit decisive factor for selecting between
cellular and D2D operation modes.

Under this perspective, we provide a techno-economic framework for QoE-based D2D
support inside the network, considering both technical and business issues. First, in
Section 6.3, we describe the system model requirements, focusing on the network
entities involved, their operations and signaling. Also, we discuss the QoOE management
cycle in terms of data collection, modeling and management. Next, in Section 6.4, we
propose a charging scheme suitable for this framework, which is both fair for the users
and profitable for the operators. Finally, in Section 6.5, we provide simulations to show
the validity and benefits of this model, followed by the conclusions in Section 6.6.

6.3 Technical system requirements
6.3.1 System model

D2D communications operate as an add-on layer to standard cellular communication
networks, in the sense that they are tightly integrated in the existing infrastructure and
utilize licensed spectrum resources [74]. Normally, when two UEs located in the same
cell want to communicate, e.g., UE; and UE, in Figure 31, all the control and user data
of their entire communication have to pass through the eNB (uplink-UL). Afterwards,
they enter the Evolved Packet Core (EPC) nodes Serving Gateway (S-GW) and Packet
Data Network Gateway (PDN-GW), they then follow the reverse route back to this eNB
and any other eNBs located in the same tracking area, before the target receiver (UE,)
is finally paged and starts to receive the data (downlink-DL) [81]. This inevitable waste
in access and core network resources (signaling, spectrum, energy, network load,
processing and memory requirements), which derives from the fact that the user data
have to follow this entire route despite the sender’s-receiver’s proximity, is exactly what
has triggered the interest for the introduction of D2D communications, which allow direct
data exchange (e.g., D2D,-D2D,, Figure 31).

" PCRF gy
,— D2D data —7Z—
gss |Cellular data 2

M ---------------------------------- UE2 />

/
\\ D2D2 §"' -
\\\\*\\ - E'UTRAN QOEcell ) ///////

Figure 31: The D2D communication paradigm.

D2D devices are standard LTE-A UEs, enhanced to support the D2D mode.
Enhancements are also needed in the core network (PDN-GW), as well as the eNBs to
allow for D2D communication setup and management. The PDN-GW is responsible for
sniffing network traffic (IP headers of arriving packets) in order to identify data
transported between UEs belonging to the same or even neighboring cells, indicating a
potential D2D link, while the eNB is responsible for triggering a D2D link establishment
check [74]. As long as a D2D switchover is successful, all user data are exchanged via
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a direct path, bypassing the eNB and EPC. Nevertheless, the D2D link might break
anytime if no longer considered advantageous, in which case the communication
seamlessly continues via a traditional cellular link. Either mode of operation (cellular or
D2D) manages to achieve a different QoE score (Figure 31).

D2D links may raise interference issues to the standard cellular operation and to other
parallel D2D links. To avoid this, either advanced interference management schemes
need to be deployed, which also foster the utilization of resources, or dedicated
spectrum has to be devoted per link. We adopt the latter solution, since spatial
spectrum reuse is not a target of this work. Hence, we consider inband, i.e., licensed
D2D communications, operating as an overlay to the LTE-A network. Even though D2D
UEs could potentially transmit at maximum power, this would negate the energy
efficiency gain that comes with D2D. Thus, it is preferable that D2D devices use lower
power that enables local connections. Specifically, we select a transmission power of -
19dBm that supports a D2D range of around 50m.

6.3.2 QoE-driven D2D mode selection

Although the criteria used to switch on D2D links may vary, in this study we consider the
receiver's QOE as the decisive factor. Then, the proposed QoE-aware D2D
management framework consists of the next steps, also depicted in Figure 32:

1. Standard cellular communication is initiated: the UE transmitter makes a scheduling
request and the eNB assigns resources, used for the uplink transmission. This
communication path goes through the EPC network.

2. The QoE of the existing cellular link, referring to a preceding time interval, is
estimated and reported to the attached eNB. Since QoE-awareness is expected to
become an integral functionality of future systems, we implement it periodically
during standard cellular operation.

3. Potential D2D traffic is identified by the PDN-GW and indicated to the eNB. The
PDN-GW ensures at this point that the policies regarding this communication type
are respected (via the Policy and Charging Rules Function - PCRF); for instance,
whether the user has paid for this service and thus is allowed to use it.

4. A proximity discovery procedure is triggered by the eNB, to judge the feasibility and
potential advantage of establishing a D2D link. For this purpose, the eNB orders
that, prior to their next transmission, the two communicating entities perform a D2D
test. Thus, it instructs the UE sender to transmit an eNB-determined signature (pilot
packets) at indicated resources and the target UE to listen for this signature at the
defined resources, in order to conclude on the reception quality.

5. The QoE of the potential D2D communication is indeed estimated using the directly
exchanged pilot packets between the two users and is reported back to the eNB.

6. If the D2D test reveals a higher QoE for the receiver than the one reported in step 2,
then the cellular link switches to D2D. So, a new D2D bearer is established, upon
eNB’s request, while still maintaining the original bearer linking the UEs to the GW.
The eNB informs the PDN-GW that the D2D link is feasible, not only for the bearer
establishment procedure, but also for continuous validation of the charging and
policy requirements.

7. After this point, the scheduling of the data is still controlled by the eNB, but the user
data are directly exchanged on the uplink direction, as described in [82].

8. Periodic D2D QoE monitoring is performed by running quality estimations on the
packets exchanged directly via D2D, corresponding to real communication traffic.
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Figure 32: LTE-A signaling for QoE-driven D2D management.
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9. If, at any point, the QoE of the direct connection drops below the last recorded
cellular QoE (during step 2), D2D is considered no longer viable and the link falls
back to cellular mode.

In Figure 32, the previous steps are incorporated into an LTE-A system [83]. Hence,
Physical Downlink/Uplink Control Channels (PDCCH/PUCCH) are used for transporting
the control information (scheduling, QoE reports, etc.), while Physical Downlink/Uplink
Shared Channels (PDSCH/PUSCH) are used for carrying user data.

6.3.3 QoE-management supporting framework

As elaborated in Chapter 3, QoE provisioning requires the implementation of three
major functions that comprise the QOE management cycle, as in Figure 33. For
convenience, these functions and respective components (mapped to Figure 12) are
summarized next.

[QoE-Controller] [QoE-Monitor] [QoE-Manager]

[} R
. M
- Function 1 EF :> Function 2 Fo :> Function 3 O A 3 -

E N

C

E I T
D T

B (0] . /

QoE QoE QoE-centric 0

data collection ‘2 modeling l; management N

K N )
G|

Figure 33: Generic QoE provisioning framework.

e QOE data collection (in QoE-Controller): The collection of QoE-related metrics is
a vital function that provides the required input for quality estimation. The acquired
information needs to be transferred as feedback to another entity inside the network,
the QoE-Monitor, where the QoE modeling function is implemented.

e QOoE modeling (in QoE-Monitor): This function implements the logic of the quality
estimation function. The model output, commonly measured using the MOS scale,
needs to be constantly monitored against recommended values.

e QoE-centric network management (in QoE-Manager): This function decides and
triggers the network’s corrective mechanisms that will improve the provisioned QoE.
Any control actions have to be disseminated back to the network and be delivered to
the affected nodes (here: D2D link setup).

Below, details on these functionalities are described under the proposed QoE-driven
management framework for D2D communications.

6.3.3.1 QoE data collection

The collection of QoE-related information in a mobile cellular environment, such as LTE-
A, imposes several challenges, which include the positioning of probes in the network,
the type of input information collected, the delivery of this input to the quality estimation
model, the periodicity of this procedure, etc. Under the proposed QoE-driven D2D
management framework, the collection of information is implemented via passive
probes inside the user terminals, i.e., exclusively in the Evolved UMTS Terrestrial Radio
Access Network (E-UTRAN). This is a good practice, because unlike core network-
based measurement approaches, the degradations caused by the wireless hop are also
considered, thus providing an end-to-end indication of the achieved quality.
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Two parameters are collected, the selection of which is justified later. The first is the
average delay associated with the transmitted packets. The receiving UE can indeed
examine timing information extracted by received packets in order to calculate the
average packet delay during data transfer. The second parameter is the packet loss
rate. This is estimated as the number of erroneously received packets over the
aggregate number of transmitted packets, throughout the QOE reporting period.
Erroneously received packets produce Negative ACKnowledgments (NACK) by the
receiver, as in Figure 32. At short time intervals, these two parameters are converted to
a MOS at the receiver side, using the QoE model described next.

6.3.3.2 QoE modeling

For our analysis and for the purposes of real-time quality monitoring, we assume VolP
traffic and select the ITU-T G.107, i.e., the E-model. Specifically, we adopt the E-
model’s simplified version, as described in Section 5.1.1.2, which provides a formula for
R that can be used for the online, i.e., in-service computation, of VoIP transmission
quality. This formula is repeated here for convenience:

R =942 — [0.024d + 0.11(d — 177.3)H(d — 177.3)]
—[11 4+ 401In(1 + 10p)]

where d is the average packet delay, p is the packet loss rate and H(x) is the Heaviside
step function (H(x) = 0,if x < 0and H(x) = 1,if x = 0).

The reason for selecting this model is first of all its simplicity and suitability for real-time
quality monitoring of interactive VolP applications. Moreover, the input required can be
easily collected from network entities located at the E-UTRAN (the UESs), as described
in the previous section, without the need for complex signaling mechanisms.

(6-1)

The derived reports on quality (MOS reports) need to be signaled to the eNB on a
periodic, eNB-defined basis. Therefore, we propose that QoE reporting about each
connection comprises an extra procedure to the already standardized UE feedback
procedures, namely the Channel Quality Indicator (CQI), Rank Indicator (RI) and
Precoding Matrix Indicator (PMI). Regarding QOE reporting during the proximity
detection phase for potential D2D establishment, this procedure will be aperiodic,
triggered by the eNB.

6.3.3.3 QoE-centric network management

This procedure implements any control actions carried out by the eNB, as these have
been already described in Section 6.3.2. In brief, the network management function
consists of triggering the D2D pilot tests, collecting and processing the periodic QoE
reports provided by the users, as well as controlling the transition of the communication
from cellular to D2D mode or vice versa. The decision for switchover to D2D is indirectly
delivered to the involved UEs via the UL and DL resource allocation grants, i.e., a map
regarding where to transmit and receive respectively, as well as via the D2D power
control order (Figure 32, Step 7).

Due to this scheme, and specifically due to the D2D tests and QOE reports, extra load is
imposed on the network. Therefore, in order to support D2D communications, the
network must be able to withstand this overhead in both the control and data planes. An
effort must be made to ensure that the eNB collects enough up-to-date data to
guarantee optimal mode switching decisions, while at the same time trying to minimize
this overhead. More advanced mode switching plans (not considered here though)
should also account for the possible ping-pong effect between the two modes of
operation, in situations where the devices happen to experience roughly equal
connection conditions in both modes. A potential drop in QoE due to this issue could be
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handled, for instance, by enforcing a no-switching time window after each mode
selection, ensuring that it cannot occur again for a given amount of time. Alternatively, a
weighted average MOS over larger time windows could be used, to account for both
past and current MOS values.

6.4 QoE-aware charging model

Devising a proper charging model is a prerequisite for launching the D2D technology
into the market, and thus, in this section, we present a model for charging the D2D
users. More specifically, we propose the addition of a charging functionality to the
proposed QOE support framework described previously. This framework, and
particularly the QoE-centric network management component, is responsible for feeding
the charging model with the required input, i.e., the excess QoOE offered to users
operating on D2D mode. This information can be provided through the “D2D start/stop”
messages (depicted in Figure 32) sent from the eNB to the EPC, where the charging
estimations take place.

Charging for D2D is justified because an enhanced user experience is offered, in terms
of throughput, QOE, battery consumption, etc. Somehow, these overall advantages
need to be quantified and charged accordingly. Possible charging may be of “pay-as-
you-go” type, namely based on the data volume or duration of the communication
session. Alternatively, fixed pricing schemes are possible, e.g., on a monthly basis.
However, such schemes do not reflect the enhanced D2D-caused user experience.

Therefore, we propose the adoption of a QoE-based scheme, as a fair mechanism of
charging for D2D. The price may be estimated using the difference between the QoE
score actually offered through the D2D link minus the QoE score that would be offered
by the cellular link, provided that this difference is nonnegative (if it were nonnegative, a
D2D link would not have been setup in the first place). So:

Charge = f(QoEpzp — QOE ceiiyiar) | QOEp2p > QOE eiiyiar (6-2)

Hence, using the characteristic example of Figure 34, the user's charge is quantified
using the shadowed area created between the two curves, i.e., until the instant ¢t,. In
fact, even fairer would be a scheme where providers charge only for the add-on MOS
that exceeds both the offered cellular QoE (dashed curve) and a threshold (dotted line)
that represents the minimum acceptable QoE (in Figure 34, equal to 3.5). In this way,
providers will not inflict charges for improving the QoE up to this threshold through D2D,
in the unfortunate event that the originally offered quality was less.

MOS — — Offered QoE via standard cellular link
5— Can-be offered QoE via D2D
-------- QoE threshold
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Figure 34: Charging model for QoE-driven D2D management.

Nevertheless, some aspects need further consideration. First of all, we face the fact that
the customer is not beforehand aware of the total incurred cost, since QOE depends on
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a multitude of factors changing in real-time. Actually, the user can only be aware of the
maximum possible charging unit per second. Therefore, this model assumes that the
customer is willing to pay. Furthermore, we assume that the users’ willingness-to-pay is
not negatively affected by the fact that the operators also gain from successful D2D
links, e.g., in terms of offloading.

Another issue to be considered is QOE’s idiosyncrasy to serve both as input and output
of the charging process, as discussed in Section 2.5.2. As input, QoE affects the overall
charge, whereas as output, it is influenced by the final price. For instance, a
hypothetical user, who is paying for a service, is more sensitive to quality disturbances,
while a user receiving it for free tends to be more accepting. The E-model, if required,
compensates for this case by adding up an “advantage factor” to the R factor.

6.5 Simulation

For the purposes of simulation, the “LTE-Sim” framework [36] has been used and
significantly extended so as a) to support D2D connections, and b) to realize the
proposed QoE-driven D2D management framework. The basic input parameters of the
simulations are shown in Table 14.

Table 14: Basic simulation parameters for QoE-driven D2D scenario.

Parameter

Value

Topology

1 macro-cell of 500 m (EPC ignored)

eNB’s TX power

43 dBm

Cellular UES’ TX power

eNB-regulated (23 dBm max)

D2D UEs’ TX power

-19 dBm fixed (=50m distance)

UE mobility pattern

Random speed and direction

Traffic load per UE 1 VolIP call

Packet size 20 bytes

Source data rate 8 kbps

VolIP codec G.729

Channel bandwidth 5 MHz Uplink / Downlink
Duplex mode FDD

Scheduling algorithm

DL: Proportional fair, UL: Round Robin

QoE assessment model

G.107 E-model, simplified

QOE reporting interval

2 sec (on D2D mode), 10 sec (on cellular)

Pathloss model

L = 128.1+37.6l0g,,d

To analyze the user and operator gains, we consider the case of 40 UE pairs, with a
configurable percentage of them being within D2D range of their peers. We measure
the overall achieved QoE and throughput in the cell and quantify their improvements
when applying the proposed scheme, compared to a reference scenario, i.e., where
D2D mode is not available. Regarding QoE for instance:

MOS gain = 100 * (MOSpzp — MOScerar)/ MOSceruiar (6-3)

We plot these improvements against the D2D users’ percent in the cell for both near-
eNB and near-edge scenarios. The obtained simulation results demonstrate that QoE
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increases linearly with the percentage of D2D links, as depicted in Figure 35. The
average user QoE gain (measured in MOS) goes up to 35% for the extreme case of a
cell with only D2D users. This increase is a direct result of the short distance between
the communicating entities, providing a better channel with less delays and lower
packet loss ratios. Similarly, the better signal propagation conditions between D2D UEs
allow for the selection of a higher MCS for the transmissions, resulting in higher
throughput. For either metric, the increase is higher for UEs near the cell’s boundaries,
since users at those locations tend to experience worse channel conditions while on
cellular mode, and can therefore benefit more from D2D.

In fact, these results are slightly underestimated, because a) any delays incurred due to
the cellular data flowing in the EPC are neglected, b) devices carry out their
transmissions over dedicated resources and therefore a higher scheduling delay is
imposed compared to a case that resources were shared, and c) VolIP traffic, due to its
light-weight nature, does not significantly overload the network. Consequently, even
higher QoE values might be expected if this scheme was implemented in a real system.

—+— QoE improvement (=MOS gain), near cell edge

40 11 e QoE improvement (=MOS gain), near eNB

35 —— Throughput improvement, near cell edge

--4--- Throughput improvement, near eNB /

Improvement with D2D (%)

Ratio of D2D UEs in the cell over total number of UEs (%)

Figure 35: Network improvements when using D2D.

Next, in order to study the coverage area that D2D transmissions may span, Figure 36
presents measurements for different D2D transmission powers derived from simulations
where D2D transmitters slowly move out of D2D range. In all five scenarios, we observe
that there is a point up to which the receivers steadily measure high MOS values,
despite the fact that the distance from the transmitters increases. Beyond that point,
however, there is a rapid decrease of MOS values, indicating that devices at some point
fall back to cellular mode.

Note in Figure 36, that by changing the D2D transmission power from -19 to -15dBm
(i.e., an increase of 153%), the senders can gain about 20m more coverage, (i.e., an
increase of roughly 44%). Moreover, a 900% power increase (from -25 to -15dBm)
offers an increased range by 132%. Thus, we observe an important trade-off when
selecting the D2D design parameters. On the one hand, smaller D2D ranges guarantee
large power savings, adding up to the total energy savings due to disengaging from the
eNB transmissions and EPC nodes’ involvement. On the other hand, the lower the D2D
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range, the lower the probability for UEs to be found in proximity of each other so as to
exploit a direct D2D connection.

5 1
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Figure 36: QoOE for various D2D ranges and transmission powers.
6.6 Conclusions

In this chapter, we have presented a network management framework, which exploits
QoE awareness for controlling the operational mode of mobile users in LTE-A networks
with D2D support. Simulations have shown the expected benefits of this mechanism,
both for the users (increase in MOS) and the operators (increase in offered throughput).
Hence, we envisage that such a QoE-driven scheme may become the enabler for
introducing D2D into the market, by allowing operators to qualify for justified and
acceptable user charges, when provisioning this new technology.

Future work will include the adaptation of the described model to a multi-cell
architecture, allowing also for D2D spatial spectrum reuse and power control. Such an
approach would provide an even more efficient system, while it would have to deal with
the challenges of new intra- and inter-cell interference situations, as well as the
possibilities of establishing D2D links between UEs in neighboring cells.
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7. QOE-INSPIRED CONSISTENCY IN RADIO-SCHEDULING

Radio scheduling is a well-studied problem that has challenged researchers throughout
the last decades. However, recent findings that stem from the QoE domain come to give
a new perspective to traditional radio scheduling approaches. In this study, we take
advantage of recent subjective results regarding the impact of throughput fluctuations
on the QoE of interactive applications and revisit well-known scheduling algorithms. By
guantifying the impact of traditional radio schedulers on user-perceived QoE, we
manage to draw new conclusions regarding the radio scheduling problem, such as the
importance and impact of consistency of the resource allocation decisions on the users’
QoOE. As main result, fair algorithms inherently seem to be more consistent than greedy
ones, providing less throughput fluctuations and, thus, better QoE. Based on this
outcome, we propose a new scheduling approach, which further improves users’ QoE
by moderating throughput fluctuations.

7.1 Introduction

Nowadays, the QoS and the resulting QoE of mobile users keeps improving thanks to
the development and roll-out of new network technologies and standards. In this context
we witness a trend towards rising importance of a new quality criterion: network stability
in terms of consistent performance experienced by the user. This prioritization is visible
in the Next Generation Mobile Networks (NGMN) 5G White Paper [84] in which
‘consistent user experience” forms an integral part of the 5G vision. This is not
surprising, since the trend towards ever rising peak rates (as enabled by new Radio
Access Network (RAN) technologies) also increases the probability of wireless users
experiencing larger network performance fluctuations. Moreover, due to the diversity in
the RAN technologies and the heterogeneity within the cellular infrastructure (e.g.,
overlaying femtos, etc.), the phenomenon of throughput fluctuations becomes even
more intense.

Furthermore, fluctuations have a noticeable impact on subscribers’ QoE. In [85], it is
demonstrated on behalf of subjective user testing results that throughput fluctuations
have a significant negative impact on the user experience. Focusing on interactive
networked applications, it is suggested that novel downlink-throughput related KPIs
have to be developed for proper QoE-based traffic analysis in mobile networks. For the
domain of QoE-based network management these results imply that avoiding
throughput-related quality fluctuations leads to significant QoE gains.

In general, consistency (in terms of fluctuation avoidance) can be achieved using two
different strategies: a) by mitigating the application-level impact of throughput
fluctuations, or b) by smoothing throughput on the network-level itself. Each one of
these strategies corresponds to a different business case.

On the one hand, application-level strategies are driven by Over-The-Top (OTT)
players, who have the means and the interest to control their customers’ QoE by
handling application level parameters that they can control. A prominent example is
HAS, which in essence dynamically changes the media quality (or bitrate) of video
segments requested in order to avoid playout buffer starvation. In the HAS context,
switches among different layers (i.e., “fluctuations” of media quality) have been
identified as an important QoE influence factor (e.g., [86]), and thus video adaptation
algorithms with a smoothness logic have been proposed (e.g., [87]).

On the other hand, network-level strategies are driven by Mobile Network Operators
(MNOs), who only have the means to control the QoE of their customers through lower-
layer parameters. For instance, network-aware bit-rate adaptation schemes have been
proposed for UDP/Real-time Transport Protocol (RTP)-based streaming (e.g., [88]), as
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well as joint rate adaptation and admission control schemes that control how long and
by how much the predicted video quality fluctuates/falls below a certain threshold [89].

Future business models even describe the collaboration between OTTs and MNOs,
where cross-layer approaches can be envisioned. For instance, [90] proposes a way to
mitigate temporal quality fluctuations using lower layer information (e.g., channel
quality) and application layer information (e.g., application utility in term of MOS).

In this chapter, motivated by the MNOSs’ need to provide good QoE to their customers,
without relying on OTT players to achieve that, we give our focus on the second
strategy, namely on network-level fluctuation mitigation. By giving a solution at network
level, we do not depend on different application implementations to solve the same
problem, but rather provide a catholic and centralized solution to the MNQO’s interest
(i.e., an application- and device-independent solution).

One promising network-level QOE management approach that can help increase QoE is
to ensure stable amounts of bandwidth available to each user. In this context,
schedulers play a vital role as they directly influence the radio resource allocation per
user. This study adopts this technique, and quantifies the impact of radio scheduler
behavior on QoE. More specifically, the study’s contribution lies in:

a) evaluating current state of the art schedulers regarding the throughput fluctuations
they cause and the respective QoE performance based on fluctuations-aware KPIs, and

b) proposing an inherently fluctuations-avoiding scheduler, that further improves the
QoOE of users.

Our proposal mainly concerns real-time interactive applications, namely web browsing,
google maps, IPTV, video-conferencing, etc., where fluctuations are mostly observable;
but the implementation itself is application-unaware (so OTT-cooperation is not
required). This way we help MNOs better understand and improve the experience of
their customers without relying on other parties.

The remainder of this chapter is organized as follows: In Section 7.2, QoE models and
metrics are provided that can be useful to evaluate QoE in throughput fluctuation
situations. In Section 7.3, the background on traditional radio schedulers is given,
explaining their design objectives. Using the said QoE models, scheduling algorithms
are compared in terms of QoE and fairness in Section 7.4, while the importance of
accounting for fluctuations when designing new radio schedulers is revealed. Section
7.5 describes a novel radio scheduler that inherently accounts for throughput
fluctuations, while Section 7.6 evaluates it. Our conclusions are presented in Section
7.7.

7.2 Models and metrics to evaluate QoE

When discussing throughput fluctuations we have to distinguish between two different
cases: a) firstly, throughput may fluctuate as a consequence of the normal behavior of
an application and/or the natural usage pattern of the user; for example, the YouTube
downlink throughput presents a very clear on/off fluctuation pattern as a consequence
of the chunk-based flow control of the application, and the downlink throughput pattern
of a web browsing session is highly dependent on how fast a user browses a site and
goes to the next one. In the second case, b) throughput fluctuates as a consequence of
variations in the bandwidth of the corresponding network connection. In mobile
networks, the bandwidth of a connection can vary for multiple and very different
reasons, such as fast and slow fading, interference, changes in coding and modulation
scheme, scheduler algorithm, resource constraints, contention with other users,
handovers, etc. As also implied in the introduction, here we focus on this second case,
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which represents the undesirable and uncontrollable fluctuations stemming from the
network.

This study has been triggered by the research outcomes of [85]. The authors of that
paper present a complete study of the QoE undergone by 52 mobile users in controlled
subjective lab tests, using different mobile applications such as YouTube, web browsing
and Google Maps. Their results suggest that novel downlink throughput related KPIs
must be defined for QoE-based traffic analysis in mobile networks. The common
approach to consider only average throughput values has been found to be insufficient
to describe subjectively perceived network quality in the case of news site browsing and
browsing Google Maps. Whereas a constant bandwidth of 2 Mbit/s for browsing a
Google Map led to a MOS of ~ 4, an alternating bandwidth of 0 and 4 Mbit/s (average
throughput is also 2 Mbit/s) led to a MOS of ~ 2.6 (see Figure 37). For the case of
YouTube, the difference between the two MOS values (constant bandwidth vs.
fluctuating bandwidth but identic average throughput) is even bigger: MOS of ~ 4.5 vs.
MOS of ~ 2.5 [85].
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Figure 37: Subjective QoE results for Google Maps browsing, with constant and fluctuating
bandwidth of the same mean value [85].

Hence, in [85] a first approach is presented regarding how to define fluctuation-specific
KPIs by considering the amount of time in which the throughput is below a certain
threshold. With this approach, the so called Effective Average Download Throughput
(EADT) can be determined and utilized to calculate the realistic MOS value by
multiplying the plain Average Download Throughput (ADT) by a model-dependent
Correcting Factor (CF), namely:

QoE = f(EADT),  where EADT = CF » ADT (7-1)

Continuing the previous work of [85], [91] discusses and evaluates five models to derive
the EADT. In the first one (LTD, Low-Throughput Duration), the CF is determined by the
fraction of time that the throughput is below a certain downlink bandwidth threshold. The
second model (SLTD, Selective Low-Throughput Duration) is similar to the first one, but
it assumes that short time bandwidth drops are not perceived by the users. Instead of
using a fixed download bandwidth throughput, the third model (TJ, Throughput Jitter)
uses a moving average-based threshold, e.g., a sliding window length of 5 seconds.
The fourth model (AREA, Area-based model) does not only consider the time below a
threshold, but also accounts for how deep the corresponding throughput gap is. The fifth
model (DOUBLE) is similar to LTD but considers two different bandwidth thresholds.

In the same work, these models are evaluated via empirical user studies. The optimal
model selection depends on the scenario (browsing Google Maps, News Site, etc.) and
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the specific fluctuation pattern (progressive outages with disconnections and
subsequent recoveries vs. fast bandwidth changing environments vs. high/low
bandwidth profile with fast short-scale variations). Overall, a set of first generic
throughput fluctuation models is proposed that allows for quantifying the impact of
throughput fluctuations on QoE.

7.3 Background on radio scheduling
7.3.1 Traditional objectives of scheduling algorithms

Radio scheduling is the problem of allocating spectrum resources to competing user
requests. Since, commonly, these requests exceed the number of available resources,
intelligent radio schedulers need to be designed. Radio schedulers, as of today, are
designed to meet four objectives [92]:

Increase spectral efficiency: This objective guarantees the efficient utilization of the
radio spectrum, commonly expressed in bit/s/Hz. This can be achieved by accounting
for the channel conditions between the base station and the various users in a cell,
while taking scheduling decisions. As a consequence, users with better channel
conditions get more spectrum resources and hence, achieve higher data rates. In this
way, the sum cell throughput is also increased.

Increase fairness: If spectral efficiency was the only criterion for radio scheduling, users
with bad channel conditions (e.g., at cell edge) would starve. Therefore, fairness
guarantees that even those users receive a decent service in the long run.

Satisfy QoS guarantees: Different flows may have different QoS requirements and
constraints, such as a minimum Guaranteed Bit Rates (GBR), maximum acceptable
packet delays, etc. QoS-specific schedulers have been designed in order to respect
such special requirements.

Achieve low complexity and good scalability: This requirement guarantees that
scheduling decisions can be actually taken in real-time, so that they can be
implemented into a real base station.

In the literature, a plethora of proposed schedulers can be found that take into account
the previous factors. Since, however, these four objectives actually compete with each
other (e.g., spectral efficiency vs. fairness, QoS guarantees vs. complexity, etc.), trade-
offs need to be made in their design.

7.3.2 State of the art scheduling algorithms

Radio scheduling is the problem of allocating K resources to N users. Its solution is
based on estimating a “priority weight” or “metric” in favor of allocating resource k to
user j. A comparison of these weights leads to the decision about which resource will
be allocated to which user. The rule is that resource k is allocated to user j among all
users i, if the following metric is the highest one, namely:

mjy = maxi{mi’k} Vi=1..Nk=1.K (7-2)

One scheduling decision is taken per available resource (i.e., per spectrum unit) per
Transmission Time Interval (TTIl) and per base station. Some of the most popular
scheduling algorithms are presented below:

Resource Fair (RF) or Blind Equal Throughput (BET): The metric that is estimated
by this scheduler is the following:

(7-3)
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where ri(t) is the achieved data rate at current time t due to the resources already
allocated to user i during the same TTI. Thus, the only objective of this scheduler is to
achieve fairness in the resource distribution. It is worth noting that the current decision
of this scheduler depends on its previous decisions.

Maximum Throughput (MT): The metric used in this case is the potentially achieved
data rate by each user, if this user is indeed scheduled with the examined resource,
namely:

m;p = dj(t) (7-4)

where di(t) is the expected data rate when assigning resource k to user i. This
expectation relies on feedback from the users to the base station about the experienced
channel conditions. Therefore, according to this metric, users with better channel
conditions will get more resources, since they will be able to take better advantage of
the channel and support the reception of more bits per second (Downlink). It is
interesting, that this scheduler depends on current channel estimations only.

Proportional Fair (PF): This scheduler is a compromise between the previous two, and
is widely used today:
_di(®)
TR
The Proportional Fair scheduler tries to find a balance between spectral efficiency (i.e.,
maximum throughput in the system) and fairness among the users.

(7-5)

As regards the Resource Fair and Proportional Fair schedulers, a “fairness window* in
the past can be also applied, in which case fairness is targeted over a longer timeframe.
In this case, predefined weights are given to the past window and current timeframe.

Towards a new “consistency” objective: It becomes evident that, throughput fluctuations
are not considered by these state of the art schedulers (or their variations, thereof).
Taking, however, into account that throughput fluctuations directly affect QoE, we here
introduce a fifth, new objective for the radio schedulers’ design i.e., a “consistency
factor”. This new objective may be added to the list of the four objectives presented
above. In this context, we provide the following definition:

Definition: A scheduler is characterized as “consistent” if it minimizes the occurrence or
the amplitude of throughput fluctuations. This may be possible for instance by providing
highly constant available bandwidth levels to each user.

Next, we are going to investigate how traditional state of the art schedulers perform
from a QoE-perspective, using a selection of the models introduced in Section 7.2.

7.4 Comparison of traditional schedulers
7.4.1 Fluctuations-specific comparison

As elaborated before, fluctuations play a crucial role in the perceived QoE. However,
existing scheduling algorithms have not been designed with this in mind, and thus, their
impact on QoE is unknown. The purpose of this section is therefore to compare current
schedulers based on the QoE models described in Section 7.2 and to draw conclusions
regarding their efficiency into mitigating throughput fluctuations.

The evaluation of these algorithms has been performed using the LTE-A Downlink
System Level Simulator (v1.8 r1375) [93], using the input parameters of Table 15. In
LTE-A the scheduling interval (TTI) corresponds to 1 msec.
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Figure 38 below shows the instantaneous experienced throughput at a random LTE-A
user during 10 sec. Throughput values are smoothed over a 50 msec window instead of
being presented for each scheduling interval of 1 msec, for higher readability. The
observed fluctuations are a result of the uncontrollable, instantaneous channel
conditions, but also of the scheduling algorithm decisions. Since, however, we have
used the same channel conditions across all schedulers in this experiment, the resulting
differences in the fluctuations’ magnitude are caused solely by the scheduling
algorithms themselves. This shows that the selection of the scheduler has a strong
influence on the resulting fluctuations.

Table 15: Basic simulation parameters for schedulers’ comparison.

Parameter Value
Macro-cell radius 0.5 km
eNB 1 eNB, omnidirectional
eNB TX power 43 dBm
Number of users Configurable
Distribution of users Uniform
Traffic load per user Full buffer
Duplex mode FDD (focus on downlink)
Channel bandwidth 5 MHz
Number of resource blocks 25
Flow duration 30 sec
Scheduler implementations [94]
QoOE estimation models LTD, AREA, constant
QoE formula 0.45 * In(ADT) + 2.48
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Figure 38: Fluctuations experienced by a random LTE-A user by the three state of the art
schedulers.

Regarding the fluctuations’ impact of each scheduler, it is shown in Figure 38 that the
Proportional Fair and Resource Fair schedulers lead to lower throughput fluctuations.
The Maximum Throughput scheduler, on the contrary, leads to significant fluctuations.
Therefore, there seems to exist some correlation between the number/magnitude of
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fluctuations and the fairness of the scheduler. That is, the fairer the scheduler, the less
the fluctuations. We, therefore, would expect to measure higher QoE values for fairer
schedulers, something that we are going to investigate and quantify next.

7.4.2 QoE-specific analysis

In this section, we compare the aforementioned schedulers in terms of a) the average
and b) effective average download throughput that they achieve (i.e., ADT and EADT,
respectively), c) the average QoE that they offer, d) the distribution of MOS scores for
all users in the cell, e) their fairness, and f) the QoE model used. For the QoE
estimations, we have used the LTD and AREA models, as well as a model that ignores
fluctuations, namely assumes constant throughput (which is the currently standard
approach). The collected results are presented in Figure 39.

First of all, comparing Figure 39a and Figure 39b we observe that the average
throughput is much higher than the EADT, while the latter better correlates to the real
user QOE, i.e., to the MOS values in Figure 39c. Moreover, the Proportional Fair and
Resource Fair schedulers provide better QoE than the Maximum Throughput scheduler.
This observation actually reveals the significance of designing and evaluating a network
on a QoE- rather than a QoS-basis, and, in the context of this study, it emphasizes the
need for scheduling on a QoE-basis.

Similarly, what is validated from Figure 39c-Figure 39e is that those schedulers that
perform better in terms of QOE are also the fairest ones. This is revealed by the Jain’s
fairness index presented in Figure 39e (this index takes values 0..1, where 1 represents
the fairest), but also by the empirical Cumulative Distribution Function (CDF) plots in
Figure 39d. Through the CDF plots it is depicted that fairer schedulers do not cause a
high deviation among the MOS scores of different users in the cell (so CDFs are
steeper). This is an indication of network stability and consistency in the radio
scheduling decisions, which is only achieved by fairer schedulers (i.e., Proportional Fair
and Resource Fair).

Finally, examining Figure 39f in terms of the different QOE models implemented, we
observe that those models that consider a mean constant throughput actually
overestimate the experience of the users. LTD or AREA models give QoE estimations
closer to reality (see Section 7.2), since they account for the impact of throughput
fluctuations on QoE.

In the next section, we are going to take advantage of the previous conclusions and
propose a more consistent, fluctuations-avoiding scheduler.
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Figure 39: Comparison of state of the art schedulers.
7.5 Designing a consistent scheduler

In the previous sections, the impact of throughput fluctuations on QOE has been
revealed and it has been shown that the fluctuations’ effect can be indirectly moderated
at some extent by using fairer schedulers. However, a more efficient way to achieve that
is to design new schedulers that explicitly mitigate these fluctuations.

We therefore propose a fluctuations-aware, consistent scheduler. This scheduler takes
into account the evolution of the achieved throughput over time (per user) and the
impact of this evolution on the user QOE, an aspect not currently addressed by any
state of the art schedulers.

The fluctuations’ effect may be moderated, i.e., smoothed out, by introducing a new
metric that tries to capture and mitigate the magnitude and occurrence of fluctuations.
The purpose of this metric is to quantify the gap between the average throughput value
over a time window in the past (say R'(t — 1)) and the expected data rate for the current
time interval for each user (the sum of all di(t)). The goal is to minimize this gap,
namely to minimize the amplitude of the resulting fluctuations. The larger this amplitude,
the less the favoring of giving resource k to user i. Since a decision needs to be taken
jointly for all users and for all the available resources, user j will be allocated with k only
if:

m; = maxi{m;x_rce} Vi=1.N,k=1.K (7-6)

Overall a complex optimization problem needs to be solved, with the objective to find
the minimum number of resources per user that minimize this user’s deviation from his
past average throughput. The optimal solution will provide the best possible
combinations of resources that minimize the fluctuations for all users at the same TTI.
However, in order to find a solution that works in real-time (sub-optimal though), we
introduce the following metric:

1
M k—fluct = ﬁ(t —1) - T‘i(t) — dlic(t) (7-7)
where:
T=t—-1 i
Ri(t—1) = 2r=t_1-w T (7) (7-8)

w

and w is the window length over which the average throughput is estimated, while ri(t)
and dj,(t) have the same meaning as for the state of the art schedulers.
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The way this scheduler works is graphically depicted in Figure 40 (abstract example).
Say there are three users in a cell competing for a total of six available resources during
one TTI (also known as Resource Blocks - RBs). Each RB will result in a different data
rate when allocated to a different user, subject to the user’s channel quality. R to R3are
the past average throughput values per user, which the scheduler tries to maintain in
order to avoid fluctuations. Therefore, the decisions will be as shown in Figure 40. Each
decision is taken per RB, and it is based on minimizing the gap between R* and the data
rate progressively achieved per user in the current scheduling interval. (The achieved
data rate, r, is progressively increased every time a user gets another RB in the current
TTI).

Achieved data rate, r

Scheduling process

Figure 40: Scheduling logic of the proposed consistent scheduler.
7.6 Evaluation study

For the purposes of evaluation, we implement the proposed scheduling algorithm into
the LTE-A simulator of [93]. In the first evaluation study, we aim to prove the concept of
the proposed metric for a specific user in the cell.

The results are shown in Figure 41, where we can visualize the successful fluctuations’
mitigation. A comparison is done with the Proportional Fair and Resource Fair
schedulers, while for the Maximum Throughput scheduler the differences are much
higher. Note that we have used the Proportional Fair and Resource Fair schedulers for
the 100 first TTIs (Figure 41a and Figure 41b respectively), after which the proposed
fluctuations-avoiding scheduler is activated (W = 100 TTI).
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Figure 41: Proof of concept of the proposed scheduler.

Next, we compare the CDF of the proposed scheduler with the state of the art
schedulers, for the case of 20 users uniformly distributed in the cell. The results are
presented in Figure 42. We can observe that the proposed scheduler (blue line): a) is
very fair, as shown by the steepness of the CDF, b) that the achieved minimum MOS
values are higher than for the other schedulers (CDF shifted to the right), while c) the
larger MOS values are comparable to the other schedulers. This behavior is explained
by the fact that the resource allocation procedure of the proposed scheduler is greedy in
some sense. By trying to minimize the gap between the average throughput values and
the potentially achieved data rates jointly for all the users, eventually this scheduler
manages to first satisfy the low-throughput users. This happens, because the lower the
average R'(t — 1), the lower the difference to the achieved data rate d'(t) and thus the
higher the scheduling priority. However, the low-throughput users do not necessarily
take the “best” RBs, and therefore higher-throughput users are also served well.
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Figure 42: AREA-MOS CDF for standard schedulers and the m;;_ ., metric.

7.7 Conclusions

One aspect that has only recently been acknowledged regards the impact of throughput
fluctuations on the perceived user QoE. This is the reason why “consistency” is an
aspect lacking appropriate attention in current state of the art radio schedulers. The
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study described in this chapter tries to cover this gap by explaining the meaning and
significance of taking consistent radio scheduling decisions, proposing in parallel this
novel research direction for future works.

With this in mind, we have evaluated exemplary scheduling algorithms in a realistic
LTE-A network simulator. We have reached the conclusion that fairness inherently
favors consistency, which is a valuable attribute among different users, but also
regarding a single user. On the one hand, consistency among different users is
desirable so that the expectations of users co-located in the same cell are similar. On
the other hand, consistency over time for a single user is also essential, as it has been
revealed by the discussed studies that map per-user throughput fluctuations to QoE. In
this chapter, we have validated this conclusion by demonstrating that fairer schedulers
outperform maximum throughput ones in terms of QoE, as can be measured by proper
KPIs.

Nevertheless, these fair exemplary schedulers only indirectly account for the per-user
fluctuations. Having identified this deficiency, we have proposed a novel fluctuations-
avoiding scheduler that explicitly smooths throughput fluctuations. The measured
achieved QoE improvements demonstrate the potential of this scheduler as well as the
significance of research towards that direction. Therefore, future work is required in
order to design more sophisticated fluctuations-aware schedulers that optimize the
decision-making process, considering in parallel real-time constraints.

E. Liotou 124



Quality of Experience Characterization and Provisioning in Mobile Cellular Networks

8. ENRICHING HTTP ADAPTIVE STREAMING WITH CONTEXT
AWARENESS

Video streaming has become an indispensable technology in people’s lives, while its
usage keeps constantly increasing. The variability, instability and unpredictability of
network conditions poses one of the biggest challenges to video streaming. In this
chapter, we analyze HTTP Adaptive Streaming (HAS), a technology that relieves these
issues by adapting the video reproduction to the current network conditions. Particularly,
we study how context awareness can be combined with the adaptive streaming logic to
design a proactive client-based video streaming strategy. Our results show that such a
context-aware strategy manages to successfully mitigate stallings in light of network
connectivity problems, such as an outage. Moreover, we analyze the performance of
this strategy by comparing it to the optimal case in terms of QoE-related KPIs for video
streaming, as well as by considering situations where the awareness of the context
lacks reliability. The collected evaluation results encourage further research on how
context-awareness can be exploited to further enhance video service provisioning by
OTT service providers.

8.1 Introduction

8.1.1 Motivation

The rising number of smart phone subscriptions, which are expected to reach 9.2 billion
by 2020, combined with the explosive demand for mobile video, which is expected to
grow around 13 times by 2019, accounting for 50% of all global mobile data traffic, will
result in a ten-fold increase of mobile data traffic by 2020 [95]. This explosive demand
for mobile video is fueled by the ever-increasing number of video-capable devices and
the integration of multimedia content in popular mobile applications, e.g., Facebook and
Instagram. Furthermore, the use of video-capable devices, which range from devices
with high resolution screens to interactive head mounted displays, requires a further
increase of the bandwidth, so that on-demand video playback can be supported, and
differentiated expectations raised by the end video consumers can be satisfied.

In parallel, since most of the consumed video of a mobile data network is delivered
through server-controlled streaming, the ability of traditional HTTP video streaming to
support a fully personalized video playback experience at the user is questioned. To this
end, this technique is gradually being replaced by client-controlled video streaming
exploiting HAS. HAS splits a video file into short segments of a few seconds each, with
different quality levels and multiple encoding rates, allowing a better handling of the
video streaming process, e.g., by adapting the quality level of future video segments.
HAS is a key enabler towards a fully personalized video playback experience to the
user, as it enables the terminal to adapt the video quality based on the end device
capabilities, the expected video quality level, the current network status, the content
server load, and the device remaining battery, among others.

Following this immense interest for video streaming, mobile operators, ISPs and OTT
players are very interested in understanding and, thereafter, improving the QoE of their
customers. Conventionally, each one of these stakeholders makes use of their own
available data and possible means of controlling the users’ experience, intervening in
parameters that reside in different OSI layers. For instance, networks providers can
influence their customers’ QoE by controlling QoS network parameters (e.g., implement
packet prioritization, traffic shaping, etc.), while OTT providers can control higher-layer
parameters (e.g., adapt the video resolution, encoding rate, etc.). In parallel, users have
mechanisms to control their streaming experience, for instance using application layer
techniques, such as HAS, as mentioned above.
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Beyond these interventions of different stakeholders to isolated OSI layer parameters,
the idea of designing cross-party and cross-layer mechanisms has also emerged [96].
The main challenge is to exploit the “context”, referring to any type of information that
raises the aforementioned isolation. More specifically, context-awareness may be based
on information that a) is globally available or well-known (e.g., a map), b) can
realistically be passed on from one interested party to another (e.g., information about
network traffic or social context information), or c¢) can be acquired from different OSI
layers or by other means (e.g., awareness of the signal strength or the user’s speed at
the application layer).

In this chapter, our objective is to investigate how context awareness in mobile networks
can help not only understand but also enhance the user experienced quality during HAS
sessions. We study a scenario where users travelling within a vehicle experience bad or
no service at all (i.e., a service outage). In this or similar type of scenarios, the
opportunity emerges to propose novel, preemptive strategies to overcome such
imminent problems, for instance by proposing proactive adaptive streaming or buffering
techniques for video streaming services. This scenario has been modelled, optimized
and investigated by means of simulation.

Before presenting the problem under study, we first identify the need and the changes
needed to move from a QoE-oriented to a context-aware network/application
management.

8.1.2 From QoE-awareness to context-awareness

As discussed in the previous chapters, QOE is an inherently subjective indication of
quality. Consequently, a significant amount of research efforts has been devoted to the
measurement of this subjective QoE. The awareness of QOE in a network is valuable
knowledge not only per se (namely for network monitoring and benchmarking purposes)
but also as useful input for managing a network in an effective and efficient way. The
“QoE-centric management” of a network can be performed as a closed loop procedure,
which consists of three distinguishable steps, as it has been discussed in more detail in
Chapter 3.

“Context” may refer to “any information that can be used to characterize the situation of
an entity” [97]. In this way, context awareness can facilitate a transition from packet-
level decisions to “scenario-level” decisions: Indeed, deciding on a per-scenario rather
than on a per-packet level may ensure not only a higher user QoE but also the
avoidance of over-provisioning in the network. This immense potential has been
recently identified in academia and as a result, research works on context awareness
and context-aware network control mechanisms are constantly emerging in the
literature. For instance, in [98], a context aware handover management scheme for
proper load distribution in an IEEE 802.11 network is proposed. In [99], the impact of
social context on compressed video QoE is investigated, while in [100] a novel decision-
theoretic approach for QOE modeling, measurement, and prediction is presented, to
name a few characteristic examples.

If we now revisit the three-step QOE management loop described in Chapter 3 by also
considering context awareness, then this is enriched as follows:

e Context modeling: Based on the discussion of Chapter 4 regarding the QoE
modeling procedure, we may observe that the “System” as well as the “Human”
influence factors are directly or indirectly taken into account in the subjective
experiments’ methodologies, e.g., [37]. Consequently, the impact of technical- and
human-level characteristics is tightly integrated into the derived QOE models.
Nevertheless, the “Context” influence factors are mostly missing in these
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methodologies or are not clearly captured. This happens because QoOE evaluations
are usually performed in controlled environments, not allowing for diversity in the
context of use. Besides, context factors are challenging to control, especially in a lab
setting, and new subjective experiment types would have to be designed. As a
consequence, the mapping of context influence factors to QoE is absent from most
QoE models that appear both in the literature and in standardization bodies.
Therefore, novel context-aware QoE models need to be devised that are able to
accurately measure and predict QoE under a specific context of use, as these
context factors are (often) neglected. These context factors could either be
integrated inside a QoE model directly, or, be used as a tuning factor of an otherwise
stand-alone QoE model.

e Context monitoring: On top of QOE monitoring, context monitoring procedures
could be implemented in the network. These procedures will require different input
information from the ones used by traditional QoS/QoE monitoring techniques. The
acquired context information may be used for enhancing the QoE of the users or for
the prediction of imminent problems, such as bottlenecks, and may range from
spatio-temporal to social, economic and task-related factors. Some of the possible
context information that may be monitored in a network is the following (to give a few
examples): the current infrastructure, which is more or less static (access points,
base stations, neighboring cells, etc.), the specific user's surrounding environment
(location awareness, outdoors/indoors environment, terrain characteristics, presence
of blind spots such as areas of low coverage or limited capacity, proximity to other
devices, etc.), the time of day, the current and predicted/expected future network
load, the current mobility level or even the predicted mobility pattern of users in a cell
(e.g., a repeated pattern), the device capabilities or state (e.g., processing power,
battery level, storage level, etc.), the user task (e.g., urgent or leisure activity), as
well as application awareness (e.g., foreground or background processes), and
social awareness of the users, among others. Moreover, charging and pricing can be
included in the general context profile of a communication scenario. It needs to be
noted here that context awareness does not necessarily rely on predicting the future
(e.g., future traffic demand) but also on solid knowledge that is or can become
available (e.g., time of day, outage location, etc.).

e Context-aware management: Three management possibilities emerge in a context-
aware network. First, the network can take more sophisticated control decisions that
are also influenced by context-awareness, such as a decision to relax the handover
requirements for a user in a fast-moving vehicle or a decision to connect a device
with low battery to a close WiFi access point. Second, the network can actualize
control decisions exploiting the current context. For instance, it can exploit
information about flash crowd formation to drive an effective Content Distribution
Network (CDN) load balancing strategy [101] or, more generally, to take control
decisions proactively based on context information about the near future. Finally,
context-awareness can contribute towards taking decisions with the objective to
increase the network efficiency as measured in spectrum, energy, processing
resources or other requirements, and as a consequence to reduce operational
expenses. For instance, context information could allow for a more meaningful
distribution of the network resources among competing flows that refer to different
communication scenarios.

Nevertheless, it needs to be noted that any context information service comes with
certain costs in terms of privacy. A careful balance between those two objectives, i.e.,
preserving privacy and increasing the user's QoE, would need to be found, but this is
not currently under study in this work.
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This chapter handles a characteristic use case of context-aware management and
showcases its potential. More specifically, it studies a scenario where “context
awareness” refers to awareness of the location and duration of a forthcoming outage,
namely of a restricted area of very low or zero bandwidth (e.g., limited coverage due to
physical obstacles or limited capacity due to high network congestion). Based on this
knowledge, a proactive HAS strategy is devised that will enhance the viewing
experience of a user travelling inside a vehicle towards this area.

8.1.3 Related work and contribution

Enhanced HAS strategies that account for future network conditions have lately
emerged. A characteristic example is HAS strategies that use geo-location information
(e.g., [102] and [103]), which evoke users to send measurements regarding their
achieved data rates. These strategies rely on the collection of these device
measurements in order to create a bandwidth lookup-service, which is then used to
improve the prediction of future bandwidth availability. Our main differentiation with this
approach is the exploitation of context-awareness in order to avoid the constant
signaling to a bandwidth database, thus, we propose a context-aware rather than a
predictive strategy. Moreover, [104] proposes a technique that identifies zero-bandwidth
spatiotemporal events and triggers the HAS client to react accordingly. It demonstrates
that by proposing a reactive “replace-request” method that substitutes higher quality
segment requests with lower quality ones, stallings can be successfully prevented.
However, in more bandwidth-challenging cases, proactive rather that reactive HAS
strategies are required in order to sufficiently prepare for longer limited signal
conditions.

Other HAS techniques rely on prediction as well, rather than context-awareness. For
instance, [105] proposes an anticipatory HAS strategy, which requires prediction of the
channel state in terms of Received Signal Strength (RSS) and proactively adjusts the
user’s buffer. An optimization problem is formulated that minimizes the required number
of spectrum resources, while it ensures the user buffer is better prepared for an
imminent coverage loss. The authors even conducted a demo of this approach in [106]
that serves as a proof of concept. Our difference with this approach, is that we rely on
longer-term context-awareness rather than imminent channel prediction, and that
instead of manipulating the user buffer size, we proactively adapt the video quality
selection. Finally, [107] combines RSS information with localization sensors from the
smart phones that reveal the user’s coverage state and help achieve a smoother and
more stable HAS policy, called Indoors-Outdoors aware Buffer Based Adaptation
(IOBBA).

In parallel, our proposed strategy is complementary to any other HAS strategy, since it
can be activated at a specific instant of time, when the need arises.

This study’s contribution is summarized in the following:

e A proactive HAS strategy based on context-awareness is proposed, capable of
avoiding stallings usually experienced by video streaming users under limited
bandwidth conditions.

e Under a realistic scenario, the problem of preventing stalling events is formulated as
a non-linear programming problem. To solve this, a close to optimal strategy in
terms of QoE is proposed.

e The minimum advance time, when the enhanced HAS strategy should start running
to guarantee a seamless video streaming experience, is estimated both analytically
and via simulation. Constraints and dependency factors of this time parameter are
investigated.
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e A comprehensive discussion on the feasibility of the proposed approach into a real
network is provided.

e An extensive evaluation process is followed, including users’ QoE assessment
through subjectively-validated HAS-compliant QoE models.

The remainder of this chapter is organized as follows. In Section 8.2 the system model
is described and the problem under study is formulated. Also, the HAS logic in a mobile
cellular network is briefly presented. The proposed context-aware HAS strategy and the
optimal solution are described in Section 8.3. Evaluation results are presented in
Section 8.4, while Section 8.5 concludes this chapter.

8.2 System model
8.2.1 HAS in a mobile cellular network

In this section, we briefly present the HAS logic within the context of a mobile cellular
network.

In HAS, each video is encoded at the server side in multiple representations with a
different quality level per representation (otherwise called “layer”). Different quality
layers have differences in the video bit rate (bps) or in the video resolution, etc. Each
representation is divided into “segments” of a few seconds each (around 2-10 sec
each). The availability of these different layers becomes available to each user through
a manifest file, before streaming starts. Then, each user requests the next segment that
he wants to download, with the objective to eliminate any stalling and maximize the
video bit rate. This decision is taken by each user independently based on information
available at his side, namely: a) the manifest file, b) the user’s current buffer level, and
c) a “short-sighted”, i.e., subjective perception of the network congestion, as this is
independently and individually perceived by the throughput of the last downloaded
segment(s). Namely, standard HAS relies on taking decisions in isolation from the rest
of the network and unaware of the future network state.

(0): Video encoded at multiple bit rates and split into temporal segments
(1)-(2): UE makes an HTTP video request via the eNB to the video server/ MEC
(3)-(4): Manifest file sent back to the UE with the description and URLSs of all available
quality representations
(5) UE runs its HAS selection strategy
(6)-(7): UE requests the next segment to download via the eNB
(8): The selected segment is sent to the eNB via the backhaul link
(9): The eNB progressively sends the selected content via downlink radio scheduling

(10): The UE buffer is progressively filled and video playout starts

Video bit rate
(0)

o

Video origin server / Time
HTTP cache server

Figure 43: The HAS paradigm in LTE/LTE-A.

The HAS strategy followed by typical users is based on weighted perceived downlink
data rate of previously downloaded segments. In a dynamic mobile environment, the
achieved data rate is a result of: a) the scheduling algorithm combined with the
Modulation and Coding Scheme (MCS), b) the user location in the cell, and c) the
momentary load in each cell sector, as a result of competing flows’ requests for
bandwidth. The HAS operations in a cellular network environment are illustrated in
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Figure 43, describing step by step the end-to-end logic of video streaming, starting from
the user request for watching a video, up to the point that video playout starts at the
user side. The notation used in this figure is that of an LTE/LTE-A network.

8.2.2 Problem description: The tunnel scenario

Consider a mobile user streaming video content over TCP (e.g., YouTube). Due to the
unstable nature of the wireless medium, mobility, and physical obstacles, the channel
quality may fluctuate significantly and, thus, the user may experience “coverage holes”.
The existence of a tunnel is a common example of a coverage hole in a cellular
environment, meaning that users travelling through it will experience limited or no
connectivity. This event is described as an “outage”. For video streaming users, such an
outage will potentially lead to a stalling event due to buffer depletion, i.e., to video
freezing.

bthres btun-out  btun- btun-in b- b

< ttun

Figure 44: Problem description using buffer status information.

Assume a single streaming user inside a vehicle (e.g., a bus or train) travelling in a
particular direction and with a specific speed (Figure 44). We assume, that the
positioning and the length of an upcoming tunnel are known in advance (due to context
awareness). Therefore, the remaining distance between the vehicle and the tunnel’s
entrance is also available at the client side. This distance corresponds to a travelling
time of t, namely the time required until the user enters the outage region. Let b be the
current buffer status of this user’'s HAS application. Then, during ¢, this buffer level will
be boosted by b, but also reduced by b_. Throughout the tunnel, the buffer will be
reduced by b;,,,—. Note that inside the tunnel there is negligible or no connection, so
there is no buffer boost, i.e., bs,+ = 0. When the user enters (exits) the tunnel, the
application’s buffer level will be biy,—in (brun—out), respectively, and it will hold that:

btun-in =b + by —b_ (8-1)
brun—out = brun—in — brun- (8-2)

Then, we can express the objective of the proposed HAS strategy as the following:
btun—out = bthres (8'3)

which ensures that when the vehicle is exiting the tunnel, the buffer status of the HAS
application will be at least equal to the minimum buffer threshold, b;,.s, and so the
video playout continues uninterrupted. Note that, a stalling always occurs when
b < bipres- Using equations (8-1) and (8-2) inside (8-3):

by = bpres + b- + beyn- — b (8-4)

This condition answers the question about how much the buffer of the HAS application
needs to be pro-actively filled during t, so that no stalling will occur. This should be
achieved despite the imminent connection disruption. Note that all the parameters on
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the right-hand side of (8-4) are known to the client or can be easily estimated (bspes IS
fixed, b is directly known to the client application, while b_, b;,,_ can be estimated).

In the next section, we estimate the minimum required time t,4, < t to ensure a stalling-
free video streaming.

8.2.3 Approaching the minimum required “advance time”

Based on the previous system model, at any point t, we can estimate the b,, namely
the required buffer boost (in bytes or in seconds) to avoid any stalling inside the tunnel.
This measurement can be then further translated to a minimum required “advance time”,
tqeav, When the travelling user needs to start running the proposed proactive HAS
strategy, at the latest, in order to avoid stalling. The t,,;, should be sufficiently large so
that the user has enough time to react; otherwise, a stalling will be inevitable, in which
case the user can potentially be warned and be given the option to watch the video
later. We assume that the users switch from any standard HAS strategy to the
enhanced one exactly at t,,,.

We can express b, as a function of t,,, as follows:
by =1 *taay (8-5)

where r (bytes per sec) is the estimated experienced data rate by the client’s
application. Namely, r is the user's perception of the average available network
bandwidth, as estimated by the HAS strategy. Therefore, the minimum required
advance time in order to avoid any stalling would be:

bthres + b_+ btun— —b

tadv = r (8'6)

The t,q4, Will ensure that b, will last for the whole zero-bandwidth tunnel duration. Since
users, however, may travel at different speeds (u), it would make more sense to further
translate this “advance time” to “advance distance”. Then, the minimum distance (in
meters) before which the user needs to be notified about the tunnel, x,4,, would simply
be: x4y = U * tygy.

The crucial question left to answer is: What is the quality representation per video
segment that has to be downloaded, namely what is the synthesis of b, (which layers to
be downloaded and in what order).

8.3 Context-aware HAS strategies

Standard-HAS approaches will inevitably lead to stallings in challenging network
conditions (e.g., inside a tunnel or any other area of limited or zero bandwidth). This
leads us to the proposed strategy that attempts to overcome the existence of stalling
events even in zero connectivity conditions.

The main idea to achieve this is to pro-actively and deliberately decrease the quality
layer of the requested segments for the video streaming application in advance (i.e.,
before the user enters the tunnel). As a result, the user’s buffer when entering the tunnel
will be kept at a higher level during video playback than it would have been without such
a scheme. This idea is presented in Figure 45. In this figure, the “real time” axis
represents either the time spent to download a segment (before tunnel start) or the time
it takes to play a segment (after tunnel start). Note that the magnitude of these time
values is not to be compared with each other in this illustration.

We now approach the problem of finding the appropriate quality segments that will
sequentially fill the b, a) as an optimization problem, and b) using a proactive HAS
strategy.
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Figure 45: HAS scenario with and without context awareness.
8.3.1 Optimal HAS

The goal of this section is to formulate linear and non-linear programming problems that
achieve optimal segment selection with respect to three different optimization
objectives, described next. Each optimization problem is formulated using the following
notation ([86] is used as a reference):

- tis the length of each segment in seconds.
- T, is the initial delay of the video.

- D; is the deadline of each segment i, meaning that this segment needs to be
completely downloaded up to this point.

Then:
D;=Ty+ir, Vi=1..,n (8-7)
Also:
- nis the total number of segments that comprise the video.
- Thnax 1S the maximum number of available layers/representations.
- x;; represents segment i of layer j.
- w;; is the weighting factor for the QoE of segment i of layer j (here, we use the
quality layer value as weighting factor = {1,2,3}).
- §;jis the size of segment i of layer j (e.g., in bytes).

- b(t) is the total data downloaded until the point in time t. We assume perfect
knowledge of b(t).

- «a is the weight for the impact of the quality layer and g for the impact of the switches
(d+ 8 =1a>0p>0).

QoE studies on HAS (e.g., [68],[70]) have revealed that major quality influence factors
are in order of significance: a) the layers selected and especially the time spent on
highest layer, and b) the amplitude, i.e., the difference between subsequent quality
levels (the smaller the better). Other factors with less significance are: the number of
guality switches, the recency time and the last quality level. Taking these findings into
account, we focus on three distinct types of optimization objectives, which aim to
maximize the positive impact of higher level selection, deducing the negative impact of
guality switches and amplitude.

Three different versions of optimization objectives are thus formulated, as follows:
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— Optimal strategy “W” accounts only for the weighted impact of the quality layers,
trying to maximize their value, so that the highest layer will be favored over an
intermediate layer, while an intermediate layer will be preferred over the lowest
layer.

— Optimal strategy “W+S” additionally accounts for the number of switches, trying to
minimize their occurrence.

— Optimal strategy “W+S+A” additionally accounts for the impact of the amplitude,
trying to minimize the “distance” between subsequent layers, thus preferring direct
switches e.g., from layer 1 to layer 2 rather than from layer 1 to layer 3 and vice
versa.

This leads us to the following three different formulations of the optimization problem:
e W: Maximize the quality layer values:

n Tmax
maximizez Z aAw;x;j (8-8)
i=1 j=1
o W+S: Maximize the quality layer values minus the number of switches (the term Y2 is
used so as to count each switch exactly once):
n Tmax 1n—1 Tmax
maximize Z Z aw;;x;j — Ez z B(xij — Xi41,/)? (8-9)
i=1 j=1 i=1 j=1
e W+S+A: Maximize the quality layer values minus the number of switches and the
amplitude difference:

n Tmax —1"max

S

1 X — X; 2
maximize Z z awixi; = 2 p l(xij — xi+1’j)2 + ( ”| _H,ll'p) (8-10)
i=1 j=1 i=1 j=1 p=J
where:
p= {1.. rmax} - {1} (8-11)

Despite its complication, the terms in the last parenthesis of Eqg. (8-10) represent the
preference over switching between “neighbor” layers (i.e., after a layer 1 selection, the
layer p = 2 will be preferred / after a layer 2 selection, either the layerp = 1 orp = 3
will be preferred / while after a layer 3 selection, the layer p = 2 will be preferred). A
similar behavior will be observed if more than 3 layers are available.

All above optimization objectives are subject to the following constraints:

x;j € {0,1} (8-12)
'max (8-13)
Exijzl, Vi=1,..,n
j=1
k Tmax (8-14)
z Z Sijxij < b(Dy), vVk=1,..,n
i=1 j=1

The three constraints in this problem are interpreted as follows: x;; is a binary value (Eq.

(8-12)) meaning that a segment is either downloaded or not, each segment has to be
downloaded in exactly one layer (Eq. (8-13)), and all segments need to have been
downloaded before their deadline, so that no stalling occurs (Eqg. (8-14)).
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Next, we add a set of outages Q,utqge Where the bandwidth is zero. An outage
(I,m) starts at segment [ and ends at segment m. In order to view the video until
segment m throughout the outage duration, it needs to have been downloaded until [.
This can be expressed as follows:

m Tmax

Z Z Sijxij < b(DZ) = b(Dm): V(l' m) € Qoutage (8-15)

i=1 j=1

Compare b(D;) with b, in Eq. (8-4). Also, note that full knowledge of all parameters is
necessary to solve this optimization problem. While this can hardly be achieved in a real
scenario, partial knowledge may allow for sufficiently good heuristics.

It should be noted that stalling events are not considered in our model. Instead, the
model works under the assumption that stalling can always be prevented by switching
to a lower layer, otherwise the model is “infeasible”. For the sake of simplification, the
initial delay is also ignored in our model.

8.3.2 Proposed HAS strategy

The proposed strategy needs to overcome the existence of stalling events during the
outage, something which is extremely high likely to occur due to the very low network
coverage. The main idea to achieve that is to pro-actively and deliberately decrease the
quality layer of the requested segments for the video streaming application in advance
(i.e., before the user enters this region). As a consequence, the buffer at the user side
when entering the tunnel/outage region will be fuller than it would have been without
such a scheme (see Figure 45).

As a result of this strategy, the user viewing experience will be less affected, not only
because the video will continue to play without a stalling for a longer period of time (or
hopefully will never stall depending on the outage duration), but also because the
quality level will be gradually decreased (subject to the HAS strategy implementation)
and thus the user will be better acquainted with lower quality levels. Such progressive
quality degradations would be preferred in comparison to sudden and unexpected
quality degradations, especially if the quality level is already very high (cf. the IQX
hypothesis [20]). Overall, the main objective of the proposed strategy is to compute the
optimal context-based quality level selection strategy to ensure the best QoE while
avoiding any stalling events.

The HAS strategy is based on the estimation of the required buffer boost b, as this was
described in Section 8.2.2. As for the estimation of the expected downlink rate (network
bandwidth prediction), this is assumed equal to the segment rate. The segment rate
estimation (in bytes per second) is done over a sliding window of the past k downloaded
segments as follows:

Size of last (k — 1)segments

=(1-
r=Q0-wx Time to download (k — 1)segments

Size of segment k (8-16)

*
Time to download segment k

where w is the weight (importance) given to the latest downloaded segment. Based on
this rate estimation, the expected bytes that can be downloaded until the user enters
the outage region is:

b+expected =T *lgap (in bytes) (8-17)
while the minimum required buffer playtime b, to exit the outage region and avoid a
stalling is as in Eq. (8-4):
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by = btpres + b— + boytage- — b, (in seconds) (8-18)
Therefore, the required bytes per segment are:
b
required video rate = +e+emd, (in bytes per second) (8-19)
+

Note that the higher the outage duration, the larger the b, and thus the lower the
required video rate (lower layer selection). Based on the required video rate estimation,
the HAS strategy will request the highest possible representation j that fulfills this
condition:

Sij . .

- < required video rate (8-20)
Namely, the layer j that will be requested will be the highest one that yields a video bit
rate less or equal to this estimation. The “required video rate” estimation may be
updated each time in order to account for the most recently achieved data rate r.
Alternatively, an average value may be calculated in the beginning (on t,4,) and
assumed valid until entering the outage region. (Note: We assume that the client
requests the lowest layer when initialized). In the case that the actual available data
rate for this user is less than his subjective rate estimation, r, there is, however, a risk
of stalling. Overall, this algorithm will determine the selection of the next video segment,
proactively degrading the quality if required.

8.3.3 QoE models

The QoE models that are used in this work are the following (i.e., parametric models
described in Chapter 5):

e A QoE model for HAS, where no stallings are assumed. This model, also discussed
in Section 5.2.3.3, can be found in [86] and it can be described by the following
formula:

QoE = 0.003 - %%6*t 4 2,498 (8-21)

where t is the percentage of time that the video was being played out at the highest
layer (here layer 3).

e A QoE model for video streaming over TCP, for the case that stallings occur. This
model, also discussed in Section 5.2.3.2, can be found in [65] and it is described as
follows:

QOE = 3.5:¢7(013:L+019N 4 15 (8-22)
where N is number of stalling events and L is the stalling length.

For the purposes of this scenario we combine the two aforementioned models, so that
in case that no stalling has occurred, the former QoE model is used, while during and
after a stalling event, we use the latter.

8.3.4 Realization in the network

Although we are not going to delve into details regarding the realistic application of the
proposed framework into a mobile cellular network, we will give some insights. This
discussion concerns the type of cross-layer and cross-party context information that is
needed and how it may be acquired. The information, assumed to be known for this
approach, is:

e The existence of a tunnel (or any other physical coverage hole), namely the tunnel
starting and ending point (or, equivalently, its duration). This information is taken into
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account by the enhanced HAS strategy to find the appropriate activation time. The
acquisition of such information is considered realistically possible, since terrain maps
are/can be easily available at mobile phones. Alternatively, “Big Data” can empower
the collection of such information.

¢ Information about the user’s direction and speed is required to predict whether the
user will pass through a tunnel. This is also available via Global Positioning System
(GPS) information (current location, speed and trajectory combined with a terrain
map) and it may be estimated by the device itself by a path prediction algorithm.

e The minimum advance time t,4, Or distance x,4, at which the user needs to activate
the proactive HAS strategy. These estimations mainly depend on the tunnel
duration, the user speed and the user’s perception of the network data rate. Since
the user is capable of knowing about the existence of a tunnel a priori, he can
estimate b, based on Eq. (8-4) and then t,4, based on Eq. (8-6). Therefore, the user
is able to activate the enhanced HAS mode on t,4, Without any network assistance,
and hence, avoid/minimize the stalling occurrence.

e The standard information required for HAS is needed as well, namely information
about the available video segments (acquired from the server), an estimation of the
available network bandwidth for this user (estimated at the client as the size of
downloaded segments over the time required to download those), and the current
buffer state, which is also known at the client’s application.

As far as the need for “Big Data” mentioned before is concerned, this may take two
forms: Either they could be data collected at the device itself, as a user usually has the
same travel profile every day and, therefore, learns about any coverage problems on his
way, or, the data are collected at a central network point (e.g., at a base station or a
server) through measurements collected by any devices passing from there. Actually, in
LTE networks, such measurements are already available via CQIs. CQIs report to the
eNB the quality of the received signals (SINR) using values between 1 (worst) and 15
(best). Currently, CQIs are used only for real-time decisions such as scheduling;
however, we may envision that CQIs may be collected by an eNB on a longer-term time
scale (days or weeks) and be used in order to create a “coverage profile” of the cell.
Following such past information, proactive measures could be taken at a cell for users
travelling towards problematic areas (e.g., a physical tunnel ahead).

8.4 Evaluation

For the purposes of evaluation, we use Matlab simulation. We have implemented the
client’s buffer using a queuing model, where the downloaded segments are considered
as arrivals, and the played segments as departures. To simulate the network traffic, we
rely on real traces recorded from a network, namely on a realistic traffic pattern
recorded in a vehicular mobility scenario by [108]. Moreover, to simulate congestion we
use the parameter “bandwidth factor” [86], which is a metric of the network
congestion/traffic and takes values between 0 and 1 (the higher this factor the lower the
congestion).

For the purposes of this simulation, the following parameter values have been
considered (Table 16):

Table 16: Basic simulation parameters for tunnel HAS scenario.

Parameter Value

Segment duration 2 sec

Number of video segments 350
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Available representations (layers) per segment 3

Buffer playout threshold (initial delay) 10 segments

Buffer size Unlimited

Tunnel starting point 200 sec after sim start
Tunnel duration [0..400] sec

HAS policy sliding window 50 segments
Bandwidth factor 0.8

Network traces used 30 different traces [108]
alpha (beta) coefficient 0.95 (0.05)

8.4.1 Estimation of the minimum required advance time

First of all, we practically estimate the advance time, t,;,, when the user needs to
switch to the enhanced proactive HAS mode, and we study the impact of the tunnel
duration on this metric. Please note that in the proposed system model, the user will
execute the standard HAS strategy before t,;, and the context-aware HAS right after
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Figure 46: Minimum required advance time and distance to avoid a stalling event inside the
tunnel.
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The respective simulation results are presented in Figure 46a. We validate the expected
trend, namely that an increase in the tunnel duration mandates an earlier reaction by the
user (a higher t,4,), so that the enhanced HAS strategy has more time to overcome the
imminent network outage. It is also interesting to observe that the standard deviation
also increases for higher tunnel lengths, which means that the level of uncertainty is
higher in these circumstances. The reason is that any predicted estimation of the
network data rate for the future is riskier when there is a lot of time ahead before
entering the tunnel.

For a better understanding of the previous results, we plot the same scenario assuming
different travel speeds of the users and present the required x,4,, to avoid a stalling
(Figure 46b).
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Figure 47: With context awareness: Minimum required advance time to avoid a stalling event in
light of an outage event of 150 sec for various bandwidth factors.
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Figure 48: Without context awareness: Stalling probability for various bandwidth factors.

Next, we perform a study with respect to the availability of bandwidth, in order to
evaluate how HAS performs in bandwidth-challenging scenarios. Since we use real
traces as input information about the data rates in the network, we can indirectly
enforce a network congestion by multiplying the measured bandwidth with the
aforementioned bandwidth factor. Therefore, a low bandwidth factor emulates high
network congestion, whereas higher values indicate low congestion.

The purpose of the first study with regard to the bandwidth factor is to investigate how it
influences the minimum advance time t,q4, in the case of context awareness. The
results are presented in Figure 47. As demonstrated in this figure, for very low data
rates (e.g., a bandwidth factor of 0.2), the minimum required advance time gets higher,
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as the user would need a much greater time margin to proactively fill the buffer in light
of the outage, because the network is heavily congested. Moreover, the uncertainty in
this case is also very high. On the contrary, the more relaxed the network conditions,
the higher the margin for an early notification about the outage, while this practically
gets zero seconds (i.e., no notification is needed) when the network conditions are very
relaxed (bandwidth factor = 1).

Similar conclusions are drawn for the conventional context-unaware case with regard to
the stalling probabilities for different bandwidth factors, namely the less this factor, the
higher the stalling probability, as expected (Figure 48).

8.4.2 Proof of concept

Having estimated the appropriate advance times, next we conduct simulations that
serve as a proof of concept of the effectiveness of the context-aware HAS strategy. The
objective is to demonstrate how the proposed policy can indeed overcome an otherwise
inevitable buffer depletion in light of a connection outage (here, a tunnel) and thus,
prevent any stalling.

To prove that, we plot four different metrics: a) the client buffer size in bytes, b) the
client buffer size in seconds (i.e., playtime), c) the HAS layers that the client has
selected for each played out segment, and finally d) the QoE evolution in time for the
travelling user (in MOS). For the latter, we make the assumption that the QoE models
presented in Section 8.3.3 hold also in a real-time scale, and that the QoE model for
HAS holds for the tested scenario where three different layers are available per
segment. Real-time QOE estimation for a particular user means that QoE is estimated at
every time instant t using as input accumulated information about the percentage of
time that this user has already spent watching the video at layer 3 up to instant t, as
long as no stalling has occurred yet, or information about the number N and duration L
of stalling events since t =0 up to instant t, as long as at least one stalling has
occurred.

In Figure 49 we present: a) the conventional case, where no context awareness about
the outage event is available, and consequently, the standard HAS strategy is
continuously executed, b) the case where context awareness about the starting point
and duration of the outage event is available, which automatically leads to the selection
of the new HAS strategy after t,4,, and c) the optimal case “W+S” described in Section
8.3.1.

Looking at Figure 49a we can see that a stalling of around 80 sec is completely avoided
when context awareness is deployed, or when optimal knowledge is assumed (buffer is
never emptied). A similar conclusion is drawn by Figure 49b. The explanation behind
the prevention of the stalling lies in Figure 49c: In the “without context” case higher HAS
layers are selected as compared to the “with context” case. Having downloaded lower
HAS layers in the “with context” case, the buffer of the client is fuller in terms of playtime
than it would have been if higher HAS layers had been downloaded instead.

Compared to the optimal case “W+S”, Figure 49c shows that the number of switches in
the proposed strategy are more. The reason is that this number is not a decisive factor
in the proposed strategy (Section 8.3.2). However, as mentioned before, the impact of
switches on the user experience is much lower than the impact of the “time on the
highest layer”, which is the major QoE influence factor.

In fact, in terms of QOE, the proposed strategy performs very well (Figure 49d).
However, QoOE fluctuates more often, because, as shown in Figure 49c, layer 3 is not
selected continuously (as it happens in the optimal case), but frequently switches
among all layers.
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Figure 49d also reveals that even a single stalling event of a few seconds’ duration has
a significantly deteriorating impact on the perceived QoE, as compared to the selection
of lower HAS layers. Another observation worth mentioning, is that QoE values per
strategy follow the trend of layer selection: this is why the “context case” at some
periods reveals higher QoE than the “optimal” case (the former requests more layer 3
segments before the outage).
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Figure 49: Comparison of the standard HAS strategy, the context-aware HAS strategy and the
optimal solution “W+S”.

Comparing finally the enhanced HAS strategy with the optimal strategy “W+S”, we
observe that the latter does a better job in selecting higher quality layers (especially
layer 2 segments) up to the point of the outage start. The reason is that the optimal
strategy has full awareness of the future network conditions and thus, can take more
informed decisions that lead to the highest layer selection with zero stalling risk.

8.4.3 Comparison of different strategies

Next, we compare the behavior of the three different types of the optimal strategy (i.e.,
cases W / W+S / W+S+A, as described in Section 8.3.1) both among them, but also
with the context-aware strategy. In Figure 50a-Figure 50e, the percentage of time spent
on each of the three layers as well as the resulting number of switches and QoE are
presented per strategy. All four strategies follow a similar trend as bandwidth availability
increases, that is higher and higher layer 3 segments are selected, while lower and
lower layer 1 segments are selected. With respect to layer 2 segments, the behavior is
different when the bandwidth factor changes from 0.25 to 0.5 (increasing layer 2
selection) from when it changes from 0.5 to 1 (decreasing layer 2 selection). In terms of
QOE, all strategies operate at very close MOS values, while W+S+A performs slightly
better than all, in compliance with the higher layer 3 selection shown in Figure 50c.

Another interesting observation is that strategy W+S+A “avoids” layer 2 segments
almost completely. The reason behind that is that layer 2 in W+S+A is mostly used as a
“transition step”, used to switch to the lower layer 1 or higher layer 3, respecting the
objective to keep the amplitude of two sequential layers as low as possible. Eqg. (8-10)
gives the same priority to staying at the same layer and to switching to a “+1” or “-1”
layer. Perhaps, this is not necessarily the best action in terms of QoE, but there is no
complete HAS QoOE model to be able to build the perfect optimization function.
However, the optimization goal of low amplitude between successive layers holds. On
the contrary, strategy W+S tends to select many layer 2 segments, which is explained
by its goal to minimize the switches and thus operate at a stable but safe level. We have
also tested a “W+A” optimal strategy (not mentioned in Section 8.3.1), but this has been
found to cause too many quality switches; so, it was not considered any further.

It is important to note that no optimal strategy is considered “better” than the other. They
all represent how different optimization objectives behave under varying bandwidth
conditions. However, once a validated multi-parameter QoE model for HAS becomes
available in the future, the optimization problem could be revisited in order to consider
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not only the most decisive influence factors, but also the optimum weight per influence
factor.

In terms of quality switches caused, which is another QoE impairment factor, the
context-aware strategy and the optimal “W” strategy cause the highest number of
switches, since they do not take measures to prevent them (see Figure 50d). On the
contrary, the optimal W+S and optimal W+S+A strategies cause the least number of
switches. Between the last two, W+S+A causes more switches, as it puts equal priority
to mitigating switches and keeping the amplitude of any switches at a low level.
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Figure 50: Simulation results for various bandwidth factors for the three optimal cases W/ W+S/
W+S+A and the context-aware strategy.

8.4.4 The impact of unreliability of context information

In this section we study how unreliability in the context information influences the
probability of having a stalling event. In other words, we study how risky the proactive
HAS strategy is to lead to a stalling, when accurate information about the outage
starting point is missing or when it is impossible to have this information on time.

For the purposes of this experiment, we assume that the buffer of the user is not limited,
and therefore the user will continue to download as many bits as its connectivity to the
base station allows. As a consequence, the starting point of the outage plays an
important role, since the further away it is from the vehicle’s current location, the fuller
the buffer of the client will be under normal circumstances up to that point. Thus, also
the stalling probability will be lower. Overall, this study evaluates to what extent an
unexpected outage is mapped to a stalling probability.

The results under this perspective are presented in Figure 51. As expected, the further
away the outage, the less the stalling probability. This means, that the impact of
unreliability of context information is smaller, when there is more time ahead for the user
to react.

Nevertheless, even though we assumed an unlimited buffer, it might be more
meaningful to conduct the same study assuming a limited buffer size of the client’s
application, which is a more realistic assumption. In that case, we would expect that the
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starting point of the outage would not play such a crucial role to the stalling probability,
but the maximum size of the buffer would. Note that a normal value for an upper
threshold in the number of buffered segments would be 50 segments. However, this
study still provides some insights about the impact of unexpectancy regarding the
outage starting point.
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Figure 51: The impact of the outage starting point on the stalling probability.

Next, we would like to investigate what happens if the context information is not
communicated to the client as 100% accurate or, similarly, if it is not communicated
early enough in advance (so it is accurately communicated but with some delay).
Specifically, we assume that the information about the t,;, deviates from its mean
value, as this was estimated in Section 8.4.1. This mean value is considered to
represent a “0% deviation” in the following figures. From Figure 52a and Figure 52b,
which represent the stalling probability and stalling duration respectively, we draw two
main conclusions. Firstly, we confirm that the mean values of t,;, are not enough to
prevent a stalling, due to the fact that standard deviations have not been taken into
account. In fact, as presented in Section 8.4.1, the standard deviations are higher for
larger outage lengths and thus we observe higher stalling probabilities for the 0% values
(compare the three plots per figure).

A second important conclusion, which is the emphasis of this simulation study, is that a
potential uncertainty in this context information can lead to inevitable stallings. This is
interpreted both in terms of stalling probabilities and stalling lengths. This emphasizes
the need for accurate and timely context information, which also takes into account
statistical metrics such as the standard deviation.
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Figure 52: Stalling effects when t,4,, deviates from its mean value.
8.5 Conclusions and future work

In this chapter, we have presented an enhanced context-aware HAS strategy,
complementary to any standard HAS approach implementation. The proposed policy
can successfully help a client’s application be better prepared for an inevitable service
outage and therefore be in the position to proactively minimize any negative impact on
the viewing experience. Since HAS is considered a major trend in HTTP video
streaming these days, we believe that proactive strategies such as the one proposed
here will become available in real systems.

The proposed HAS strategy may run independently at the user device, relying solely on
information that can be collected in a realistic environment. Therefore, it would be
feasible to implement a smart “app” that runs at the user device and utilizes context and
cross-layer information (map, speed, GPS, etc.). Such an app could then give the
streaming user the power to prevent or minimize video stalling in light of a well-known
coverage hole, such as a tunnel or a metro line.

Furthermore, the idea introduced in this study can be seen as a video stalling alert
mechanism (at t,4,), and as such, it can be exploited in multiple ways. The proposed
HAS strategy described here is just one possible method, but other approaches may be
also possible: e.g., a strategy altering the buffer size of the client, or, even the
implementation of a pop-up notification at the user device, warning about an inevitable
video stalling and requesting for a user action.

It is also worth noting that even though this work focused on outage conditions of zero
bandwidth, we could easily extend this solution to a more general problem where
bandwidth may be insufficient (but not zero). Similarly, the same problem could be
adjusted for cases of an imminent service disruption such as a handover, where the
aforementioned HAS strategy can help prevent stallings during the disruption period
(i.e., the handover period). This may become possible by exploiting handover-hinting
information, a priori. In this way, the user will be better prepared for a potential
interruption in his viewing experience.

It would be also interesting as future work to study a scenario of more than one mobile
video streaming users using HAS, and investigate how the decisions of one user
potentially affect the others. Stability and fairness issues, together with QoE analysis
would be of great interest in this case. Also, in future works, it would be interesting to
study HAS scenarios that rely on different context information, such as social context
(e.g., Flash Crowd formation) or economic context (e.g., adjusting video consumption to
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a user’s data plan). Furthermore, it would be valuable to make the proposed strategy
more robust to QoE fluctuations.

Finally, as a general comment, we would like to point out that this work could be
revisited once a standard QoE model for HAS becomes available. In that case, we could
have the opportunity not only to produce a more accurate optimization problem, but also
to enhance the proposed HAS strategy, focusing on the key factors that mostly
influence the users’ QoE.
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9. QoE-SDN APP: A RATE-GUIDED QoE-AWARE SDN-APP FOR HTTP
ADAPTIVE VIDEO STREAMING

While video streaming has dominated the Internet traffic, Video Service Providers
(VSPs) compete on how to assure the best QOE to their customers. HAS has become
the de facto way that helps VSPs work-around potential network bottlenecks that
inevitably cause stallings. However, HAS-alone cannot guarantee a seamless viewing
experience, since this highly relies on the Mobile Network Operators’ (MNOs)
infrastructure and evolving network conditions. Software-Defined Networking (SDN) has
brought new perspectives to this traditional paradigm where VSPs and MNOs are
isolated, allowing the latter to open their network for more flexible, service-oriented
programmability. This chapter takes advantage of recent standardization trends in SDN
and proposes a programmable QOE-SDN APP, enabling network exposure feedback
from MNOs to VSPs towards network-aware video segment selection and caching, in
the context of HAS. A number of use cases, enabled by the QOE-SDN APP, are
designed to evaluate the proposed scheme, revealing QoE benefits for VSPs and
bandwidth savings for MNOs.

9.1 Introduction

The emerging 5G networks are expected to enable a service ecosystem that facilitates
new business opportunities, supporting also market players that do not necessarily own
a network infrastructure, such as verticals and service/application providers. Such a 5G
paradigm will scale-up further traffic volumes due to the mass adoption of content-rich
multimedia applications and cloud services, introducing stringent service requirements
in dense areas and on the move [84]. Alongside the launch of new 5G services
including massive Internet of Things (mloT), vehicular, and critical communications,
etc., 5G networks will diversify the desired performance requirements in terms of
throughput, latency, jitter, etc. This plethora of 5G services creates pressure for MNOs
who cannot simply react by overprovisioning the network infrastructure, since the
service race for the same set of resources is endless and the associated infrastructure
cost is tremendous. Instead, to assure that the best experience is always assigned and
follows a user, i.e., irrespective of location and network conditions, enhanced intelligent
QoE mechanisms are needed considering the service type specifics and network
conditions. Regardless of this immense potential, MNOs continue to offer only a
‘communication pipe”, while being in search for new business models to allow them to
enter the service/application provider market.

As multimedia services are dominating the mobile economy, an ever-increasing number
of VSPs such as Netflix, Amazon, YouTube, etc. is expected to contribute towards a
threefold grow of IP video traffic by 2021 [109]. New opportunities for video-related
services still arise, especially with 5G, e.g., augmented and virtual reality video, but also
outside the entertainment business with various verticals dependent on video such as e-
health, security, safety, etc. Currently, VSPs offer OTT services considering the
underlying infrastructure as a “black box” supporting best-effort services. HAS has
appeared as a work-around solution of VSPs to confront network bottlenecks by
dynamically controlling the rate at which video is offered, with the ultimate goal to avoid
stalling events, which constitute the most crucial QoE degrading factor [70]. Despite the
success in mitigating stallings, HAS may lead to an inevitably sub-optimal solution,
since: a) quality adjustments are done re-actively after the service has already
degraded, b) HAS tries to overcome a network problem without having any network
control, and c) it relies on the subjective and isolated user perception regarding
bandwidth availability.
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The high competitiveness in the VSP market as well as the large business potential
encourage service providers to find new means to offer higher QoE to their customers.
The World Economic Forum recognizes that MNOs need to launch new business
models, where they partner directly with various vertical markets (e.g., VSPSs), in the
direction of transforming their networks into more flexible, open, and customized
infrastructures, as well as providing differentiation in a software-based way [110]. MNOs
can therefore exploit their exclusively owned assets and capabilities, namely a) user
information, b) network conditions, and c) technological options relative to their
infrastructure, to create and offer additional services. Leveraging the benefit of such
information and by opening their networks for collaboration, MNOs can form new
business models considering network, user and service intelligence (e.g., regarding
congestion and location, big data related to users, etc.) as well as open Application
Programming Interfaces (APIs), enhancing the VSPs’ capabilities beyond just
application-level parameter control [111].

Currently, SDN [112]-[113] facilitates programmability and openness, enabling VSPs to
interact with the network layer via open APIs, which allows MNOs and VSPs to build a
close collaboration with a positive value for both stakeholders. In particular, the benefits
of such a collaboration paradigm via the means of SDN are identified as: a) VSP
customers are served with better QoE, enabled by the direct interaction among VSPs
and MNOs, b) application/service-awareness allows MNOs to manage network
resources more efficiently, and ¢) MNOs can get into the revenue loop of the APP
market, offering big data and QoE-related information through their open APIs to third
parties.

A SWOT analysis (Strengths, Weaknesses Opportunities, Threats) from the MNOs’
perspective is provided in Figure 53, elaborating on the Weaknesses and Threats in the
current Telecom status quo (where MNOs and VSPs are isolated), but also on the
Strengths and Opportunities that arise from eliminating such an isolation.

STRENGTHS WEAKNESSES

* In possession of unique assets about *  MNOs are traditionally strong in networking
customers: subscription plans, charging, rather than software technologies (which is a
location, communication habits, data weakness in the new era of SDN open APIs).
consumption, etc. ¢ The MNOs have not found ways to enter the

+  Owns infrastructure (wireless and wired part immense application market, and so continue
of the network: servers, routers, base stations, to play the role of a “communication pipe”.
etc.). »  Traditional MNO service provisioning is

oblivious to the QoE requirements and
characteristics of diverse video services.

SWOT
OPPORTUNITIES THREATS
« Conduct Big Data analytics regarding their + VSPs offer competitive services which are more
customers and sell those to 3rd parties. popular than the MNOs’ ones (e.g. Netflix vs.
+ Addnew services and functionalities. Cable TV, Viber vs. SMS, Skype vs. voice calls,
« Offered tiered QoS and QoE. etc.), thus replacing them.
«  Open up their networks through APIs as a way + Video services cause tremendous traffic increase
to launch new business potentials and improve over the MNOs' infrastructures.
customer QoE. + Although MNOs have to serve more traffic,

potentially resorting on costly updates of their
infrastructure, their profits remain unaffected.

Figure 53: SWOT analysis from the MNOs’ perspective.

The current work incentivizes and provides a technologically feasible realization of an
MNO-VSP collaboration, where feedback from the MNO is enabled and application-
awareness is enforced. A novel QOE-SDN APP is proposed, which can be flexibly
programmed and customized to assure the desired QoE for verticals, VSPs and OTT
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providers, relying on the specifications of the SDN paradigm. The analysis considered in
this study focuses on the case of video-on-demand with the objective to enhance the
HAS paradigm. In particular, in our approach a feedback mechanism is facilitated from
the MNO to the VSP, in order to enhance user QoE. This QoE enhancement is
achieved through proactive video selection and encoding, which accounts for the user
movement and the potential network conditions in the process of assigning the required
video encoding rate that reduces stalling probability. We complementary explore the
use of Multi-access Edge Computing (MEC) [114], which can cache HAS segments in
advance based on forecasted user mobility in order to enhance QoOE, while allowing
MNOs to utilize the network resources more efficiently. We formulate an optimization
problem with the objective of improving the user QOE. Moreover, we propose three
novel use cases in the context of HAS, unlocked by the proposed framework, which
incorporate mobility and rate guidance towards a better video encoding selection and a
more efficient video segment caching. A set of simulations in a realistic and challenging
mobile cellular environment demonstrate the added value of the proposed scheme, in
terms of QoE amelioration of VSPs’ customers and network resource savings for the
benefit of the MNOs.

The remainder of this chapter is summarized as follows. In Section 9.2, we review the
related state of the art in the areas of QOE provisioning in SDN-based environments.
Section 9.3 describes the proposed QoE-SDN APP, and the supporting SDN-based
architecture, including required APIs, components and operations. Then, Section 9.4
models the system and formulates an optimization problem of video encoding towards
improving user QoE and presents a mobility forecasting and rate estimation logic that
approach a real-time solution to this problem. Furthermore, Section 9.5 describes three
novel use cases in the context of HAS that are activated by the QOE-SDN APP,
presents the evaluation environment and respective QOE indicators, as well as the
evaluation results. Finally, Section 9.6 describes exploitation issues and concludes this
chapter.

9.2 Related work

The importance of QOE as a significant performance measure from the user's
perspective with respect to an application or service, which assists MNOs and
application/service providers to understand the overall quality of their services has been
discussed thoroughly in this thesis. Nevertheless, SDN brings some new perspectives
to QoE monitoring and management. More specifically, SDN, via the means of open
APIs, can offer programmability that enables service providers to obtain QOE measures
regarding the offered applications as well as the capability to interact with the network,
introducing adjustments on the networking resources considering also the application
requirements.

Preliminary SDN-based solutions considering QOE concentrate on the core and
transport networks taking advantage of the global network view to perform dynamic
traffic steering and optimal CDN selection. In [115], a jointly optimized path assignment
and service utility decision for multimedia flows is performed by OpenFlow considering
the resource requirements of competing services. Similarly, [116] improves the QoE of
video streaming applications using an SDN controller that monitors video QoE metrics
at the client side and dynamically selects delivery nodes via the means of traffic
engineering. In the context of HAS, [117] investigates three different network-assisted
video streaming approaches: a) Bandwidth Reservation, where optimal bandwidth slices
are assigned to video flows, b) Bitrate Guidance, where optimal video bit rates are
estimated centrally and then enforced to the users, and c) hybrid approaches, that
combine both. Such hybrid solutions are explored in [118]-[122]. SDNDASH [118] relies
on an SDN-based management and resource allocation architecture with the goal to
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maximize the QoE per user considering heterogeneous QoE requirements. Each user’s
adaptation logic is then based on a combination of optimal bit rate recommendations
and buffer levels. As an extension to this work, [119] proposes a more scalable
architecture, called SDNHAS, which estimates optimal QoE policies for groups of users
and requests a bandwidth constraint slice allocation, while providing encoding
recommendations to HAS players. Furthermore, [120] proposes a network application
controller, called Service Manager, which oversees video traffic and fairly allocates
network resources among competing HAS flows, while enforcing QoS guarantees. A
target bit rate is assigned to each client, which can be used as a reference in their
adaptation logic regarding the maximum encoding they should request. Then, [121]
considers caching, and proposes an SDN-based Adaptive Bit Rate (SABR) architecture,
where video users are informed regarding each cache’s content as well as get a short-
term prediction of the bottleneck bandwidth to reach each cache, so that their
adaptation decisions are better. In parallel, OpenFlow guides routing between clients
and selected caches. Finally, [122] proposes an OpenFlow-assisted QoE Fairness
Framework (QFF), with the objective to fairly optimize QoE among HAS clients with
heterogeneous device requirements, expressed via bitrate-to-QoE utility functions. Our
QOE-SDN APP adopts joint network and application programmability via the means of
open APIs, but in contrary to all previous approaches, we concentrate our efforts on
mobile networks, which require a higher flexibility due to constantly evolving network
dynamics. Moreover, our approach guides HAS-related decisions considering also
longer-term forecasted information regarding user mobility and network load. A point-by-
point comparison with aforementioned SDN-based HAS solutions is presented at Table
17.

Table 17: Comparison of SDN-based HAS solutions.

Solution Approach | Network | Prediction HAS strategy Asset Weakness SDN add-on
Internal and
A Bentaleb et U_pper bounded Optimized QoE A new user external SDN-
al. [118]- Hybrid Fixed No bit rate _ per user, U_ser pommunn_:atlon based
; recommendation | heterogeneity interface is resource
[119] '
and buffer level support required management
components
J.W. Target bit rate Ec)i(g“(t:eltttion gjsrzrg?g?/vti?h HAS-aware
Kleinrouweler | Hybrid Fixed No pushed to each P . perat Service
assistance with the Service
et al. [120] user fai - Manager
airness criteria Manager
User assisted Video segment g\/gg?ﬁ ad due
D. Bhat et al Short-term | with information decision bandwidth and
) ’ Hybrid Fixed prediction about cache remains at the SABR module
[121] ) . , cache
(ARIMA) location and link | user’s control 0CeLDANG
bandwidth (scalable) pancy
monitoring
Utility functions
P. esthat | Heterogenety | calouited ana | Orchestiating
Georgopoulos | Hybrid Fixed No . 9 y OpenFlow
ensure fairness support, stored for all
et al. [122] - . module
pushed to users | Fairness video content at
each resolution
Network
exposure
Longer- feedback
. . Assumes
QOE-SDN B|tr_ate Mobile term Rate_—gylded, enabled, VSP-MNO QOE-SDN APP
APP Guidance (cluster prediction-based laborati
based) No change collaboration
needed at HAS
clients

For RANs, the notion of flexibility and programmability goes beyond the standard
processes of routing and forwarding, due to mobility, load and radio conditions and,
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hence, the role of SDN is crucial for auguring QoE. One of the earliest proposals for
softwarizing the access network (and not just the core network) has been elaborated in
[123], where the “SoftRAN” vision is described. The SoftRAN architecture describes a
software-defined controller that abstracts physical base stations, while it conducts radio
access mechanisms such as load and interference management in a logically
centralized manner. Other examples in the direction of “Software-Defined Mobile
Networks (SDMN)” are described in [124], where the technical- and business-added
value of such schemes is thoroughly analyzed. Furthermore, a flexible 5G RAN
architecture based on software-defined control is proposed in [125], where a QoE/QoS
mapping and monitoring function dictates the way in which the radio or core networks
are (re)configured with respect to the decomposition and allocation of Virtual Network
Functions (VNFs). However, the use of SDN in these proposals focuses on MNOS’
efficient resource management considering the requirements of the application but not
actively interacting with third parties (e.g., VSPs), nor leveraging the capabilities of
VSPs.

Assuring a desired QoE in mobile networks may also involve admission control and
policy provision, where new connections will be restricted, or existing ones will be
handed over, based on QOoE criteria. Such mechanisms are explored considering
femtocell networks in [126], where a “Qo0S/QOE mapper” creates a statistical profile of
relevant QoS metrics (e.g., bandwidth availability) and maps this to user satisfaction,
defining a QoE-based admission control policy. Moreover, in the context of HAS, [127]
describes a novel mobile edge function for transcoding video segments on-the-fly, in the
case that this requirement is triggered by a QoE assessor, while [128] introduces an
SDN-enabled resource allocation mechanism, called UFair, to fairly orchestrate
resources among competing HAS flows.

The adoption of SDN logic in a network can also serve the purposes of application
awareness and data analytics. For instance, [129] envisions an architecture relying on a
“Video Quality Application”, which queries information regarding video content, client
information, and network data in order to help the operators better understand their
network (e.g., congestion points) through QoE analytics. QoE analytics may also result
in a user recommendation engine, as proposed in the case of the “u-map” system [130],
where user collected subjective and objective quality metrics are uploaded in the u-map
server, followed by feedback to the users regarding the performance of provided
services in a specific region. In this study, we build-up on our previous work in [131],
introducing a QoE-SDN APP that allows VSPs to program and control the desired QoE
with the assistance of the MNO.

A collaboration model between OTT parties and ISPs is also described in [132], but
from a revenue perspective, thus, proving the concept, viability and mutual benefit of
such collaboration paradigms. Also, [133], explores the MEC paradigm, proposing a
reference architecture for orchestration and management, where Channel State
Information (CSI) is sampled to enforce service-level management.

The proposed QoE-SDN APP allows MNOs to dynamically provide network capability
exposure feedback to the corresponding VSP based on mobility and rate forecasting
mechanisms, proactively guiding in this way the video segment distribution towards
particular edge caches as well as the video segment encoding, in order to avoid stalling
events.

9.3 VSP-MNO collaboration architecture: The QoE-SDN APP

9.3.1 VSP-MNO collaboration possibilities
Multiple use cases can be envisioned depending on the level and type of interactions
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between the MNO and VSP parties. In Table 18 we describe all possible interaction
types, as foreseen by the insightful position paper [134] and complement them with the
description of concrete QOE management possibilities. As it can be seen in this Table,
various and different management decisions can be taken based on the use case, e.g.,
either a) by the VSP provider (e.g., change the resolution of an HTTP Adaptive Stream -
“Application self-optimization” use case), or b) by the MNO (e.g., priority in scheduling -
“Application controls network” use case), etc.

Table 18: QoE management possibilities in the VSP-MNO collaboration paradigm.

Interaction . . .
type/Use case Direction QoE management possibilities
- Application tuning, e.g., live encoding of a
video on the video server, based on
Application Information: MNO to information about the current or predlc_ted
VSP status of the network (i.e., encoding will no
self- | b K ; h |
optimization c & within VSP onger be networ -agnostlc)._T en QoE contro
ontrol: within will be possible through application means
(e.g., change the video resolution / encoding
or affect user application decisions).
- Update of the network infrastructure and
Information: VSP to anchor points based on traffic requirements
Network self- MNO imposed by VSPs.
optimization . _ . _
Control: within MNO - Higher efficiency in resource usage (e.g., cell
planning).
- The VSP instructs the MNO about the
handling of specific users’ flows (e.g., because
a user is “premium”, or a flow requires
attention). Then any network engineering
I Information: MNO to mechanisms based on the different QoE
Application ' requirements will be triggered. For instance:
controls VSP equirements will be triggered. For instance:
network Control: VSP to MNO a) At access network: Admission control /
Mobility management / etc.
b) At core network: Change the bearer or
policy of certain flows / Select S-/PDN-GW /
Packet marking / Flow manipulation / etc.
Network Information: VSP to - Network asks application to virtualize a
MNO critical function / a server / a cache / etc. at a
controls oo : :
licati specific problematic location of the
Information: MNO to _ o o
o VSP and VSP to MNO - Jomt_optlmlza_tlon of netw_ork gnd application
Mediation by an intermediate central intelligent QoE
Control: VSP to MNO manager.
and MNO to VSP
Offline info Information: MNO to - Any potential use cases enabled by data
sharing VSP analytics.

As a characteristic example of a QOE management cycle in the VSP-MNO collaboration
paradigm, we describe the scenario where an MNO exposes information regarding its
assets and current state to the VSP, so that the latter can impose more informed

decisions that will be actualized by the MNO (i.e., “Application controls network” use
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case). In order to describe the logic behind this paradigm, we assume the use of the
three components of the QOE management cycle described in Section 3.3, i.e., the
QoE-Controller, QoE-Monitor and QoE-Manager.

Key in the “Application controls network” scenario is the QoE-Controller, which installs
“‘monitoring rules” at selected elements in the infrastructure network. The goal of these
rules is to collect particular input parameters that can be used by the QoE-Monitor to
estimate QoE for a specific service and/or user. The QoE-Monitor provides the
parameters for such rules and makes QOE estimations. Last, the QoE-Manager is
responsible for controlling the network in an elastic, QoE-driven way.

The overall scenario operates as follows (the flow of this procedure is depicted in Figure
54).

1. The QoE-Monitor, which is programmed by the VSP, periodically and/or on demand
requests the collection of specific KPIs from the MNO, through the QoE-Controller.

2. These requests are translated by the QoE-Controller into plausible
rules/requirements for the MNO and passed down to the network infrastructure.

3. The MNO collects the respective data by appropriate network elements and reports
them back to the QoE-Controller.

4. This information is sent back to the QoE-Monitor, where it is translated to QoE
‘language” (i.e., a MOS score or a quality metric), via a VSP-programmed QoE
assessment logic.

5. Based on the current use case, and if QoE is below a threshold (reactive case) or if
an imminent problem is identified (proactive case), network (and/or application) QoE
management mechanisms are triggered by the VSP.

6. These decisions are actualized by the QoE-Manager. In the “Application controls
network” use case, the actualization is done by the MNO via appropriate
instructions.
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Figure 54: Abstract QOE management flow cycle in a VSP-MNO collaboration paradigm.

Having described the abstract QOE management logic in a VSP-MNO collaboration
paradigm, next we propose a concrete SDN-based architecture that actualizes this
paradigm in a realistic way.
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9.3.2 Q0E-SDN APP functions and architecture

The QOE-SDN APP relies on the SDN architecture [112]-[113] allowing the SDN
controller to maintain a corresponding APP template. Such template offers VSPs the
opportunity to program their QoE requirements and QOE assessment logic once
subscribed. VSPs can then use the QoE-SDN APP to enhance their video segment
encoding and distribution procedures by getting network feedback exposed by the
MNOs. The VSP can contact the MNO to request the setup of the QoE-SDN APP via
conventional 3GPP management system means, i.e., through the Network Exposure
Function (NEF) [135] and an open API, such as GSMA OneAPI [136]. The NEF
provides authentication and secure access for VSPs, charging, as well as the means for
requesting the QoE-SDN APP. Once a VSP QoE-SDN APP request is authorized, the
network management system installs the corresponding SDN-related functions within
the SDN controller and within the corresponding Network Elements (NE), e.g., eNBs,
via the Coordinator function. The Coordinator is contacted through the conventional Itf-
N interface and Element Manager.

The basic functions of the QoE-SDN APP within the SDN controller are the following:

e VSP QoE Control Agent is a function that allows VSPs to collaborate with the
underlying MNO'’s infrastructure and resides within the SDN controller. It facilitates
the communication and control between the two parties, i.e., providing feedback to
the VSP regarding required encoding rates, and control capabilities related to the
data plane within the MNO infrastructure, here, in the context of HAS. The QoE
control agent uses a relative global view of the underlying network, i.e., a relative
RAN Information Base (RIB), considering the abstracted resources allocated to the
particular VSP via a Virtualizer component.

e QOE Assessment Logic is the core of the QOE-SDN APP, which can be
programmed by the VSP according to the application characteristics and
requirements. In particular, the VSP can provide the QOE estimation model and
associated parameters, the desired monitoring metrics as well as the policy for
retrieving such metrics, e.g., monitoring periodicity, etc. These QOE estimation
models, which are different per service type, are programmed by the VSPs,
therefore, they can be easily updatable and manageable, as they constitute
proprietary (VSP-owned) or standardized (recommended by standardization bodies)
software functions.

The QoE assessment logic is responsible for: a) determining the QoE per application
using the MOS scale or appropriate application-specific KPIs, e.g., stalling events in
case of video streaming, b) instructing the Data Plane Control Function to introduce
alternations into the allocated network resources with the purpose of maximizing the
perceived QoOE, and c) determining guidance decisions for the VSP regarding the
encoding rate and caching strategy that should be adopted considering future user
mobility and network load. The QoE assessment logic relies on feedback collected
by the Data Plane Control Function from NE agents or from the MNO management
system.

Another significant process of the QoE assessment logic is user mobility forecasting
that determines future user positions considering the current location, duration of a
session and gravity points, i.e., areas with higher user concentration. Based on such
forecasted users’ locations, and with the assistance of a rate estimation function, the
traffic load can be determined at particular RAN points with respect to time, which
can be used to guide the encoding rate of VSP content and the video segment
distribution, considering also potential re-configurations of the network resources.
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e Policer defines the policy applied to the allocated resources of the VSP and
corresponding QOE-SDN APP.

The Data Plane Control Function operates on the allocated resources carrying out all
QOE-SDN APP processes related with data acquisition, video segment distribution and
potentially network resources’ programmability. The data acquisition process takes
place periodically or optionally, on-demand, and can also adjust the input type of
collected QoE data including its nature, i.e., real-time measurements or statistics, which
are retrieved via agents of specified NEs located in the RAN and in the core network
that can capture service-related parameters. These agents can be dynamically
configured considering topology changes, e.g., upon a user movement. The QoE-SDN
APP functionalities within each NE include a NE VSP QoE Control Agent and Policer,
which are responsible for carrying out QoE monitoring and policy processes on the
allocated resources, i.e., relative NE RIB, within the NE. In this way, each NE VSP QoE
Control Agent “represents” the VSP tenant over this NE. An overview of the QoE-SDN
APP architecture is illustrated in Figure 55.

QoE-SDN APP
Video Service Provider /

GSMA OneAPI Ir ‘] A-CPI
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N\
Network Exposure SDN Controller  Relative RIB E VIRIoE
- - Control Agent
unction
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Figure 55: QoE-SDN APP functions and architecture.

Moreover, the SDN controller can communicate with the 3GPP network management
system in order to collect the conventional network monitoring information such as
interference, load and other KPIs, which can be stored in a RIB creating a global
network view.

The Application-Controller Plane Interface (A-CPI) can facilitate programmability for the
VSPs in order to program the QoE assessment logic, while the Data-Controller Plane
Interface (D-CPI) offers the interaction means between the SDN controller and the
corresponding NE of the MNO, carrying out QoE monitoring as well as resource and
policy re-configuration instructions.

Related to the discussion of Section 9.3.1, we may map the QoE assessment logic to
the QoE-Monitor and QoE-Manager components, while the Data Plane Control Function
resembles the functionality of the QoOE-Controller. However, the borders of each
component are not strictly defined.
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9.4 System model and problem formulation

9.4.1 Generic problem formulation

The system under study, where the QOE-SDN APP will be integrated, is considered an
Orthogonal Frequency-Division Multiple Access (OFDMA) cellular network (e.g., LTE)
that consists of a ring topology of tri-sector eNBs. Each eNB serves the mobile UEs that
are located within its coverage, while handovers between eNBs are enforced as UEs
move. Each eNB is co-located with a MEC server, used for caching of video segments.

Initially, we formulate the per-user segment selection strategy of HAS logic as a
Knapsack optimization problem, using the optimization problem of Section 8.3.1 as a
basis (the notation slightly changes). We consider a video split into s =1..5 video
segments, while each segment is available in [ = 1..L quality layers. Moreover, there
are u=1..U mobile users in the system and m=1..M eNBs (and equal MEC
platforms). In this Knapsack problem, the value which quantifies the level of importance
associated with each decision is the quality layer. The higher the index of the quality
layer, the more valuable the solution. On the other hand, the cost of each decision is the
size of the video segment needed to transfer to satisfy it. The basic parameters of this
problem are represented as:

e v, = the value associated with segment s of quality [ (here: quality is the quality
layer index).

e ¢, = the cost associated with segment s of quality [ (here: the size of segment s of
quality 1).

e V(t) = the total data downloaded until moment t.

e R, = the achieved data rate per user u with respect to the eNB where the user is
attached (in bps).

e D, = the deadline of segment k, meaning that segment k needs to be downloaded
by that moment, otherwise a stalling will occur.

In order to estimate V (t), the information about the R,, is required, so:

V(t) =Ry *t (9-1)
Moreover, the deadline of segment k can be found as follows:
D,=Ty+kt,Vk=1.5 (9-2)

where T, is the video start-up delay (initial delay), and t is the segment duration. The
unknown optimization variable in this problem is x,,,;, Which represents the selection of
a segment with index number s of quality [ that is destined for user u from the eNB/MEC
m. It is a binary variable, namely a segment with index number s of quality [ is either
selected or not. Using the above notation, the optimization problem of segment
selection is formulated as follows:

M U S L
maximize z Z z z Vs Xmusl (9-3)

m=1u=1s=11=1

subject to:
Xmust € {0,1} (9-4)

L M
zzxmsl:l' Vu=1.UVs=1.5 (9-5)

=1 m=1
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M U k L
z Z zz CstXmust < V(Dy), Vk=1..8 (9-6)

m=1u=1s=11=1

Equation (9-3) expresses the optimization goal of maximizing the quality layers of the
segments selected, as those will bring higher video bit rates to the users. In terms of the
constraints imposed, equation (9-4) expresses the binary nature of the unknown
variable x,,,;, While equation (9-5) mandates that each user can request a segment at
only one quality layer and from only one MEC platform. Finally, the last constraint (9-6)
expresses the requirement that all segments need to be downloaded before their
deadline (on the right-hand side of (9-6) V(D)) expresses the maximum amount of data
that can be downloaded until the deadline of k, so as to prevent a stalling). This
optimization problem restricts the existence of any stalling events, due to constraint (9-
6). Therefore, if a stalling event is inevitable, then the optimization problem will be
infeasible, namely it will not be solved by an optimizer such as GUROBI.

All parameters in this problem are available when the proposed architecture is used.
Specifically:

e The QOE-SDN APP logic in the proposed architecture ensures the exposure of
feedback information about the expected rate per user, R,, which is in turn used to
estimate the downloaded data per user, V(t) using equation (9-1). The same
information about the R, is additionally used to estimate the initial delay per user (T,
in equation (9-2)).

e The rest of the input is known even in the state of the art case, namely information
about the video parameters vy; and cg; are provided by standard HAS protocols.

Nevertheless, solving this optimization problem requires a priori perfect knowledge of
R, for all users, and for the whole duration of the video streaming session (namely until
all segments S are downloaded), which is impossible in real networks. Also, each user’s
attached eNB, or equivalently each user’s serving MEC, need to be known a priori, for
the purposes of caching the appropriate segment (based on R,) to the appropriate
location.

What is more, in cases where stallings are inevitable, a solution to this problem will be
infeasible; therefore, it makes sense to propose novel algorithms that reduce stalling
probability (see use cases in Section 9.5). Finally, it is an NP-hard problem, not
complying to the real-time constraints that network operation mandates, especially
when scalability is an issue (e.g., many users in the system).

Next, a mobility prediction and rate estimation function are proposed, which manage to
estimate R,, in a real-time basis per user. Then, in Section 9.5 some novel use cases
are proposed that solve the segment selection and segment caching problem described
above in a realistic and real-time fashion, namely using information that can be
realistically acquired using the proposed architecture. These use cases also serve as a
proof of concept and demonstrator of the potential of the proposed architecture.

9.4.2 Mobility prediction function and rate adaptation heuristics

As commented above, this section provides a solution to the per-user segment selection
and segment caching problem. In particular, a mobility prediction solution and a rate
adaptation algorithm are provided for the segment-to-quality layer and segment-to-
eNB/MEC mapping problems. For this purpose, we have implemented a mobility
prediction algorithm based on the Self Similar Least-Action Walk (SLAW) mobility model
[137], taking advantage of the “clusters” introduced by this model, as described next.
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The SLAW mobility model is a realistic mobility pattern based on empirical studies of
real-life human-walk traces. One main property of SLAW is the existence of gravity
points or “clusters”, namely of popular points where users tend to accumulate with
certain probability (“self-similar waypoints”). This mobility model provides a realistic
outlook in terms of network traffic per square meter, as compared to random mobility
models. A real-life example of the behavior of the SLAW model is that users outside of a
mall (i.e., a gravity point) would tend to go inside this mall.

A SLAW mobility pattern is characterized by multiple parameters in terms of mobility
trace generation, which are: 1) the duration of trace generation, 2) the size of the
mobility area, 3) the number of visit-able waypoints, 4) the minimum and maximum
pause time of the mobile users and a levy exponent for pause time (parameter “beta”),
5) a “hurst parameter” determining the degree of self-similarity of waypoints, 6) a
clustering range, and 7) a parameter “alpha” that determines the probability of selecting
the next waypoint using the Least-Action Trip Planning (LATP) algorithm. Figure 56
presents an example of a produced SLAW mobility pattern using MATLAB. Overall,
SLAW creates challenging network conditions, since many users tend to be
accumulated close to each other, which means that one eNB will be asked to serve an
un-proportionally large amount of traffic (as compared to less realistic random mobility
patterns).
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Figure 56: SLAW mobility model snapshot.

In the proposed QoE-SDN APP, mobility prediction is introduced to guide QoE control
decisions at the VSP and network layer. The mobility prediction algorithm adopted is
based on SLAW'’s inherent characteristics and it runs per user, relying on information
that the MNO has at its disposal, i.e., the popularity of visited locations and the user
current positions. As far as the popularity of visited locations is concerned, this is
available from statistics kept at the MNO regarding previously visited locations of all
UEs. Regarding the UE current positions, these are already known by the MNO. Such
information can be fed to the QOE assessment logic via the SDN controller, which
communicates with the network management system via the Itf-N interface.

In detail, the mobility prediction algorithm uses as input the set w of visit-able waypoints
and the set ¢ of clusters, with the objective to find the next visited cluster per user,
based on the user’s current position p. All clusters that a user can potentially visit are
sorted by popularity, with the logic that more waypoints will be accumulated in the most
popular clusters. Each user is going to visit a total of v clusters, subject to the trace
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generation duration. Then for each user, the algorithm estimates the distances d(p, v)
between the user’s position p and the center of each yet unvisited cluster, c,, ordering
them in increasing distance from p. The predicted next movement will be towards the
cluster center at the smallest distance out of this list, while the exact position for the
next prediction interval will be a function of the user’s velocity and direction. Therefore,
the main concept of this mobility prediction algorithm is that users from one cluster will
tend to travel towards the closest most popular cluster.

The operation of the SLAW-based mobility prediction is illustrated in Algorithm 1:

Algorithm 1: SLAW-based mobility prediction

- Set of all waypoints based on SLAW pattern:w = {w;,i = 1..W}

- Set of all clusters ¢ = {cy, k = 1..C}, where ¢, = {w,,, ..., w;}, so that
d(w;,wj) < clustering range for allw; ; € ¢

- Set of visited clusters: v’

- Starting user waypoint: s € v’

- Present user waypoint: p = (xp,y,) € v’

-p&s

- Identify to which cluster ¢, the waypoint p belongs, v’ € ¢

- Set cluster_ratio (percentage of clusters to visit), velocity,
prediction_interval

forcluster = 1:C

- Calculate each cluster’s popularity as the number of waypoints per

cluster over the total clusters available: P = %

- Order the first ——=— number of clusters in descending popularity >
cluster_ratio

set v of clusters to visit
- Calculate cluster centers ¢: ¢ = mean(wyy,, ..., w;)
end for
while v is not empty do
- Calculate distances from p to the center ¢ of all unvisited clusters v:
d(p,v) = |lp — ¢||? forallv # v’
- Order clusters in increasing distance omitting the one with the least
distance (which is the current cluster)
- The next movement prediction is towards cluster ¢, which is the first
element of the previous vector
- Future predicted position: (x¢, yr) = (x, + velocity =
prediction_interval * cosg, y, + velocity = prediction_interval *

sing) where ¢ = tan‘1%
- vE v U
- v&< v-{c}
end while

Based on the user mobility prediction we then estimate the corresponding data rate in
order to identify and proactively handle congestion conditions in the RAN, considering
bandwidth conditions on a cluster-basis, as elaborated in Algorithm 2. Algorithm 2 uses
as input the mobility prediction estimations, which reveal the set of clusters that each
user can potentially visit during a pre-defined future time window. Based on such
information, it can approximate the rate for each user as the mean data rate of the
cluster that it will reach. In this way, when a user moves from a low-congested to a
higher-congested cluster, the estimated data rate will be conservative (ensuring no
stalling events), i.e., it may be predicted lower compared to what each user would
subjectively perceive, since this prediction will be based on the mean data rate of the to-
be-visited cluster.

A similar idea may be found in [138], where a mobility-prediction-aware bandwidth
reservation scheme is proposed. This scheme predicts when a user will perform
handovers along his movement path, while a rate estimation scheme calculates the
available bandwidth along this path in order to drive call admission control with QoS
guarantees for ongoing calls.
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Algorithm 2: Congestion-aware proactive rate estimation

- Set of future predicted positions per user f = (xf,¥f)

- Set of cluster centers ¢

foruser = 1:all

for step = current_tti: current_tti + prediction_interval
Read the next predicted position of the UE: f = (xf,yf)
Find cluster k closest to this position: arg,min{||f — ¢ |I*}
Identify other users belonging to the same cluster k
Estimate the mean data rate from all users in the cluster, r,
during the latest second

The predicted rate for this user for this step is equal to r

end for
end for

Such rate forecasting estimates can then help the QoE assessment logic to guide VSPs
to take proactive service provisioning decisions, as will be shown by the evaluation use
cases in the next section. The MNO, in turn, is aware of the achieved data rate per user,
as each user positively or negatively acknowledges the scheduled packets per TTI to
the serving eNB.

9.5 Simulation setup and evaluation analysis

9.5.1 Simulation setup

The performance evaluation is carried out using the Vienna simulator, a 3GPP-
compliant LTE system-level simulator [139], which inherently supports physical and
MAC layer stacks (channel models, fast fading, scheduling, etc.). Moreover, various
traffic types are supported in this simulator, namely VolP, file download, web browsing,
and video streaming (but not HAS). We have significantly extended this simulator
implementing the proposed QoE-SDN APP introducing the QoE assessment logic that
contains the mobility prediction and rate estimation algorithms, as well as the
corresponding SDN programmability functionalities for providing feedback to VSPs
regarding the HAS encoding rate and segment distribution. For the purposes of the
simulations, the complete end-to-end HAS logic (i.e., video file encodings at different
rates, streaming logic, user HAS strategies, user buffers with a maximum buffer size
and a minimum playout threshold, etc.) is adopted considering also caching logic within
eNBs that represent MEC platforms, while the user distribution and mobility are
implemented using the SLAW model. In parallel, QoE-related measurements and KPI
estimations are implemented, as well as the use cases presented next. For ensuring
fairness, Proportional Fair scheduling is used. The simulation specific parameters
regarding SLAW, network, and application parameters are summarized in Table 19.

Table 19: Basic simulation parameters for QOE-SDN APP use cases.

Parameter Value
SLAW parameters (their meaning is explained in [137])
Number of waypoints 1000
Hurst parameter 0.75
Alpha, Beta 3,1
Pause time 0 sec
Clustering range 50m
Trace generation time Set to simulation time of 1 min
Maximum area size Set to simulation area
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User speed

1.38 m/sec

Network parameters

Bandwidth available

20 MHz

Radio scheduler

Proportional fair

Network geometry

1 cell with 3 sectors

Inter-eNodeB distance 500 m
Number of mobile users 24 users
Initial user positions SLAW-based
Prediction interval 4 sec

Traffic distribution

FTP: 10%, HTTP: 10%, VolIP: 10%, Video
streaming: 70%

Application parameters

Max buffer size 64 sec
Min buffer playout threshold 2.5 sec
Segment duration 2 sec

Available video bit rates
(representations)

235, 375, 560, 750, 1050, 1750, 2350, 3000,
3850, 4300 kbps

First segment selection

At lowest quality layer

QOoE model

MOS =35~ (015:L+019)'N 4 15

Video utility model

VQ720p = —4.85 - Br, 7%%*7 4 1.011

Simulation parameters

Number of SLAW topologies tested per
use case

4 randomly created SLAW topologies

We concentrate our evaluation on HAS, considering both user and network KPIs. The
former include QoE-related metrics that the user perceives, while the latter focus on
overall network performance metrics.

User perspective: For the users’ experience, we use QOE insights extracted via
subjective experiments, which have led to the identification of the following main KPIs
affecting the video delivery quality [70]:

Stalling events, as elaborated in previous sections, refer to the interruption of video
playback that occurs when the playout buffer runs out, and they are the most
significant QoE degradation factor. According to the IQX hypothesis, and for the
case of YouTube, the relationship between QoE and QoS is:

MOS = 3.5~ (015 L+019)-N 4 15 (9-7)

where N and L are the number and duration of stalling events, as discussed
thoroughly in Section 5.2.3.2.

Video characteristics that shape QoE concentrate on the resolution and video bit
rate, i.e., a higher resolution and video bit rate result in more satisfied users. A video
utility model can be used to represent the video quality, using as input the video
resolution and mean bit rate [140]. For the cases of 720p videos, the video utility
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function is as follows:
VQ720p = —4.85 - Br, 747 + 1,011 (9-8)

where Br, is the video bit rate experienced by the user. Video utility takes values
between 0 and 1, where 1 represents the highest quality. Moreover, the percentage
of time at each quality layer that the user spent while watching a video is another
meaningful KPI, strongly correlated to the resulting video bit rate. Nevertheless, the
impact of unexpected stallings is much more severe than a controlled bandwidth
reduction on the video bit rate [141]; therefore, stallings are the main QOoOE
performance KPI we judge in the following evaluation subsection.

Network perspective: The average system throughput is a generic quality indicator
typically not sufficient to accurately capture the video streaming experience from a
network perspective. For instance, considering the following two extreme cases where:
a) all users are served with a medium-quality layer, versus b) half users are served with
a high-quality layer and half with a low-quality layer, both cases lead to the same
average experienced throughput. However, the QoE among users significantly differs.
Hence, a useful complementary KPI is fairness in the achieved QoE values (i.e., MOS),
which can be estimated using Jain’s index as follows, when there are U users in the
system:

(Xu=1M0S,)*
U- ZZ:l IVIOSu2

Another interesting KPI from the network perspective is the amount of network
resources (i.e., bandwidth) consumed to achieve a mean QoE performance. If, for
instance, specific techniques provide the same QoE level with others but at a lower
bandwidth cost, these would be preferred from the MNO as more efficient.

QoE fairness = (9-9)

9.5.2 Use cases enabled by the SDN QoE-APP

For our evaluation analysis, we adopted the following three use cases, considering first
the HAS segment selection enforcement problem, then the segment encoding and
placement (i.e., caching), and finally the proactive segment selection and placement.
These use cases fall into the Bitrate Guidance category [117].

In line with the proposed architecture (Section 9.3.2), the communication flow that
realizes the proposed use cases, once the QoE-SDN APP is setup by the VSP, is as
follows: (1) The QOE assessment logic requests a periodic estimate of the data rates
and positions of users of interest, i.e., VSP customers. An MNO can facilitate this
requirement by the Data Plane Control Function via the D-CPI interface. (2) The MNO
installs monitoring rules to any involved eNBs in order to collect and provide, in
response, this information back to the QoE assessment logic (namely, eNBs serve as
Network Elements). (3) The QoE assessment logic then predicts the data rate that each
monitored HAS user is expected to achieve, based on per-cluster rate forecasting and
mobility prediction (using Algorithms 1 and 2). (4) Finally, the QOE assessment logic
enforces the segment selection of each user (use case 1), the segment encoding and
placement (use case 2), or the proactive segment selection and placement (use case 3)
and passes this information to the VSP side by the QoOE control agent via the A-CPI
interface. In more detail:

1. Use case 1: Segment selection enforcement

This use case demonstrates the potential of assisting users in their HAS segment
selection decisions through the QoE-SDN APP. The information exposed by the MNOs
to the VSPs is meant to help users take better decisions reflecting how the user
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perceived rate is expected to evolve. Such a procedure can be useful in cases of
unexpected or rapid congestion, i.e., when the conventional segment selection
decisions might prove detrimental and lead to stalling events. The QoE assessment
logic collects the desired KPIs periodically and forecasts the expected rate based on the
estimated per-cluster rate and mobility prediction (using Algorithms 1 and 2). Such
estimated data rate is then used to guide the VSPs either by directly replacing the
segment selection of particular users if required, or by indirectly limiting their available
selection options (in the case video streaming is about to begin and the manifest file is
prepared). Therefore, the suggested segment selection enforcement that takes place
serially per user overrides the user’s selection and delivers a safer segment alternative.
Hence, the goal of this scheme is: a) to reduce stallings by proactively decreasing the
quality layer that a user has individually selected based on his current perception of the
network, if rate was overestimated, or b) to maximize the quality layer selection if rate
was underestimated.

Referring to the basic optimization problem of Section 9.4.1, the first use case provides
a real-time solution to the selection of x,,,s; segments. This estimation is based on
prediction-based values about the data rates R,, per UE, which are made periodically
available per prediction interval.

2. Use case 2: Segment encoding and placement

This use case considers the network-aware encoding and potential distribution of
segments to MECs based on expected network conditions within each eNB coverage
area. HAS traditionally requires the encoding of the video content at multiple bitrates
(quality layers), which are pre-defined. Since the content is encoded in a network-
agnostic way, it does not flexibly represent the current network conditions and load, nor
does it allow for differentiation among different cells with different conditions (or even for
differentiation in the same cell with timely variable congestion profiles).

Especially in cases of live video streaming, this implies a large waste of backhaul
resources: During live video, the video segments are periodically encoded at the pre-
defined available quality layers after they have been recorded, and then delivered to the
MECs close to the users. Caching video streams at all available quality layers results in
unnecessary backhaul resource waste, since some layers may never be requested due
to the specific network profile of the area each cache serves (e.g., high bit rate
representations will not be requested by users in a congested area).

Based on this observation, the novel opportunity arises to propose the flexible encoding
of video segments that better reflect the network resources that vary in time and place.
An example is the encoding and placement of very low video quality layers to high
congested cells, and of higher quality layers to cells with light traffic. The benefits of
such a scheme are twofold: a) backhaul resources will be saved, as only appropriate
video representations will be periodically cached, and b) by limiting the available
representations based on network congestion prediction, users will be indirectly led to
take HAS decisions closer to reality, potentially reducing stalling events and increasing
QoOE.

To enable such segment encoding and placement, the QoE assessment logic should
estimate the user expected rate at particular locations using Algorithms 1 and 2, and
communicate it to the corresponding VSP, so that eventually the VSP will self-configure
the content encoding based on this forecasting. Such segment encoding and placement
decisions will be valid for a next interval, and then the entire process will be repeated.
Therefore, in cases of live video streaming, such a procedure could lead to significant
backhaul bandwidth savings, as the non-placed, redundant quality layers are actually
savings for the backhaul MNO resource usage.
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Referring to the basic optimization problem of Section 9.4.1, the second use case
selects the x,,,; from a subset of available quality layers, therefore | = L,,,;.. L., Where
L. Ly are the discrete quality layers cached in MEC m. This subset of available
quality layers is determined by the R, of all users.

3. Use case 3: Proactive segment selection and placement

In contrary to use case 2 that periodically performs a massive caching of video
segments for all users, the third use case proactively enforces the caching of pre-
recorded (i.e., offline) video segments in advance destined for a user, i.e., before the
user requests a segment. The rational is to proactively cache appropriate segment
encodings (based on rate estimation) in appropriate edge cloud platforms or MEC
locations. This is done considering user’s mobility prediction, thus avoiding the backhaul
delay, that would be imposed when delivering a segment upon request instead of
proactively bringing it close to the edge, while regulating congestion on backhaul links.
In other words, the logic of this scheme is to proactively surpass the backhaul delay that
is inevitably imposed when transferring a segment on demand from its original location
to the network edge, thus makes users less prone to stallings. Such proactive segment
placement relies on the QOE assessment logic that provides the user expected rate at
particular locations using Algorithms 1 and 2. The appropriate segment is placed on the
MEC server closer to the user, considering the user mobility prediction with respect to a
predefined prediction window, and will be offered to the user replacing the original
segment selection that may lead to stalling events.

Referring to the basic optimization problem of Section 9.4.1, the third use case makes
the user segment selections x,,,; and caches this content at appropriate MEC
locations, diminishing backhaul delays related to the segment request.

9.5.3 Evaluation results

Simulations were conducted comparing the aforementioned use cases with a standard,
i.e., state of the art, version of HAS and with a conservative HAS variation that
introduces minimum stalling events. The evaluation process was performed for each
use case separately considering measurements in terms of various meaningful KPlIs,
i.e., mean video bit rate, mean quality layer downloaded, mean QoE, QoE fairness,
mean video utility, mean stalling probability, mean stalling duration, and average
stallings per user. For the second use case, we also measure the average number of
active layers and the bandwidth savings estimate.

1. Evaluation analysis of use case 1

Segment selection enforcement considers three different HAS variations: a) the
standard HAS, where always 10 representations are available per segment (this is the
baseline strategy), b) the rate-guided HAS, where the segment selection of each user is
guided by the QOE-SDN APP providing feedback to the VSP based on mobility- and
cluster-based rate estimations, and finally ¢) the minimum stallings HAS, where only the
lowest bit rate is requested (here 235 kbps per segment), leading to the least number of
stalling events at the cost of very low video bit rate. The latter case represents a
benchmark in terms of stalling events taking into account the specifics of the simulation
environment.

The evaluation results are illustrated in Figure 57 and in Table 20. Figure 57 presents:
a) the ECDF for mean video bit rate in the system, b) the average time spent viewing
the video on each quality layer, and c) the ECDF for mean user QoE in the MOS scale,
while Table 20 includes the mean values for various significant KPIs, such as mean
MQOS, stalling probability, video utility, fairness, etc.
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Figure 57: QOE-SDN APP - use case 1 evaluation results.

As shown in Figure 57a, the experienced mean video bit rate per user in the system is
higher for the standard case, followed by the rate-guided HAS (with the QoE-SDN APP)
and the minimum stallings HAS. This is due to the fact that the standard HAS case
allows users to select segments with a higher quality layer in contrast with the proposed
rate-guided HAS, which takes a more conservative approach, guiding users to select
segments with a lower quality, as shown in Figure 57b. However, the proposed rate-
guided HAS as well as the minimum stallings HAS, allow more segments (i.e., more
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playtime) to be buffered, preparing the video player better for imminent congestion and
worse channel conditions. Therefore, such higher quality layer selection for standard
HAS, is the result of overestimated subjective bandwidth calculations that mislead users
to request segments with a higher quality layer, and thus, eventually experience stalling
events. This effect is illustrated in Figure 57c, where the QoE model of Eqg. (9-7) gives
an estimation of the MOS as a function of the number and duration of stalling events,
showing the benefits in terms of QOE for the proposed rate-guided HAS. Since stalling
is the most important QoE shaping factor, such an improvement is highly desirable for
the users (and therefore, the VSPs). Finally, even though the minimum stallings HAS
leads to the lowest stalling rate (and thus, phenomenally higher QoE), it is not an
acceptable solution, since it completely ignores the adaptation logic of HAS providing no
video utility improvements even in low congestion scenarios.

Table 20: KPI estimations - Q0E-SDN APP use case 1.

Mean Mean quality Mean Mean Mean M Average
HAS . . QoE ] ; stalling .
logic video bit layer QoE fairness VI(.j.eO stallmg duration stallings
rate (bps) | downloaded (MOS) utility probability (sec) per user
Standard 2.47E+06 7.65 2.98 0.78 0.95 0.63 11.52 1.52
Rate- | ) 48E+06 4.10 3.64 0.83 0.91 0.41 16.33 0.61
guided ) ' ' ’ ’ ' ' '
Min
stallings 2.31E+05 1 4.46 0.93 0.85 0.15 13.76 0.21

2. Evaluation analysis of use case 2

Segment encoding and placement demonstrates high benefits in terms of QOE,
preserving a high video bit rate, while it can save backhaul capacity. As before, three
HAS variations are considered: a) the standard HAS, where all 10 quality layers are
encoded and cached, b) the rate-guided HAS, where the cached amount and video bit
rate of the quality layers are driven by per-cluster rate estimation, and c) the minimum
stallings HAS. Figure 58 and Table 21 illustrate the compared evaluation results.

Similarly to use case 1, the standard HAS provides the highest bit rate, since segments
with higher quality layers are selected (Figure 58a and Figure 58b) at the cost of QOoE,
since MOS is tightly connected to stalling events (Figure 58c). For the same reasons,
the minimum stallings HAS assures a better MOS since it always selects segments with
the lowest quality layer, which however impacts significantly the user-experienced video
bit rates and is not a viable adaptive video streaming logic.
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Figure 58: QOE-SDN APP - use case 2 evaluation results.

It is also observed, that the proposed rate-guided HAS not only provides a fair trade-off
between video bit rates and MOS, but it can also result in significant backhaul capacity
savings. Specifically, as presented in Table 21 (columns “Average number of active
layers” and “Bandwidth savings”), on average only 2.24 quality layers instead of all 10
quality layers need to be cached, leading to significant bandwidth savings. What is
more, such bandwidth savings are combined with higher QoE scores for the rate-guided
case, as the users are indirectly prevented from a plethora of stalling-prone segment
selections.

Table 21: KPI estimations - Q0E-SDN APP use case 2.

Mean Mean quality Mean Mean Mean Mean Average
HAS n n QoE ; : stalling .
logic video bit layer QoE fairness vu_j_eo stallmg duration stallings
rate (bps) | downloaded (MOS) utility probability (sec) per user
Standard | 2.71E+06 7.86 2.94 0.81 0.95 0.65 10.82 1.31
Rate-
: 2.01E+06 6.08 3.60 0.84 0.94 0.44 10.65 0.73
guided
il 229660 1 4.18 0.90 0.84 0.24 8.06 0.43
stallings
HAS . . .
logic Average number of active layers Bandwidth savings (bps)
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Standard 10
Rate-
quided 2.24 1.43E+07
Min
stallings 1

3. Evaluation analysis of use case 3

Proactive segment selection and placement studies the impact of proactive HAS
segment caching. For the purposes of evaluation, we introduce a simplistic backhaul
delay, which depends on the size of the transmitted segment, as:

Segment size
Backhaul delay = Bafkhaul —— (9-10)

in order to demonstrate the impact of the backhaul. The backhaul rate is set to 10Mbps
(i.e., the achieved backhaul rate per user on average), so that the access network
connectivity is not backhaul restricted (actually, the mean video bit rate is much less, as
shown in Table 22). As before, three HAS variations are considered, namely: a) the
standard HAS, where there is no proactive caching, b) the rate-guided HAS, where the
rate estimation is used to enforce the VSP segment selection, with the mobility
prediction guiding the proactive caching of these selected segments to the appropriate
MEC locations, and c) the minimum stallings HAS, that caches the lowest segment
quality layers only. The results obtained are showed in Figure 59 and Table 22.
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Figure 59: QoE-SDN APP - use case 3 evaluation results.

Similarly to the previous simulations, the proposed rate-guided HAS provides a better
balance in the achieved video bit rate and MOS compared to the standard and the
minimum stallings HAS strategies. It is also observed that stalling events are less likely
to occur when proactive caching is used. The reason for that, additionally to the benefits
of the rate-guided segment selection process, is that this scheme reduces the backhaul
delay that is required to fetch a video segment upon request; therefore, the user has
more chances of downloading this segment early enough, i.e., before the segment’s
deadline.

Table 22: KPI estimations - Q0E-SDN APP use case 3.

Mean Mean quality Mean Mean Mean Megn Average
HAS : : QoE . . stalling -
logic video bit layer QoE O — video stalling duration stallings
9 rate (bps) | downloaded (MOS) utility probability (sec) per user
Standard | 2.27E+06 7.01 2.63 0.76 0.92 0.71 10.77 1.69
Rale- | 1 5oE+06 4.96 3.31 0.80 0.87 0.49 11.95 0.84
guided ’ ) ) ' ' ’ ' ’
Min
stallings 2.24E+05 1 4.20 0.90 0.82 0.20 16.82 0.22

9.6 Conclusions

In this chapter, we have introduced a programmable QoE-SDN APP, based on the
openness and flexibility provided by the SDN paradigm. This QoE-SDN APP can serve
the customers of VSPs, improving their QoE by reducing the occurrence of the highly
undesirable stalling events. Focusing on HAS applications, and by running a mobility
forecasting and rate estimation function within the MNO’s domain, the proposed
scheme manages to significantly improve the QOE of video streaming users. This
improvement has been highlighted and quantified through the proposal and evaluation
of use cases for video segment encoding, selection and placement that are “unlocked”
by the proposed architecture. These techniques take advantage of network feedback
information exposed by the MNO related to the positions and data rates of mobile users,
in order to trade off stalling events with video bit rates, since the former have a much
stronger QOE impact. Based on the simulations conducted, the rate-guided HAS
strategies enforced by the QOE-SDN APP also ensure fairness among users, in parallel
to improving QOE.

Apart from the technical novelty of the proposed scheme, added business value is
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expected. Specifically, the introduction of the QOE-SDN APP has an impact not only on
the reputation of various service providers, but also on the revenues of the MNOs,
stemming from bandwidth savings and from direct financial benefits through API
exposure to service providers. The activation of the QOE-SDN APP can be on-demand,
rather than being an “always-on” function and can be programmed according to
particular service needs. For instance, some VSPs already differentiate their customers,
based on their subscription type, to gold or standard users; in this case, the QoE-SDN
APP can be triggered only for the former type of users. Similarly, the QoE-SDN APP
may be designed as an add-on feature, which customers can activate on-demand, and
for a limited amount of time, i.e., in the form of time-bounded purchased tokens or pay-
as-you-go schemes. When any of these schemes is recognized, then the QOE-SDN
APP and the accompanying QOoE management cycle will automatically instantiate the
essential monitoring and control actions within the MNO that will boost the customer
QoOE.

The need to improve the end-users’ experience together with the emergence of
technologies such as SDN, MEC and personalized network slicing, which enable such
improvements through service/application and user/OTT differentiation, pose a
challenge to net neutrality principles. The QoE-SDN APP offers a differentiated and
enhanced experience to the users of VSPs that choose to adopt it, in a broad sense.
However, it raises none net neutrality concerns, since in the context of the HAS use
cases, the QOE-SDN APP does not require any special traffic treatment to different
traffic flows by the MNO, such as prioritization against other traffic classes; it just
enables QoE assessment and network exposure feedback mechanism to VSPs that
helps them better handle video streaming.

Future work involves the real implementation of the proposed QoE-SDN APP on an
SDN testbed, to showcase the applicability of this scheme for real HAS services and
devices. Moreover, even though this study has concentrated on HAS, the benefits for
other types of services and verticals remain to be investigated.
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10. QoE TOWARDS 5G

5G is rapidly moving from vision to reality and there is already some consensus
regarding the technical requirements of 5G. According to the NGMN alliance, “5G is an
end-to-end ecosystem to enable a fully mobile and connected society. It empowers
value creation towards customers and partners, through existing and emerging use
cases, delivered with consistent experience, and enabled by sustainable business
models” [84]. This definition incorporates the importance that 5G gives on the user
experience (i.e., “consistent experience”), referring to the importance of seamless
service delivery. Service delivery in 5G should also account for the sheer diversity of
existing and emerging use cases as well as for the vast variety of demands per service
type. These requirements would only be addressed by a shift from system-centric to
user-centric architectures. Given this background, Section 10.1 identifies key QOE
requirements that need to be integrated in the 5G ecosystem and highlights the
importance of network designs that have the user at their epicenter. Then, Section 10.2
envisions the emergence of “experience packages” towards a 5G ecosystem that is
flexible and dynamic in terms of user experience.

10.1 QoE requirements in the 5G ecosystem

In this section, we sketch how the user experience should look like in the 5G ecosystem
by describing its desired QOE requirements. The main objective is to draw and
emphasize the necessity of these requirements as the only way to provide an excellent
and solid user experience, as expected by the next generation of cellular networks. It is
crucial, that these attributes are identified early enough, so as to push towards the
design of more user-centric networks, which will enable these requirements using
current or emerging technologies. With this objective, we identify that the user
experience in 5G ecosystems should have the next characteristics:

Consistency

The requirement for “consistency” has been clearly identified in the vision of NGMN. It
refers to the uninterrupted, seamless and invariable (or with as low variance as
possible), but still excellent quality of the offered service. Consistency spans across
many dimensions such as time, space, infrastructure, operator/vendor, end-device and
application. Therefore, a 5G user should expect to receive a continuous service, without
disruptions, and with limited fluctuations. Some of the main obstacles in achieving this
requirement in a mobile environment are the uncontrollable and unstable channel
conditions, the competition over the scarce spectrum resources and the high
heterogeneity and density of these networks, causing constant handovers and
unpredictable interference levels. To overcome these challenges, traditional network
management decisions have to be revisited and transformed to smarter, QoE-aware
mechanisms, as the ones proposed in the current thesis. Such mechanisms will then be
able to account for the impact of various QoS-based parameters on the user
experienced quality, and drive network operations accordingly. Note, that consistency
has been the motivation for the work conducted in Chapter 7.

Transparency

Transparency refers to the requirement of the network to “hide” its complexity and efforts
on delivering excellent and seamless quality to its customers. Best experience should
always follow the user, while he/she is spectrum and system agnostic. This means, that
although the user is considered to be the epicenter of a 5G network, his/her implicit input
or intervention in any network or service management decisions should be avoided. For
instance, even though providing a solid experience is a clearly subjective issue, the user
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is not expected to be actively involved in QOE measuring and monitoring procedures;
this should be done automatically by the network either by exploiting passive feedback
from the user’s application or device or by using network probes and DPI techniques.
This does not mean, however, that interactivity between the network and the user should
be avoided; on the contrary, such interactions should be present but limited to value-
adding occasions, i.e., when it is meaningful and somehow expected by the user. For
instance, the operator may ask for explicit user feedback regarding the experienced
guality, similar to how Skype does after a user has completed a video call.

Resource and energy efficient QoE-awareness

Adding QoE awareness and, in turn, implementing QoE-aware service and network
management, will inevitably introduce more complexity in the network. For instance,
periodic QoE probing and monitoring will have to be implemented in both edge and core
network nodes, increasing their battery consumption. Similarly, extra control signaling
overhead will be imposed in the access network, which may cause a resource-
insufficiency problem. Since enabling QoE in the network is translated to such resource
and energy costs, we need to make sure that the energy and resource costs per “QoE
unit” are maintained to a reasonable, minimum level. Opportunities to control these ratios
may stem from the science of human perception (Psychophysics), amongst others.
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Figure 60: QoE-driven resource scheduling sketch.

For instance, a simple idea towards a more efficient resource scheduling in terms of QoE
is given in Figure 60. This idea exploits the “area 2” of sinking QoE of the IQX hypothesis
[20]. Assume that User1 has been scheduled in a way that he/she achieves a QoS value
equal to q, (e.g., data rate). In parallel, another User2 achieves g5, where g, is better
than gq; (e.g., Userl has lower packet loss ratio or higher throughput), because, for
instance, he enjoys better channel conditions. At a later timeframe, and assuming that
the network has become more congested, the radio scheduler has to reduce the
allocated resources, say by 4QoS. The question is how to perform that in the most
efficient way. Widely used schedulers such as the Proportional Fair scheduler, account
only for QoS metrics, i.e., how to maximize the total system throughput considering also
some fairness among competing requests. Therefore, these schedulers see no
difference between a) shifting User1 from q;>q, (equals to a 4QoS; degradation) or b)
shifting User2 from g;—2q, (equals to a 4Qo0S, = 4QoS; degradation), since the resulting
QoS degradations in both cases are equal. In the QoE domain, though, this is no longer
a valid assumption. As observed in Figure 60, it is much preferable to shift User2 and

leave User1 unaffected, achieving in this way an overall system QoE gain (QoE gain -
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shaded area) which directly translates to more satisfied users on average. This problem
may be also solved in reverse, namely, for a presumed fixed 4QoE decrease, how to
save the most resources in the QoS domain (QoS gain - shaded area).

User personalization and service differentiation

Services provided over a 5G network should be tailored to specific users or user profiles.
The key to achieving this is through enabling QoE personalization inside the network.
Netflix already distinguishes among gold/silver/bronze users, based on their subscription
profiles, and configures the offered quality accordingly. However, explicitly paying for a
subscription profile and, thus, receiving correlate quality is just one possibility of enabling
QoE personalization. In fact, users may be equally (or more) interested in other aspects
such as low battery consumption, increased privacy, or low charges, and in general, they
may have different willingness-to-pay profiles. This claim is enforced by recent subjective
studies [142], where it has been shown that some users are willing to compromise the
quality they receive in order to spend less money, while others are willing to pay more
and more to receive “virtually” better quality (a “placebo effect”). Therefore, we may
envision 5G as a system that tries to comprehend its subscribers’ expectations and
differentiate the offered services accordingly. This will be further argued in the next
subsection.

Except for differentiation on a per-user basis, a differentiation per service and application
type is expected. QoE is tightly dependent on the type of application, and different QoE
requirements are needed for different applications. Therefore, it is required that the 5G
systems are flexible when serving diverse applications, tailoring their quality monitoring
and provisioning techniques a) according to the different influence factors per
application, b) according to the different impact and tolerability that the same QoS
parameters have on different applications, and c) according to the applications’
adaptability to varying network conditions.

To achieve this degree of personalization, the provisioned QoE in 5G networks should
account for the context of each communication session, which, as discussed in Section
8.1.2, is a very challenging task. A result of such personalization might be that, for
instance, high demanding users (e.g., business users) are prioritized over users who
would not perceive or care about some extra delays during their communication
sessions. Reaching such context-awareness may enable a more meaningful network
and service management and, thus, become a powerful tool of 5G networks.

10.2 The concept of “experience packages” in the 5G era

Handling QoE as a MOS value is not sufficient to meet the requirements of 5G
communication networks. In this direction, the concept of “experience package”
emerges. Experience packages may be configured and delivered in a way that fine-
grained differentiation is achieved, respecting the user, application and communication
context.

QoE should be provisioned in a way that users create the impression that the best
experience “always follows them”, regardless a) the application they use, b) the
communication context in which they are currently involved, and c) the current network
conditions. What is more, users are not uniform in their QOE expectations or
requirements. Their satisfaction with a service is the result of their psychology, cognitive
and psychophysical characteristics, and current state. Nevertheless, so far, mobile
cellular networks do not allow a fine-grained differentiation in the offered experience,
since:

e All users are represented by an “average user”.
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e Most applications are treated as best effort.

e The context of communication (e.g., task urgency, environment, billing, etc.) are not
actually taken into consideration in service provisioning.

Nevertheless, a rational development in the current communication paradigm as well as
a key for reaching 5G requirements is the support of user personalization, application
differentiation and quality adjustment based on the current communication scenario, as
also discussed before. User personalization is currently performed just by distinguishing
subscription profiles and configuring the offered quality accordingly. However, telecom
operators do not really engage in such a per-user differentiation on a monetary basis, at
least for the time being.

However, if we move one step further, we can consider QoE not only as a single MOS
value, but more generally as an “experience package”. For instance, we could easily
claim that a user is not only interested in receiving the best quality, but may be equally
(or more) interested in communicating in an energy-efficient way through his/her device,
in minimizing the charges imposed when using a service, in being prioritized for a
specific task with respect to another, in being served in the securest way possible, or in
combinations of the previous. Similarly, other dimensions can be integrated into an
experience package.

Capitalizing on this observation, we envision future architectures, where the network
builds “experience packages” based on actual communication scenarios and user
profiles. We assume that such profiles are built based on the users’ communication
habits, preferences, mobility patterns, physical environment, used equipment, etc.,
while a group of users will fit a specific profile. These profiles can be built offline, based
on accumulated information about the users, while they will be updated in case of
different or unusual user behavior. Once such a “pool of profiles” is deduced and
becomes available at the operator’s side, then configuring (i.e., tuning) the offered
“experience package” during any communication session is a 4-step process:

e Step 1. Match a user to a suitable profile based on demographics, preferences,
subscription types or other factors that are meaningful and measurable.

e Step 2: Derive the application unique characteristics and requirements, such as
tolerability and adaptability to various network conditions.

e Step 3: Deduce the context of the current communication session (based on
insights from the past, sensed environment, device info, etc.).

e Step 4: Finally, build an “experience package” in real-time upon service delivery,
which will remain valid throughout the user’s session. The package building decision
is inevitably a compromise between the requirements derived from steps 1-3 (i.e.,
demand) and the actual capabilities of the network in terms of momentary available
resources (i.e., supply).

Network state &
capabilities

Experience package

Figure 61: The process of building an experience package.

Therefore, as depicted in Figure 61, a network’s decision about how to build an
experience package is a function of a) the user profile, b) the specific application
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requirements, c) the current context, and on the other side, d) the current network state
and capabilities. The latter includes any restrictions or limitations in the network, such
as resource availability, current load, energy constraints, operator policies, etc. The
experience packages may be built at a central node within the operator’s core network,
while the 3GPP PCRF can be considered as a potential host of this procedure, as it is
already responsible for the creation of rules and policies for each subscriber [143].
Similarly, the Policy and Charging Enforcement Function (PCEF) and the Access
Network Discovery and Selection Function (ANDSF) can be considered as candidates
for the enforcement of these packages to the users.

An experience package does not refer to entities sent to the users. It is a reference of
how service provisioning should be adjusted per user's session in order to provide
special treatment. In that sense, it reminds of the QoS-centric “bearer” concept of LTE
[144], while it embraces much broader QoE-centric intelligence with respect to the user,
application and context. As a result, a user will perceive a much more personalized and
friendly experience, tailored to his/her specific session needs.

As an example, we consider experience packages as a weighted sum of the following
three dimensions: {QoE,price,energy cost}, while this sum is subject to the actual
network capabilities, i.e., Y3, weight; * dimension; < network_specific_value.

In Figure 62, we abstractly present five experience packages that derive from matching
these three weighted dimensions to the actual network capabilities (note that, for
simplicity, context and application awareness are ignored). We can observe various
possible configurations: Delivering experience package “1” puts more emphasis
(weight) on QOE, so it represents a situation where a user is mostly interested in quality,
regardless of the price- or energy-to-pay. Similarly, packages “2” and “3” represent
users who care more about charges and energy costs, respectively, at the expense of
quality. Finally, packages “4” and “5” imply some trade-offs between all dimensions,
subject to the current network conditions. In real-life, package “2” could lead to a
reduction of the video quality layers in a HAS session in order to reduce data
consumption and subsequent charges, while package “3” could handover a user’s
uplink to the closest access-point (e.g., femto- instead of macro-base station) to reduce
the device’s transmitted power.

A  Price
decrease

Experience
package 2

Experience
. package 5

QoE
increase
>

Experience
package 1

Energy cost decrease

Figure 62: Possible configurations of experience packages.

To enable the creation and empowerment of experience packages in a network, various
enablers can be called forth. First, a QoOE management entity is required that
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implements the functions of QoE collection, monitor and management (as described in
Chapter 3), that help evaluate and control the users’ QoE. In terms of QoE evaluation,
traditionally used models such as the E-model need to be confirmed or revisited (e.g.,
regarding the model's default values and permitted ranges), while new QoE estimation
models for the emerging services towards the 5G era, such as immersive and 360°
video, need to be created.

Apart from this, network slicing appears to play a key role [145]. The concept of slicing
has been proposed towards 5G as a way to handle the plethora of verticals that are
integrated into this new ecosystem. Slicing per vertical can be seen, however, as a
coarse-grained solution. We can however envision a more fine-grained slicing concept,
that is slicing per user, application and context. This would imply that two neighbor
users might be served by different softwarized-eNBs or softwarized-EPCs, on the basis
of successfully delivering each one’s experience packages. These decisions will be
driven by the creation of a fine-grained slice per user flow.

Resource allocation mechanisms also need to evolve in order to serve the experience
packages’ provisioning. Thinking “out of the box”, we may envision “elastic resources”
as a superset of spectrum, processing power, memory, energy, etc., namely of any
dimensions that build an experience package. Then, through the virtualization of elastic
resources in combination with an abstraction of the wireless medium, flexible
experience package provisioning could be enabled. However, technical feasibility and
challenges need to be addressed first.
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11. CONCLUSIONS AND FUTURE WORK

The introduction of QoOE intelligence and QoE-aware capabilities in mobile cellular
networks (e.g., LTE/LTE-A) changes the network management approach. Future
network management implements a QoE management cycle, where a) QoE-related
intelligence is gathered, b) QoE modeling and monitoring reveals the user satisfaction
level or warns about imminent problems, and finally, ¢) a QoE control procedure triggers
proactive or reactive actions to appropriate network elements and functions.

This thesis has dealt with the challenges arising from the need to integrate QOE
intelligence in a mobile cellular network, which mainly concern the real-time evaluation
of QOE, the improvement of existing network mechanisms, and the proposal of new
QoE-inspired algorithms, stemming from the inherent characteristics of QoE and the
non-linear impact of conventional QoS parameters on the user perception. Under this
perspective, the main achievements and results of this thesis, accompanied by potential
future research directions, are the following:

e A conceptual framework, which enables QoE provisioning in mobile cellular
networks. This framework is analyzed with respect to its design, its building blocks
and their interactions, while practical challenges regarding its adoption by network
operators are discussed. An evaluation of a simple QoE-based admission controller
serves as proof of concept and proof of potential of such a scheme. Nevertheless,
the exact integration of the proposed QOE provisioning cycle lies in the capabilities
and interests of the stakeholders, who would need to adopt this framework and
customize it according to specific requirements and needs.

— An interesting future direction related to this study would be the integration of
this QoE provisioning framework in upcoming 5G networks. Since the 5G
architecture is currently undergoing its early implementation phase, such a
QoE management cycle could become an integral part of this architecture, by
specifying exact access and core network components involved, as well as
functionalities and signaling required. For instance, the integration of QoE
logic in the Policy Control Function (PCF) of the 5G system architecture could
be investigated as an option, as according to [146] it supports unified policy
framework to govern network behavior and provides policy rules to Control
Plane function(s) to enforce them.

e The classification of QoE models and, mainly, the identification and evaluation of
parametric QOE models and KPIs that are appealing for the purposes of real-time
QOE evaluation of widely used services (i.e., VolP, online video, video streaming,
web browsing, Skype, IPTV and file download services). The input parameters of
these models allow their collection from various network elements, making this study
a handy tutorial towards practical QoE assessment in a network, and towards
understanding the impact of network decisions on the user’s perception.

— QoE modeling alone is a huge research area, which even non-networking
experts are thoroughly exploring. Therefore, future research on QOE
provisioning in communication networks needs to closely follow the advances
in the QOE modeling area, keeping an eye not only on newly standardized
models, but also on insights from new subjective experiments concerning
quality estimation and KPIs for new resource-hungry immersive services,
such as the 360° video, the 3D video and the Virtual Reality (VR) content.

e A network management scheme driven by QOE measurements in order to control
the operational mode of mobile users in LTE-A networks with D2D support. The
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signaling required to support this QoE-driven D2D management is proposed with
respect to 3GPP standards. Simulation results for a specific network deployment
demonstrate benefits for both operators and users, exhibiting an average user QoE
improvement of up to 35%, and a parallel cell throughput increase of up to 18%.
Such a QoE-driven scheme may become the enabler for introducing D2D into the
market, by allowing operators to qualify for justified and acceptable user charges,
when provisioning this new technology.

— The current study has focused on VolP communication between D2D users;
however, in the more general context of proximity services, scenarios related
to Vehicle-to-Vehicle (V2V) communications, Machine-to-Machine (M2M)
communications, commercial D2D discovery, or even public safety could be
considered. The main challenge in this direction is the proper definition of the
QOE concept under these different scenarios (e.g., QOE may be related to the
user comfort for the case of M2M applications) followed by the integration of
QOE centricity in their operation.

e A new, QoE-inspired radio scheduling logic that accounts for the impact of network
throughput fluctuations on QOE. This proposal stems from recent studies that
characterize “consistency” as a key QOE influence factor, neglected beforehand,
though. Evaluating and comparing conventional radio schedulers, we first reach to
the conclusion that fairness inherently favors consistency. Moving one step further,
we propose an inherently consistent scheduler, which further improves users’ QoE
by moderating throughput fluctuations, and by achieving higher minimum MOS
values compared to conventional schedulers. Overall, this study shows the
necessity to re-consider existing network mechanisms with the objective of providing
consistency, proposing in parallel this novel research direction for future works.

— This study has exploited some early insights regarding the impact of
consistency on user QoOE for interactive applications. Future work involves
following any potential new subjective experiments in this field that might
reveal updated QoE models, as well as studying the impact of consistency
when other applications or services are considered (e.g., immersive
services). Finally, there is still room to design more sophisticated fluctuations-
aware schedulers than the one proposed in this thesis, which optimize the
decision-making process, considering in parallel real-time constraints.

e A proactive context-aware HAS strategy complementary to any standard HAS
approach implementation, which, if activated on time, helps prevent stallings in light
of bandwidth-challenging situations. For the purposes of this study, the video quality
degradation problem is formulated analytically, followed by a thorough evaluation in
terms of HAS-related KPIs both for the optimal case, and for a real-time context-
aware implementation (e.g., per-layer percentage of video playout time, stalling
occurrence, etc.). This study reveals the potential of using context-awareness and
cross-layer information to serve conventional networking mechanisms, such as
HAS, and the impact of such approaches on the user QoE.

— Future work of interest concerns the study of parallel multiple mobile video
HAS users, who are competing for the same pool of spectrum resources. This
scenario includes, first of all, the study of how mobile users behave under
these competing conditions (e.g., a greedy HAS behavior might be revealed),
as well as the study of the network’s behavior in terms of stability (or
consistency), fairness and QoE. Assuming that an unfair, unstable or greedy
behavior is observed, novel centralized HAS management schemes could be
proposed to improve this phenomenon, elaborating, however, on the trade-
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offs between such centralized or semi-centralized approaches and current
fully distributed HAS strategies.

e A programmable QoE-SDN APP, and its accompanying SDN-based architecture
that promote and enable a technologically feasible realization of a collaboration
paradigm between service providers and mobile network operators. This QoE-SDN
APP can serve video service customers, improving their QoE by reducing the
occurrence of the highly undesirable stalling events. Focusing on HAS applications,
the potential of this architecture is highlighted through the proposal and evaluation of
three use cases unlocked by this architecture. In this paradigm, feedback about the
network throughput is provided to the VSP in order to redefine encoding, caching,
and per-user video segment selection in a network-gnostic, QoE-smarter way. This
study, therefore, incentivizes a futuristic (but probably inevitable) networking
paradigm, where service providers and network operators interact, for the mutual
interest of both parties.

— Future work regarding this study involves the real implementation of the
proposed QoE-SDN APP on an SDN testbed, to demonstrate the proof of
concept, applicability and measurable benefit of this scheme for real HAS
services and devices. Moreover, even though this study has concentrated on
HAS, the benefits for other types of services and verticals (other than mobile
broadband) remain to be investigated. Finally, the design of the QoE-SDN
APP needs to be constantly updated following the latest trends and
specifications of SDN.

¢ |dentification of the essential attributes that can shape QoE-centric networks
towards the 5G era, and introduction of the “experience package” concept.
Experience packages can lead to more personalized service provisioning to users,
considering not only technical parameters, but also the user profile and the context
of the communication.

— The discussion about experience packages has been left to a conceptual
level. Therefore, future work involves the investigation of practical realization
requirements, constraints and benefits from this concept.

It is worth mentioning, that an aspect not discussed in this thesis, but lately identified as
another key technology for QoE improvement of network services is Network Functions
Virtualization (NFV) [147]. Whereas SDN refers to the decoupling of the control and
data plane, allowing a network to be configured centrally in a software-based (i.e.,
flexible) way, NFV, on the other hand, enables the implementation of network functions
as software, which can then run on generic hardware, and can be moved or instantiated
in various locations in the network on demand. To achieve that, NFV configures the
available network-, storage- and processing- resources based on policies from a central
orchestration and management system. To leverage the advantages of this emerging
technology, a QoE orchestrator may be envisioned for network/service management as
an integral part of the ETSI Management and Orchestration (MANO) architecture, with
the objective to introduce user-centricity in this module.

As a general comment, the research conducted in this thesis has focused on the
integration of QOE to research topics that are currently under intense research interest
from academia and industry, such as D2D, HAS, radio scheduling and SDN. However,
this is just a subset of potential solutions that may be proposed, when QoE intelligence
is integrated into the real-time operation of a future network. Nevertheless, this thesis
provides valuable insights and useful findings in this direction, further encouraging
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research in the area of QOE characterization and provisioning in mobile cellular
networks.
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ABBREVIATIONS — ACRONYMS

3GPP 3rd Generation Partnership Project

A-CPI Application-Controller Plane Interface

ACR Absolute Category Rating

ACR-HR Absolute Category Rating with Hidden Reference
ADT Average Download Throughput

ANDSF Access Network Discovery and Selection Function
API Application Programming Interface

ARCU Application, Resource, Context and User

ARIMA Auto Regressive Integrated Moving Average
BET Blind Equal Throughput

BLER Block Error Ratio

BR Bit Rate

CDF Cumulative Distribution Function

CDN Content Distribution Network

CEM Customer Experience Management

CF Correcting Factor

CQl Channel Quality Indicator

CSl Channel State Information

D2D Device-to-Device

D-CPI Data-Controller Plane Interface

DL Downlink

DPI Deep Packet Inspection

DSCQS Double Stimulus Continuous Quality Scale

DSIS Double-Stimulus Impairment Scale

EADT Effective Average Download Throughput

ELA Experience Level Agreement

eNB evolved Node B

EPC Evolved Packet Core

ETSI European Telecommunications Standards Institute
E-UTRAN Evolved UMTS Terrestrial Radio Access Network
FDD Frequency Division Duplex

FR Full Reference

FR Frame Rate
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FTP File Transfer Protocol

GBR Guaranteed Bit Rate

GoP Group of Pictures

GoS Grade of Service

GPS Global Positioning System

GSM Global System for Mobile Communications

HAS HTTP Adaptive Streaming

HeNB Home evolved Node B

HTTP(S) Hypertext Transfer Protocol (Secure)

IETF Internet Engineering Task Force

IP Internet Protocol

IPTV Internet Protocol Television

10X Expo_nential Int_erdependency of Quality of Experience and
Quality of Service

ISP Internet Service Provider

ITU International Telecommunication Union

ITU-D ITU Telecommunication Development Sector

ITU-T ITU Telecommunication Standardization Sector

KPI Key Performance Indicator

KQI Key Quality Indicator

LATP Least-Action Trip Planning

LQO Listening Quality Opinion

LTD Low-Throughput Duration

LTE Long Term Evolution

LTE-A Long Term Evolution - Advanced

M2M Machine-to-Machine

MANO Management and Orchestration

MCP Major Configuration Parameter

MCS Modulation and Coding Scheme

MEC Multi-access Edge Computing

mloT massive Internet of Things

MNO Mobile Network Operator

MOS Mean Opinion Score

MPEG Moving Picture Experts Group

MPQM Moving Pictures Quality Metric

E. Liotou

182




Quality of Experience Characterization and Provisioning in Mobile Cellular Networks

MSE Mean Square Error

MT Maximum Throughput

NACK Negative Acknowledgment

NE Network Element

NEF Network Exposure Function

NGMN Next Generation Mobile Networks

NGN Next Generation Network

NR No Reference

OFDMA Orthogonal Frequency-Division Multiple Access
oTT Over-The-Top

P2P Peer-to-Peer

PC Pair Comparison

PCEF Policy and Charging Enforcement Function
PCRF Policy and Charging Rules Function

PDA Personal Digital Assistant

Egggﬂ / Physical Downlink/Uplink Control Channels
PDN-GW Packet Data Network Gateway

Egggn / Physical Downlink/Uplink Shared Channels
PER Packet Error Rate

PESQ Perceptual Evaluation of Speech Quality
PF Proportional Fair

PLC Packet Loss Concealment

PMI Precoding Matrix Indicator

POLQA Perceptual Objective Listening Quality Analysis
PSNR Peak Signal to Noise Ratio

PSQA Pseudo-Subjective Quality Assessment
PSQM Perceptual Speech Quality Measure

QFF QOE Fairness Framework

QoE Quiality of Experience

QoR Quality of Resilience

QoS Quiality of Service

QQVGA Quarter Quarter VGA

QVGA Quarter VGA

183

E. Liotou



Quality of Experience Characterization and Provisioning in Mobile Cellular Networks

RAN Radio Access Network

RB Resource Block

RF Resource Fair

RI Rank Indicator

RIB RAN Information Base

RNN Random Neural Network

RR Reduced Reference

RSS Received Signal Strength

RTCP-XR Real-Time Control Protocol-Extensive Report
RTP Real-time Transport Protocol

SABR SDN-based Adaptive Bit Rate

SBR Send Bitrate

SDMN Software-Defined Mobile Networks

SDN Software-Defined Networking

S-GW Serving Gateway

SINR Signal to Interference plus Noise Ratio

SIR Signal to Interference Ratio

SLA Service Level Agreement

SLAW Self Similar Least-Action Walk

SLTD Selective Low-Throughput Duration

SNR Signal to Noise Ratio

SSCQE Single Stimulus Continuous Quality Evaluation
SSIM Structural Similarity Index

SWOT Strengths, Weaknesses Opportunities, Threats
TCP Transmission Control Protocol

TELR Talker Echo Loudness Rating

TJ Throughput Jitter

TTI Transmission Time Interval

UDP User Datagram Protocol

UE User Equipment

UL Uplink

UMTS Universal Mobile Telecommunications System
UPN User Provided Networking

UX User Experience
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\AY Vehicle-to-Vehicle

VAD Voice Activity Detection
VGA Video Graphics Array
VNF Virtual Network Function
VoD Video on Demand

VolP Voice over IP

VOM Video Quality Metric
VQMT Video Quality Measurement Tool
VR Virtual Reality

VSP Video Service Provider
WFL Weber-Fechner Law
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