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 Dialog state tracking (DST) plays a critical role in cycle life of a task-

oriented dialogue system. DST represents the goals of the consumer at each 

step by dialogue and describes such objectives as a conceptual structure 

comprising slot-value pairs and dialogue actions that specifically improve the 

performance and effectiveness of dialogue systems. DST faces several 

challenges: diversity of linguistics, dynamic social context and the 

dissemination of the state of dialogue over candidate values both in slot 

values and in dialogue acts determined in ontology. In many turns during the 

dialogue, users indirectly refer to the previous utterances, and that produce a 

challenge to distinguishing and use of related dialogue history, Recent 

methods used and popular for that are ineffective. In this paper, we propose a 

dialogue historical context self-Attention framework for DST that recognizes 

relevant historical context by including previous user utterance beside current 

user utterances and previous system actions where specific slot-value piers 

variations and uses that together with weighted system utterance to 

outperform existing models by recognizing the related context and the 

relevance of a system utterance. For the evaluation of the proposed model the 

WoZ dataset was used. The implementation was attempted with the prior 

user utterance as a dialogue encoder and second by the additional score 

combined with all the candidate slot-value pairs in the context of previous 

user utterances and current utterances. The proposed model obtained 0.8 per 

cent better results than all state-of-the-art methods in the combined precision 

of the target, but this is not the turnaround challenge for the submission. 
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1. INTRODUCTION  

Dialog state tracking (DST) is a crucial part of task-oriented dialogue systems that track user 

objectives at each turn based on dialogue history. Task-oriented dialogue systems communicate with natural-

language users by talking to a voice interface or writing text to perform tasks they have in mind. Modern 

DST methods rely on models for deep learning. 

Proposals that are more recent have been made for several neural-based DST structures. In addition 

to handcrafts features, where a representation based on pre-trained word incrustations is computed to agree 

on such vectors, the neural faith tracker (NBT) model proposed to use depth learning (DNN) and 

convolutionary network (CNN) to calculate these representation vectors in order to learn feature appropriate 

https://creativecommons.org/licenses/by-sa/4.0/
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for each state by [1]. Nevertheless, multi-valued slots do not take into account all values, although this work 

may predict multiple potential values [2]. Zhong et al. (2018) proposed the GLAD model with self-attention-

based recurrent networks and simulated representations for each uterus and previous system behaviour, 

calculating a similarity to each slot-value [3]. This has improved GLAD architecture with the elimination of 

slot-dependent recurrent utterance networks and device intervention encoder and the use of an application 

vector globally conditioned encoder (GCE). In the last two approaches, however, distributors in the 

production system were still ineffective due to their failure to recognise and take the applicable context on 

board, while the work could identify the associated context. The purpose of DST is to predict the set of 

objectives that correspond to ontological products in user statements that are represented as slot-value pairs. 

This will become a complicated task when the lexical discrepancy is challenged dynamics of the context 

production, the distribution of the state of the dialogue, total pairs of candidates and dialogue actions 

described in conceptualization. We present here an improvement model used by [3], using the prior values in 

each spin, which form the state. To this end, the current and previous user statements have been merged and 

variations between them and ontology have been determined. 

 

 

2. RELATED WORK 

The methods of dialogue state monitoring can be divided into a rules-based approach, statistics and 

a deep learning system. The use rule-based heuristics and calculate the confidence scores of the N-best 

candidates produced to determine the correct dialogue states from the performance of the natural language 

comprehension module [4-7]. The purpose is monitor the details needed to track the status of the dialogue. 

Nevertheless, these principles are not collected automatically from actual information on a dialogue to 

involve careful tuning and responsive design attempts. Due to these techniques, the definition of dialogue 

states often leads to inaccuracy. 

Statistical methods for dialogue between the State Tracking [8-10] have been used to provide 

alternatives to crafted rules. Statistical approaches such as logistic regression and the Bayesian network for 

the accomplishment of high-performance monitoring and the implementation of a confidence evaluation of 

user information. These reports, however, have a common problem that every conversation, rather expensive 

computation, should be included in every. Recently, the use of deep learning techniques for dialogue tracking 

the state [1, 11-19]. In addition, others are able to understand specific user and system utterances and prior 

system actions to predict turnaround. 

First used for state tracking dialogues was the neural network [20]. Our research is important 

because, in a pipeline approach, the first attempt is to use a neural network to dialogue state tracking to 

obtain appropriate data from the user utterances. In the absence of the necessary user interpretation dialogue 

framework, these schemes can be used to accumulate errors separately within the language module. 

State Tracking Dialog results demonstrate the utility of learning to collectively interpret speech and 

monitor dialogue [14, 18, 19]. These solutions are extracted from the N-Best list developed by the automated 

speech recognition programme. By avoiding error build-up from the comprehension dimension of the 

original language. Such frameworks include the use of common tagings to override unique slot forms and 

values, as well as handcrafted procedural dictionaries. Nevertheless, such models rely on handcrafted features 

and complicated domain-specific lexicons, which are difficult to scale for each form of slot and therefore 

difficult to apply to new domains. 

Recent state-of - the-art projections for DST predicted the condition of every transition by observing 

uniform consumer and machine utterances representations. Nevertheless, the efficiency of these schemes is 

low in the unusual and unfamiliar slot values that have recently been addressed by local slot encoders [3] and 

the pointer network [21]. 

The Global-Local Self-Attention Encoder model as [2] suggested recurrent self-attention networks 

with a computed representation by comparing the similarities of every slot value to each user utterance and 

prior device behaviour. [3] improved global-local self-care encoder structure by eliminating slot-based 

recurrent voice networks and system encoders and using a global-conditioned embedded slot style encoder. 

Nevertheless, because of their lack of activity in understanding and incorporating the relevant context, these 

approaches were not successful in the production system, while this research may understand the connecting 

sense. 

 

 

3. PROPOSED MODEL 

We present the proposed model in this section. Section 3.1 first explains the recently proposed 

architecture of GCE [3], followed by the proposed encoder in Section 3.2 then the model scour in Section 3.3. 
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3.1. Globally conditioned encoder (GCE) 

Each encoder input is represented as a representation of the vector(C). In the GCE model there is the 

two-way LSTM system [22] and all slots which are shared to achieve a sequence of hidden states by 

encrypting the input sequence, shaded by a self attention layer [23]. The GCE approach takes into account 

user expression and the previous system action for model learning. However, in our work, we used a GCE 

approach to learn distribution of Slot Value Pairs and context, not only current user utterances and previous 

system actions but also previous user utterance. 

 

3.2. Encoder model 

We followed the proposed architecture for calculation of each slot value pair's encoder, user 

utterance and previous system actions at GCE. However, we use an additional encoder to extract the history 

and the context for previous user utterances. The encoder model is used to encode the previous user 

utterances (Hper, Cper), the current user utterances (Hcur, Ccur), the previous system actions (He, Ca) and 

slot value (Hv, Cv) for each system act. As shown in Figure 1, the slot-embedding vector for the k
th

 slot is 

used for context extraction. 

 

 

 
 

Figure 1. Dialogue historical context self-attention model for dialogue state tracker 

 

 

To calculate representation H
k
 for each slot k

th
 as shown in (1), we concatenated the slot embedding 

sk with input sequence X, i.e., current user utterance, previous user utterance, or previous system actions, as 

input to the encoder, where concatenation is denoted as  (    ). 
 

         ( (    ))   
     (1) 

 

Where dr is the dimension of the LSTM state. Then we calculate the attention score   
  of the slot for 

each token hidden representation   
  as shown in (2), by concatenating them to the s lot embedding    and 

transitory to a linear layer, then applying a softmax    in (3) to normalize the distribution. In (4) compute 

similarly of the context   . 

 

  
    (  

    )      (2) 

 

          (  )     (3) 

 

    ∑   
 

   
      (4) 
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Each of the four encoders in the encoder model, as shown in Figure 1, can be represented as follows: 

 U, skas inputs and   
    

  as outputs, where U denotes word embeddings of the user utterance. 

 P, sk as inputs and   
    as outputs, where P denotes word embeddings of the previous user utterance. 

 Aj, sk as inputs and    
     

  as outputs, where Ajj
th

is the previous system action. 

 V, sk as inputs and   
    

  as outputs, where V denotes current slot-value pair. 

 

3.3. Scoring model 

In GLAD [2], we adopted the suggested method to calculate the performance of each slot-value pair 

in current and previous consumer utterances and previous system steps. They however use the additional 

point to improve the meaning and delivery over the history of dialogue. 

The scores model is used to measure slot k for its slot values in order to evaluate the slot value that 

the users name. This was also done using five examples. The first score      
  as shown in (5) is the current 

user utterance Hcur, taking into account the slot-value pair being consid ered cv and using the resulting 

attention context qcur as shown in (6) to score the slot-value pair. 

 

     
         ( (     

 )
 
  
  )     (5) 

 
    
  ∑      

 
      

  )      (6) 

 
    
       

      (7) 
 

where m indicates a number of words in the input sequence. The score     
  as shown in (7) denotes 

the predicted values of the user utterance. 

The second score      
 as shown in (8) is similar to the first score, but uses previous user utterance 

Hpre instead of the current user utterance, taking into account the slot-value pair being considered cv and using 

the resulting attention context     
  as shown in (9) to score the slot-value pair. The score     

  as shown in 

(10) denotes the predicted valuesof the previous utterance. 

 

     
         ( (     

 )
 
  
  )     (8) 

 
    
  ∑      

 
      

  )      (9) 

 
    
       

      (10) 

 

Then the predicted values of both current and previous user utterances are added as shown in the 

following as shown in (11): 

 

  
       

        
  (11) 

 

Similarly, this is used to determine the mentioned previous system actions in the current or previous 

user utterance separately to reach sufficient information about user utterance when this is not informative. 

The third score       
  as shown in (12), the context of current user utterance Ccur over the previous action 

representations Ca = [Ca1 · · · Cal]. Here, l is the number of previous system actions. Then we use the 

similarity between the attention context qacur as shown in (13) and the slot-value pair cv to score the slot-value 

pair. The score      
  as shown in (14) denotes the predicted valuesof theprevious system actionsin the 

current user utterance separately. 

 

      
         ( (     

 )
 
  
  )       (12) 

 
     
  ∑       

 
      

  )      (13) 

 
     
        

      (14) 
 

The fourth source       
  as shown in (15), similar to the third score, but uses the context of previous 

user utterance Cpre inserted into the context of a current user utterance. 
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         ( (     
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  )       (15) 

 
     
  ∑       

 
      

  )      (16) 

 
     
        

      (17) 

Then the predicted values of both the context of the current and previous user utterances are added: 

 

  
        

         
  (18) 

 
In the last score, we followed the proposed approach in [24] to determine the relevance of the slot-

value pair in the current turn. We concatenate the context of both current user utterance     
 and previous 

user utterance     
  and use a sigmoid activation of the linear layer to compute the score. 

 

       (    
      

 )       (19) 

 
   (      (  )    ) (20) 

 

Then we compute context summaries lu of attention from Cv over Hcur and ls of attention from Cv over Hper. 

 

  
   (    

    
 ) (21) 

 
  
   (    

    
 ) (22) 

 

To compute the additional score yf that establishes the probability of the candidate slot-value based 

on both the current and previous user utterances and the previous system utterance, we use: 

 

  
      

  (    )  
  (23) 

 

Finally, we add the weight of all scores of slot k, i.e.,  
 ,   

 , and  
 , which are normalized by the 

sigmoid function: 

 

    (  
  +   

 +  
 )      (24) 

 

where w is a learned parameter. 

 

 

4. EXPERIMENT 

The Wizard of Oz (WoZ) is a single domain for a monitoring platform dialogue booking (Wen et al. 

2016). The emotion dataset consists of 600 instruction dialogues, 200 appraisal dialogues and 400 

assessments. -dialogue has a total of eight turns, with a machine transcript, a user utterance transcript, a turn 

mark and dialogue status for each switch. The ontology consists of three separate slot forms: food with 72 

values, 7 values, 4 values, and 7 different kind of slots, including telephone number and address. The 

ontology consists of three specific slot styles. In order to assess the metric of mutual target monitoring 

precision, we observed the aggregation of turns targets [2]. 

 

4.1. Implementation details 
The pre-trained embedding of GLoVeword [25] is used, which is paired with n-gram embedding 

characteristics, and is retained throughout the training. The units for BI-LSTMs are described in 200 hidden 

dimensions and the initial learning rate is trained using an ADAM optimizer [26]. For the embedding layer, 

we defined the drop-out rate. The average number of times is 50 to train the 50 batch models. 

 

4.2. Results and analysis 

The previous DST consumer declaration is used to gain the necessary information to increase the 

likelihood of allocation among all applicant slot-value pairs and action behaviour. Using a model to practise 

and check the whole cycle is streamlined and pace benefits. The encoder side of the model is determined for 

both activities only once. In a segment scoring model, we determine the outcomes independently from the 

previous user statement and current user statement over all applicant slot pairs and intervention steps to 
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increase coverage and distribution over dialogue history, as shown through Figure 1. In fact, both the current 

and previous consumer utterances are fused in the sense of each applicant slot meaning pair, as shown in (the 

additional score of) Figure 1. Compared with all state-of - the-art strategies in the shared goal phase, the 

proposed model obtained superior results, which did not include the request turning challenge. 

Table 1 provides a summary of the results of our new models with those of previous state-of - the-

art projects. The NBT [1], which utilises common marks instead of slots and meanings in the utterance, uses 

CNN with pre-training term embeddings for representational learning instead of delexicalised [15]. In the 

design of GLAD [2], the utterance, previous system operation, and all slot values are segregated in encoders. 

For all encoders, a common design is used. The writers used two ratings, each measuring the relation 

between the slot meaning pairs and the consumer utterance or previous system operation. The researchers 

followed a similar method to GLAD in the GCE model. The Encoder has however been updated to increase 

latency and speed of inference by removing inadequate recurrent layers and self-attention layers. 

The WoZ dataset has been used to test our proposed model and introduce two models. In the 

dialogue of identical design [3], previous user definitions were used as additional encoders with the same 

accuracies as GCE layout. The second was by integrating the meaning of previous user utterances and current 

user utterances with all candidate slot value pairs. Increasing existing user utterance with the correct user 

information and the previous system utterance also improves the standard target accuracy by 0.8%, as shown 

by the findings in Table 1 and request accuracy. 

 

 

Table 1. Comparison of our model to previously published WoZ restaurant reservation dataset 
Turn Request Joint Goal Model 

91.2% 84.4% Neural Belief Tracker (NBT)—DNN 
91.6% 84.2% Neural Belief Tracker (NBT)—CNN 

97.1% 88.1% Global-Locally Self-Attentive (GLDA) 

97.38% 88.5% Globally Conditioned Encoder (GCE) 
96.98% 

96.98% 

88.5% 

89.3% 

GCE + previous utterance 

GCE + previous utterance + additional score 

 

 

5. CONCLUSION 

DST's objective is to define two goals: the current state of each rotation of dialogue slot value pairs 

and the user dialogue act to sum up all the user's objectives. In this paper, we propose a different framework 

for DST as a dialogue on the historical context self-Attention to distinguish and use the related dialogue 

history by including the previous user's utterance in two separate ways and to fuse in order to provide the 

model with the necessary information. Relative to all state-of - the-art methods, the proposed model obtained 

outcomes of 0.8% in the shared aim precision with the WoZ data set used to test our proposed model. Our 

model uses a smaller number of learning parameters applied to interpret current and previous user statements 

using the appropriate context. They also have a high disparity in the precision of the joint aim because the 

joint objective is decided by piling turn targets and errors when estimating a turn destination are 

comparatively smaller. 
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