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 In this paper, a delta robot is designed to grasp objects in an automatic 

sorting system. The system consists of a delta robot arm for grasping objects, 

a belt conveyor for transmitting objects, a camera mounted above the 

conveyor to capture images of objects, and a computer for processing images 

to classify objects. The delta robot is driven by three direct current (DC) 

servo motors. The controller is implemented by an Arduino board and 

Raspberry Pi 4 computer. The Arduino is programmed to provide rotation to 

each corresponding motor. The Raspberry Pi 4 computer is used to process 

images of objects to classify objects according to their color. An image 

processing algorithm is developed to classify objects by color. The blue, 

green, red (BGR) image of objects is converted to HSV color space and then 

different thresholds are applied to recognize the object’s color. The robot 

grasps objects and put them in the correct position according to information 

received from Raspberry. Experimental results show that the accuracy when 

classifying red and yellow objects is 100%, and for green objects is 97.5%. 

The system takes an average of 1.8 s to sort an object. 
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1. INTRODUCTION  

In recent decades, automation system has become more and more popular in both large and small 

factories [1]. Automatic machines are gradually replacing manual steps in the production process to increase 

productivity and product quality. A robot is one of the automatic devices to replace humans in the production 

process [2], [3].  

Robots are increasingly being used in automation. With the ability to operate accurately and without 

fatigue, robots gradually replace humans in repetitive activities or in dangerous jobs [4]. Using robots in 

automation systems has helped increase productivity, reduce costs, reduce material waste, and reduce 

defective products. Some of the industrial tasks implemented by robot arms include pick and place, assembly 

lines, palletizing, welding, and cutting [5]–[11]. There are many types of robots developed for different 

requirements. Robots can be composed of prismatic joints or rotation joints. Robots with rotation joints are 

more popular due to their ability to create more flexible movements. The links of the robot can be connected 

in series or parallel structures. The parallel structure has the advantage of being more rigid with the small 

weight of the links, achieving great movement speed without vibration [12], [13]. Delta robot is a parallel 

robot that is most used in industry. Another type of robot with the advantages of lightweight, low inertia and 

energy consumption, and high-speed operation is a flexible manipulator [14]–[17]. This type of robot is 

widely applied in industrial applications and space robots. However, due to the flexible dynamics, distributed 
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parameters and nonlinear nature of the system, dynamic modeling, and controller design of a flexible 

manipulator are challenging tasks [15]. So, developing a delta robot is more straightforward than a flexible 

manipulator. 

In recent years, computer vision technology has been developed with many algorithms for image 

processing, especially detection and classification algorithm. These algorithms can be integrated into robot 

systems for many applications in the industry [18]. With the help of computer vision, the robot becomes 

more flexible, responds to changes in the environment, and perceives the surroundings more clearly, 

thereby providing more accurate operations. Integrating computer vision systems brings many benefits 

such as increased productivity, increased accuracy and quality, reduced material waste, and reduced 

product costs. 

Information from a computer vision system is obtained from one or more cameras. The data is then 

processed by a central processor (usually a computer with powerful computing capabilities). The necessary 

information will be extracted and sent to the robot's controller. The extracted information can be color, shape, 

texture, histogram, 2D coordinates, or 3D coordinates [19]. Some common applications of robots with vision 

systems are dynamic grasping, automatic sorting, visual servoing, vision guide robot, and vision-based 

inspection [20]–[27]. 

In this paper, we develop an automatic sorting system using machine vision. The components of the 

system are a delta robot arm for grabbing objects, a belt conveyor for transmitting objects, a camera mounted 

above the conveyor to capture images of objects, and a computer for processing images to classify objects. 

An image processing algorithm is developed to classify objects by color. The blue, green, red (BGR) image 

of objects is converted to HSV color space and then different thresholds are applied to recognize the object’s 

color. The computer sends a command to the robot when it detects an object. The robot will move the object 

to the position according to the command received. 

 

 

2. RESEARCH METHOD AND MATERIALS 

This section describes the design and development of the sorting system using a delta robot to sort 

products according to their color. The system is designed to work as follows: the products are transmitted on 

a conveyor belt to the position of the camera placed above it; the camera captures the image of the products; 

a computer processes the image to sort it by color and determine its position on the conveyor; the computer 

then sends the processed information including the coordinates and color of the object to a robot; the robot 

will grasp the object on the conveyor and bring it to the correct location according to its color. 

Figure 1 show the mechanical system designed on the SolidWork software. The robot system 

consists of three main parts: a delta robot arm with a soft gripper to pick and place products, a conveyor belt 

to transmit the product and an aluminum frame to mount all parts. The mechanical system plays an important 

role in the operation of the system, helping the system to operate correctly and stably. Therefore, designing 

the mechanical system is an important and essential process. The different parts of a mechanical system are 

designed separately and then assembled. 

Figure 2 shows the complete design of the delta robot arm. This prototype of the delta robot arm has 

4 degrees of freedom, the fourth being mounted on the moving plate and providing the rotation motion 

around the vertical axis for the end-effector. The moving platform is kept parallel to the fixed base during 

motion. It is connected to the base by three identical kinematic chains having an R-(RR)-(RR) architecture 

[28]. The parallel chains are actuated by the revolute joints, which are close to the base, using direct current 

(DC) servo motors fixed to the base. The base is an aluminum plate with a thickness of 10mm that carries the 

entire weight of the robot. Three DC servo motors are connected to three main arms. The main arms connect 

to the mobile base via linked arms and universal joints. The main arms are cut from stainless steel pipes and 

the linked arm are carbon fiber rods. With the light weight of the arms, the delta robot can provide high 

acceleration and speed capability. The DC servo motors used in this prototype are Planetary GP36 motors 

shown in Figure 3. This motor consists of a planetary gearbox with a ratio of 1:14 and an encoder with a 

resolution of 500 pulses per revolution. It operates with a maximum voltage of 12 V and a consumption 

current of 3 A. The mobile platform mounts a Nema 17 stepper motor as shown in Figure 4. The stepper 

motor is connected to a soft gripper. 

The design of the conveyor belt is shown in Figure 5. The main frame of the conveyor is an 

aluminum frame with a size of 30×90 mm. This frame is used to mount four stands, an active roller, a passive 

roller, and a DC motor. The DC motor transmits the motion to the active roller through a timing belt 

transmission with a ratio of 1:2. In addition, the conveyor is also designed with a belt tensioner as shown in 

Figure 6. 
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Figure 1. Robot system designed on the SolidWork software Figure 2. Delta robot arm 
 

 

  
  

Figure 3. GP36 DC servo motor Figure 4. Stepper motor 
 

 

  
  

Figure 5. Structure of the belt conveyor Figure 6. The belt tensioner 

 

 

Figure 7 shows the wiring circuit of the controller using Arduino Mega and Figures 8(a) to 8(e) 

shows some main electronic devices used to build the circuit. The Arduino board creates signals and sends 

them to drivers to control the motor. The signals to control the DC servo motors and the stepper motor are 

pulse/direction signals. The driver for the DC servo motor is CC-SMART MSD_E10 driver Figure 8(b). It 

can be operated with a voltage from 10 to 40 V, a maximum amperage of 10 A, and maximum consumption 

power of 200 W. It is integrated with a PID controller and can use to control the position, velocity, or 

acceleration of the motors. The stepper motor is controlled via a Microstep driver with the smallest micro-

step of 1/32 Figure 8(c). To turn on and turn off the DC motor for running the conveyor, a relay is used to 

convert the 5 V signal from Arduino to 12 V Figure 8(d). A UART-RS485 module is used to convert the 

UART of Arduino to the industrial communication standard rs485 for communication with the Raspberry Pi 

computer Figure 8(e). 

In order to develop a computer vision system for classifying objects on the conveyor, a Raspberry Pi 

Camera Module with a Sony IMX219 8-megapixel sensor is utilized for capturing images of objects. This 

camera has a focal length of 3.04 mm, an angle of view (diagonal) of 62.2 degrees, and a resolution of up to 

3280x2464 pixels. In the project, we only use images with a resolution of 640×480 pixels to achieve faster 

processing speed. The images are processed by Raspberry Pi 4 computer to classify objects according to their 

color. Figure 9 shows the flow chart of the image processing algorithm on the Raspberry Pi. The image taken 

by the camera is converted into hue, saturation, value (HSV) color space. The hue in HSV represents the 

color, saturation in HSV represents the greyness, and value in HSV represents the brightness. The HSV color 

space provides better performance when compared to RGB color space and hence it is used widely in the area 

of computer vision [29], [30]. To convert the BGR image to the HSV image, we can first define m and M as 

(1). 

 

𝑀 = max{𝑅, 𝐺, 𝐵} ;  𝑚 = min {𝑅, 𝐺, 𝐵} (1) 
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Figure 7. Wiring circuit of the controller  

 

 

     
(a) (b) (c) (d) (e) 

 

Figure 8. Some devices in the controller: (a) Arduino Mega, (b) CC-Smart MSD_E10 driver, (c) relay 5 V, 

(d) stepper motor driver, and (e) UART-RS485 module 

 

 

The V and S are defined by the (2), 

 

𝑉 = 𝑀/255  

𝑆 = {
1 − 𝑚/𝑀       𝑖𝑓   𝑀 > 0
0                     𝑖𝑓 𝑀 = 0

  (2) 

 

and the H value is defined by (3). 

 

𝐻 = 𝑐𝑜𝑠−1 𝑅−(𝐵+𝐺)/2

√𝑅2+𝐺2+𝐵2−𝑅𝐺−𝐺𝐵−𝐵𝑅
                  𝑖𝑓 𝐺 ≥ 𝐵, 𝑜𝑟  

𝐻 = 3600 − 𝑐𝑜𝑠−1 𝑅−(𝐵+𝐺)/2

√𝑅2+𝐺2+𝐵2−𝑅𝐺−𝐺𝐵−𝐵𝑅
        𝑖𝑓 𝐺 < 𝐵 (3) 

 

To detect objects with a specific color, we apply an upper bound and lower bound range for a range of each 

color in HSV. The results image is determined as (4). 

 

𝑑𝑠𝑡(𝐼) = 𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝐻 ≤ 𝑠𝑟𝑐(𝐼) ≤ 𝑢𝑝𝑝𝑒𝑟(𝐼)𝐻 ∧  

                𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝑆 ≤ 𝑠𝑟𝑐(𝐼) ≤ 𝑢𝑝𝑝𝑒𝑟(𝐼)𝑆 ∧  

                𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝑉 ≤ 𝑠𝑟𝑐(𝐼) ≤ 𝑢𝑝𝑝𝑒𝑟(𝐼)𝑉 (4) 

 

where src(I) is the source image, dst(I) is the destination image, [𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝐻 , 𝑢𝑝𝑝𝑒𝑟(𝐼)𝐻] is the range of 

hue, [𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝑆, 𝑢𝑝𝑝𝑒𝑟(𝐼)𝑆] is the range of saturation, [𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝑉 , 𝑢𝑝𝑝𝑒𝑟(𝐼)𝑉] is the range of value. In 

this research, objects have red, green, or yellow colors. Firstly, the lower threshold and upper threshold for a 

range of red colors are applied. The resulting image is a binary image, if the objects are red, they will be 
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white blobs in the binary image. If the area of the blob is larger than a threshold, it means that there is a red 

object. So, the Raspberry Pi will send a command for the red color to the delta robot. After that, the 

thresholds for the green and yellow objects are applied. If a green object or a yellow object is detected, the 

Raspberry Pi will send specific commands. 

 

 

 
 

Figure 9. Flow chart of the image processing algorithm 

 

 

If Arduino receives a color command from the Raspberry Pi, it will control the delta robot from the 

initial position to the conveyor to grasp the object. The robot will move the object to the position according to 

the command received. Then, the robot will return to the initial position and waits until a new order is 

received allowing the process to repeat in a continuous loop until the power is turned off. 

 

 

3. RESULTS AND DISCUSSION 

After the design is complete, the robot system is fabricated and assembled, the actual system is 

shown in Figure 10. Actual tests are performed to show that the model can work stably and classify objects 

correctly. In the actual system, Raspberry Pi is connected to the start/stop pushbuttons and the status indicator 

lights and housed in one electrical cabinet. The system will start working when the START button is pressed. 

The delta robot goes to the home position. The delta robot moves to the home position when it receives a 

START command from Raspberry Pi.  

 

 

 
 

Figure 10. Real system 
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Experimentally, the thresholds for recognizing the colors of objects are as follows. 

 

Red objects: 
[𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝐻 , 𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝑆, 𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝑉] = [173, 0, 0] 

[𝑢𝑝𝑝𝑒𝑟𝑏(𝐼)𝐻 , 𝑢𝑝𝑝𝑒𝑟𝑏(𝐼)𝑆, 𝑢𝑝𝑝𝑒𝑟𝑏(𝐼)𝑉] = [255 ,255 ,255] 

 

Green objects: 
[𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝐻 , 𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝑆, 𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝑉] = [58,155,114] 
[𝑢𝑝𝑝𝑒𝑟𝑏(𝐼)𝐻 , 𝑢𝑝𝑝𝑒𝑟𝑏(𝐼)𝑆, 𝑢𝑝𝑝𝑒𝑟𝑏(𝐼)𝑉] = [85,255,255] 

 

Yellow objects: 
[𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝐻 , 𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝑆, 𝑙𝑜𝑤𝑒𝑟𝑏(𝐼)𝑉] = [18, 0, 76] 
[𝑢𝑝𝑝𝑒𝑟𝑏(𝐼)𝐻 , 𝑢𝑝𝑝𝑒𝑟𝑏(𝐼)𝑆, 𝑢𝑝𝑝𝑒𝑟𝑏(𝐼)𝑉] = [36,255,255] 

 

The results of testing the thresholds are shown in Figure 11. It can be seen that the objects are 

extracted clearly in the binary image when the thresholds are applied. Figure 12 shows the results of 

recognizing many objects. The objects have been detected without confusion or omission. After detecting the 

object, the Raspberry Pi sends a signal to the Arduino to control the robot to pick up and drop the object in 

the correct position. Table 1 shows the classification results when applying the proposed method to 

classifying objects. For yellow and red products, there is no misclassification. For green objects, because the 

color of the objects is close to the background color, the classification results have some errors. The accuracy 

of the green objects achieved is 97.5%. Experimental results show that the system takes about 1.8 s to sort an 

object (including computer processing time and robot movement time). 
 

 

  
  

Figure 11. Testing thresholds Figure 12. Classification results 
 

 

Table 1. Classification results 
Objects No. of objects ‘image Accuracy Misclassification 

Red 80 100% 0 

Yellow 80 100% 0 

Blue 80 97.5% 2 

 
 

4. CONCLUSION 

This paper has presented the design and development of a sorting system using a delta robot and 

computer vision. The delta robot is designed with lightweight materials for fast movement. Stepper motors 

and DC servo motors are used for precise and stable operation. The controller is designed based on the 

Arduino Mega board to output pulses to control the motors. The moving object on the conveyor is captured 

by the camera, the image is processed by the Raspberry Pi 4 computer. 

An image processing algorithm is developed to classify objects by color. The BGR image is 

converted to HSV color space and then different thresholds are applied to recognize the object’s color. The 

experiment results have shown that the algorithm works well to classify objects without confusion or omission.  

Experimental results have tested the effectiveness of the design. The system can be applied in 

industries, replacing humans in automatic product classification. The system can be extended to classify 

products according to different characteristics such as shape, size, material, and weight. 
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