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 The convolutional neural networks (CNN) are among the most utilized 

neural networks in various applications, including deep learning. In recent 

years, the continuing extension of CNN into increasingly complicated 
domains has made its training process more difficult. Thus, researchers 

adopted optimized hybrid algorithms to address this problem. In this work, a 

novel chaotic black hole algorithm-based approach was created for the 

training of CNN to optimize its performance via avoidance of entrapment in 
the local minima. The logistic chaotic map was used to initialize the 

population instead of using the uniform distribution. The proposed training 

algorithm was developed based on a specific benchmark problem for optical 

character recognition applications; the proposed method was evaluated for 
performance in terms of computational accuracy, convergence analysis, and 

cost. 
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1. INTRODUCTION 

Every simple artificial neural network (ANN) is basically made up of the input and output layers of 

neurons, but the necessity for an intermediate hidden layer in ANN gave rise to the concept of deep learning 

(DL) [1], [2]. So, DL can be considered a more complicated version of ANN that relies on the use of 

numerous layers with nonlinear processing units; most DL frameworks rely on the supervised or 

unsupervised data representations learning concept [2]. The year 1965 witnessed the introduction of the first 

deep feedforward multilayer perceptrons-based working algorithm [3] and since then, DL has improved and 

been adopted in many applications. DL is appliable in several areas, such as pattern recognition, neural 

networks, optimization, graphical modeling, artificial intelligence, and signal processing [4]–[6].  

Recently, convolutional neural networks (CNN) was developed as a way of achieving a better 

accuracy during recognition tasks. However, one of CNN main problems is the difficult design of its 

architecture for specific task. Thus, several architectures of CNN have been developed, such as the LeNet 

architecture which was originally developed by LeCun [7], [8]. This architecture was implemented for optical 

character recognition (OCR) and character recognition in several documents. ConvNet is another CNN 

architecture that relies on the use of 7 layers where each layer has a specific role. Using the same architecture 

for several tasks has a poor chance of reaching optimal performance; consequently, distinct CNN 

architectures are built for specific tasks, which requires a lot of research work since there are many types of 
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machine learning (ML) activities in the sectors [8]. CNN is a robust network nevertheless; it still has some 

parameters that need to be optimized; these include the learning parameters and the network configuration 

settings. The performance of CNN has been reported to be reliant on the proper tuning of its network 

configuration parameters [9], [10]. Theoretical basis has been thoroughly investigated to develop strategies 

for enhancing CNN parameters, thereby improving its overall performance. This demands a conceptual shift 

from visual features extraction to the optimization of network structure configuration [10]. The last three 

decades have seen wide utilization of metaheuristics and nature-inspired algorithms for solving various kinds 

of NP optimization problems; such metaheuristics include firefly algorithm (FA), grey wolf optimizer 

(GWO), particle swarm optimization (PSO), nomadic people optimizer (NPO), and teaching-learning based 

optimization (TLBO) [11]–[14]. These algorithms were developed to handle problems in different 

engineering fields, information security, and machine learning [15]–[22].  

A novel nature inspired algorithm or the black hole algorithm (BHA) was recently developed based 

on inspiration from the behavior of the black hole (BH) as it pulls in its surrounding stars [23]. The concept 

of the BHA stemmed from the nature and interaction of the BH with its surrounding solar bodies; it considers 

a set of stars as the total number of potential solutions in a given iteration and each star can be pulled by the 

BH at a time to represents the best solution. The next iteration generates a new set of solutions by moving the 

surrounding stars toward the BH. Stars that are close to the BH at a pre-determined distance are engulfed by 

the BH and the random generation of other set of stars is immediately implemented. With this concept, the 

BHA can launch an exploration task in the unexplored areas of the solution space rather than searching the 

already explored areas. The ability of BHA to solve data clustering problems has been demonstrated; its 

optimization performance was reportedly better than those of other meta-heuristics [24]. Recently, BH 

algorithm was adopted for CNN training [25]. The authors demonstrated that the exploration of BH algorithm 

slow down the searching process. Herein, novel Chaotic BHA-based training algorithm (CBH-CNN) for the 

training of the CNNs was developed and evaluated. The role of BHA in this approach is to establish the 

optimal CNN parameters. The exploration of BH was improved by initializing the population using logistic 

chaotic map, rather than the uniform distribution method. The performance of the proposed approach was 

evaluated based on specific criteria, such as accuracy and calculated errors. The modified national institute of 

standards and technology (MNIST) dataset, an approved dataset of handwritten digital images, was used as a 

reference. This dataset has digital images of 28×28 pixels size and contains 70,000 images. where 60,000 

images were employed as the train set while the other 10,000 images were served as the testing data set. The 

rest of this article is arranged as follows: section 2 covers the basics of the CNN and BH models while 

section 3 covers the explanation of the proposed CBH-CNN algorithm. In section 4, the analysis results of 

the proposed CBH-CNN algorithm was presented while section 5 is the conclusion aspect of the work. 

 

 

2. THEORETICAL BACKGROUND  

2.1.  Black hole algorithm 

As aforementioned, Black hole algorithm (BHA) is based mostly on the idea of a region of space 

with much mass focus on it in a manner that nothing that comes close to it can escape its gravitational pull. 

Whatever is pulled into the BH is eternally lost. The BHA has two major aspects which are the migration and 

the re-initialization of stars that had crossed the event horizon around the BH. The BHA relies on the 

following working principle: first, the 𝑁 + 1 stars, 𝑥𝑖  ∈ 𝑅𝐷, 𝑖 = 1, . . . , 𝑁 +  1 (where 𝑁=population size) are 

randomly initialized in the search space prior to the evaluation of their fitness. The candidate star with the 

best evaluation function is considered the black hole 𝑥𝐵𝐻 and being that the BH is static, it maintains its 

position until another star with a better solution is found. N represents the number of candidate stars 

searching for the optimum. The movement of each star towards BH in each generation can be calculated 

using this relation: 

 

𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝑟𝑎𝑛𝑑 × (𝑥𝐵𝐻 − 𝑥𝑖(𝑡)) 𝑖 = 1.2. ⋯  𝑁, (1) 

 

where rand is a randomly generated number in the range between 0 and 1. Any star in the BHA that its 

distance to the BH is less than the event horizon will disappear. The event horizon has a radius (R) given as: 

 

𝑅 =
𝑓𝐵𝐻

∑ 𝑓𝑖
𝑁
𝑖=1

, (2) 

 

where 𝑓𝑖  and 𝑓𝐵𝐻 represent the fitness values of the BH and the ith star, respectively. While 𝑁 represents the 

number of stars (individual solutions). If the distance between a BH and an individual solution is less than R, 

then the individual solution will collapse for another individual will be created and randomly distributed in 

the solution space. The BHA is easy and simple to implement because it is a parameter-less algorithm. The 
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BHA can converge to the global optimum in all the runs and cannot be trapped in local optimum like some 

other heuristics [23] [24] [26]. In this work, the reasons behind using BHA to train CNN is due to its simple 

structure, easy implementation, and its parameter-less structure. 

 

2.2.  The basics of CNNs  

The concept of DL was introduced by Kelly [27] in 1960 based on the idea of an output becoming 

the input in the next iteration. Basically, the CNN is a form of DL network that comprised of several 

convolution layers, the pooling layers (for the reduction of the size of the received input), the ReLU layers 

that enhances the outputs non-linearity, and the Fully Connected Layer that control output range using the 

softmax activation function. The CNN exploits the advantages of the relationship between the neighboring 

neurons. The 3 basic concepts of CNN are the local receptive fields, pooling, and shared weights [28], [29]. 

Figure 1 depicts a typical CNN architecture. 

- Local receptive fields (LRF): The input region is small in size and therefore consist of only neuron found 

in the first 1st hidden layer. The LRF is passed across the input images to produce a different hidden 

neuron that is comprised of the whole first hidden layer. 

- Shared weights and biases: The role of this feature is to detects the presence of similar features from 

different input image locations; the feature map is designated to the map between the input and hidden 

layers, while the weights are regarded as the shared weights and biases. The filter or kernel to be used is 

also determined by the shared weights and biases. Image recognition is performed using more than one 

feature map for the detection of several features; hence, different feature maps can co promise the 

convolutional layer. 

- Pooling layers: This is the layer next to the convolutional layers ad its role is to analyze the incoming info 

from the convolution layer. The common pooling procedures commonly used are Max–pooling and L2 

pooling approaches; Max-pooling involves maximum neuron activation while L2 pooling relies on the 

square root of the sum of the squares of the activations in the 2×2 region. These three concepts 

collectively form a complete CNN architecture as they are the major components of the connection layer. 

Before introducing one or more fully connected layers, several convolutions, activation function, 

and pooling stages are merged first. A loss function is adopted by the model output for the evaluation of the 

performance in terms of the differences the actual image label and the CNN output. The training of the CNN 

is aimed at reducing the loss function, and this is achieved using the stochastic gradient descent [7] which is 

an optimization strategy that first uses the weight of each edge in the network for the estimation of the loss 

function gradient before updating the weights using the computed gradient [27]. 

 

 

 
 

Figure 1. The typical architecture of a CNN model 

 

 

3. THE PROPOSED TRAINING ALGORITHM 

This paper presented the development of a training algorithm for CNN; hence, the major aim here is 

to determine the best values for the parameters of CNN. The BHA was used in this work as the training 

algorithm for the two reasons earlier stated. Figure 2 depicts the schematic of the proposed CBH-CNN which 

illustrates the main steps of the CBH-CNN. However, there are three main steps that need to be detailed as 

presented in the subsequent subsections. 

 

3.1.  Encoding the stars 

The two basic parts of a CNN are the feature extraction component and the classification 

component; feature extraction (FE) as a process requires the input of several convolution layers, activation 

function, and Max-pooling. The classifier is mostly made up of fully connected NN layers. The weights set of 

the NN in the proposed system is considered the structure of each wolf; hence, the approach utilizes a vector 

of real values that contains all the NN weights. Figure 3 is a depiction of a star for the training of NNs. 
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Figure 2. CBH-CNN 

 

 

 
 

Figure 3. The encoding of each solution in the neural network in CNN [25] 

 

 

3.2.  Stars initialization 

To initialize the population, the population size is first set up, followed by random creation of stars 

until the expected population size is reached. As stated earlier, the chaotic logistic map is used for initializing 

the stars in the search space, as in (3):  

 

𝑥𝑖+1 = (𝑈𝑝𝑝𝑒𝑟 − 𝐿𝑜𝑤𝑒𝑟) × [(1 − 𝑋𝑖) × 𝜇] + 𝐿𝑜𝑤𝑒𝑟 (3) 

 

where 𝑥𝑖 is the current position of a star, 𝑥𝑖+1 is the next position generated via logistic map, 𝑈𝐵 and 𝐿𝐵 is 

values of upper bound and lower bound, respectively, and 𝜇=a controlling parameter, in range [0, 4]. 
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3.3.  Evaluation function 

The cost function of any classification problem is the classification error which can be estimated 

thus: 

 

𝐸𝑟𝑟 =
𝐹𝑃+𝐹𝑁

𝐹𝑃+𝐹𝑁+𝑇𝑃+𝑇𝑁
 (4) 

 

where FP is false positive, FN is false negative, TP is true positive, and TN is true negative; these metrics are 

computed based on the confusion matrix. The actual classification error value is determined by the number of 

incorrectly classified samples; this implies that the CNN is used to classify the samples based on the values 

of each star. The pseudocode of the proposed CBH-CNN is given in Figure 4.  

 

 
CBH-CNN Algorithm 

Input: Dataset, 𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠, 𝑁𝑜. 𝑜𝑓 𝑆𝑡𝑎𝑟𝑠, 𝑀𝑎𝑥 𝐵𝑜𝑢𝑛𝑑, 𝑀𝑖𝑛 𝐵𝑜𝑢𝑛𝑑 

Output: Best Star  

Procedure: 

      Generate the initial positions for all stars 𝑋 in via (3) 

      Update the weights and biases of CNN using each star in the population 

      Calculate the evaluation value of each star via (4)  

      Determine the black hole star which is the current best solution 

      For 𝑖𝑡𝑟 = 1 → 𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠  

              For 𝑖 = 1 → 𝑁𝑜. 𝑜𝑓𝑆𝑡𝑎𝑟𝑠  

                    Calculate the new position for 𝑠𝑡𝑎𝑟𝑖 𝑢𝑠𝑖𝑛𝑔 (1) 

                    Check the boundaries for the new position of 𝑠𝑡𝑎𝑟𝑖  

                    Set the weights and biases of CNN using the new generated position 

                    Calculate the evaluation value of each 𝑠𝑡𝑎𝑟𝑖 via (4) 

              End For 

              Determine the event horizon using (2) 

              For 𝑖 = 1 → 𝑁𝑜. 𝑜𝑓𝑆𝑡𝑎𝑟𝑠 

                     If 𝑆𝑡𝑎𝑟𝑖 crosses the event horizon Then  

                             Replace the 𝑆𝑡𝑎𝑟𝑖 with a new generated star via (3) 

                     End If 

              End For 

              Determine the black hole star which is the current best solution 

        Next i 

        Return final black hole solution 

 

Figure 4. The main steps of CBH-CNN 

 

 

4. RESULTS AND DISCUSSION  

In this study, we have evaluated our enhanced algorithm based on the same experiment done by the 

dataset used was sourced from the database of the Modified National Institute of Standards and Technology 

(MNIST); the dataset comprised of 70,000 images. The dataset was divided into two parts; the first part 

comprised 60,000 images (considered the training set) which were scanned images of the handwriting of  

250 people of which 50% of the people are employees of the US Census Bureau while the remaining 50% are 

images captured from the handwriting of high school students. These images were stored in the grayscale 

mode and were sized 28×28 pixels. The remaining 10,000 images in the dataset were used as the testing 

dataset; they were collected from another set of 250 persons for the sake of comparison) [29]. A population 

size of 30 stars was used in this study while the maximum number of epochs is 20. The new approach was 

benchmarked against the standard CNN, deep belief network (DBN), convolutional neural network-based 

simulating annealing (CNN-SA) [30], and CNN-based PSO in terms of performance [31], convolutional 

neural network based standard black hole (BH-CNN) [25] as shown in Table 1; the comparison was in terms of 

the classification accuracy based only on five epochs. 

All used models attained almost similar performances, as shown in Table 1, while the proposed 

CBH-CNN performed better based on the considered metric. The performance of CNN-PSO algorithm was 

acceptable but not up to the performance of the new CBH-CNN. The PSO algorithm has three control 

parameters (cognitive parameter 𝑐1, social parameters 𝑐2, and inertia weight 𝑤) and these parameters must be 

optimally tunned (this is another optimization problem). Hence, the simple structure of BHA, which requires 

no parameter tuning, makes it a simpler ML model with less complexity compared to other models. Figure 5 

and Figure 6 demonstrated the performance accuracy and error rate of the evaluated models, accordingly. 

The comparison of the adopted models based on the execution time is presented in Figure 7. From Figure 7, 

it can be noticed that DBN requires less execution time owing to its training process that relies on a rapid 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

An optimized deep learning model for optical character recognition applications (Sinan Q. Salih) 

3015 

contrastive divergence. The proposed CBH-CNN shows longer execution time as compared to DBN and 

standard CNN due to the additional iterations required by the BHA, and the need to calculate the event 

horizon. 

 

 

Table 1. The comparison of the performance of the new CBH-CNN some existing models 
Models Epochs 

Epoch=1 Epoch=2 Epoch=3 Epoch=4 Epoch=5 

CNN 88.87 92.25 93.9 94.81 95.68 

DBN 87.46 89.72 90.64 91.14 92.93 

CNN-SA 89.18 92.38 94.2 95.19 96.04 

CNN-PSO 89.52 92.38 93.91 95.08 96.31 

BH-CNN 89.91 92.38 93.91 95.08 96.31 

CBH-CNN 89.93 93.12 94.98 95.62 96.96 

 

 

 
 

Figure 5. The classification accuracy 

 

 

 
 

Figure 6. The error rates 
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Figure 7. The execution times 

 

 

5. CONCLUSION 

Deep learning models have received the most attention in the field of machine learning because they 

can recognize the patterns in most classification problems. The CNN is among the well-known DL models 

and its main structure consist of two parts-feature extraction and neural network. This paper focused on the 

training of the second part of the CNN using CBHA, a novel nature-inspired algorithm. The proposed model 

outperformed the rest of the DL models on the MNIST dataset using only five epochs. The outcome of this 

study showed that the BHA is a suitable alternative for the training of CNN algorithms.  
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