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 Feature selection improves the classification performance of machine learning 

models. It also identifies the important features and eliminates those with little 

significance. Furthermore, feature selection reduces the dimensionality of 

training and testing data points. This study proposes a feature selection 

method that uses a multivariate sample similarity measure. The method selects 

features with significant contributions using a machine-learning model. The 

multivariate sample similarity measure is evaluated using the University of 

California, Irvine heart disease dataset and compared with existing feature 

selection methods. The multivariate sample similarity measure is evaluated 

with metrics such as minimum subset selected, accuracy, F1-score, and area 

under the curve (AUC). The results show that the proposed method is able to 

diagnose chest pain, thallium scan, and major vessels scanned using X-rays 

with a high capability to distinguish between healthy and heart disease 

patients with a 99.6% accuracy. 
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1. INTRODUCTION  

One of the machine learning (ML) classification problems is the diagnosis of chronic heart disease 

(CHD), in which an algorithm is trained to classify a given observation as a heart disease patient or a healthy 

patient [1]–[3]. The classification process begins with the use of ML to train different data samples with 

different rows of data and columns or features. The features (columns) are used to match the pattern between 

new data points in order to determine whether they are heart disease patients or healthy patients. ML has 

demonstrated promising results and has become one of the most widely used fields in the healthcare industry 

for medical diagnosis [4], [5]. Among the most common applications of ML in the healthcare industry is the 

medical diagnosis model. Automated medical diagnosis models play a critical role in supporting medical 

experts’ decisions in high-precision medical diagnosis. Despite the fact that ML models have been widely 

studied and demonstrated significant success in decision support for medical diagnosis, CHD diagnosis is a 

very complicated task, and much research effort is still required to explore the existing methods for heart 

disease diagnosis [6]–[9]. CHD diagnosis is a problem for ML classification models. As a result, the 

classification algorithm is taught about the relationship between CHD features and targets.  

https://creativecommons.org/licenses/by-sa/4.0/
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In this study, CHD risk factors such as age, cholesterol, thulium scan, chest pain, and other results of 

heart disease tests are used to predict the presence of heart disease. The paper focuses on a sample similarity 

measure-based feature selection method for pre-processing CHD datasets before developing the predictive 

model using a classification algorithm. The study suggests using a sample similarity measure as a feature 

selection method to identify better feature combinations in order to develop a better-performing heart-disease 

diagnosis model. To accomplish this goal, simulation using multivariate sample similarity measures is 

performed on the CHD dataset obtained from the University of California Irvine (UCI) data repository. The 

simulation seeks to answer two research questions: What are the performance improvements of sample 

similarity measures for the CHD diagnosis model for the dataset under consideration, and what are the most 

significant CHD features? 

Over the past few years, different approaches have been introduced to reduce the dimensionality of 

datasets with high-input space, and in addition, eliminate the less important features from the training process. 

Recently, the extreme boosting (XGBoost) algorithm was applied to the heart disease dataset to investigate the 

effect of heart disease features on the Cleveland dataset [10], [11]. The study looked into whether features like 

thallium scan, chest pain, and blood vessels are more important to the XGBoost model than other features. The 

experiment demonstrated that the XGBoost model was 90% accurate. 

Haq et al. [12] investigated the application of various feature selection approaches on a CHD dataset. 

On the heart disease dataset, logistic regression, naïve Bayes, and the random forest algorithm are used to test 

statistical methods such as the chi-square test and principal component analysis (PCA). According to the 

findings of their research, the naïve Bayes algorithm achieves 85% accuracy. Similarly, chi-square is used on 

the Cleveland Heart Disease Dataset to optimize the performance of the logistic regression (LR) model with a 

feature that is more important in the LR model’s training process. The experiment shows that when the model 

is trained using the most important feature selected using the chi-square method, it achieves 90.6% accuracy. 

Wankhede et al. [13] and Muhammad et al. [14] used feature selection on a heart disease dataset to 

develop a linear support vector machine (SVM) model for heart disease diagnosis. The developed SVM model 

has an area under curve (AUC) score of 0.96 and a precision of 90.65%. To determine which features are 

important for the training process, feature ranking was used as a feature selection method. 

Furthermore, Panda et al. [15] and George and Gaikwad [16] showed that feature selection [17] 

improves heart disease diagnosis by using ML models. The CHD diagnosis accuracy is 94.03% when using an 

embedded bagging feature selection method. A comparative study conducted in [18] on LR, SVM, k-nearest 

neighbor (k-NN), random forest (RF), naïve Bayes, and gradient boosting shows that RF achieves an accuracy 

of 92.04%, while the lowest, LR achieved an accuracy of 80.68%. 

The importance of feature selection in improving the precision of machine learning models for  

heart disease diagnosis cannot be overstated. The effect of the feature on the diagnosis accuracy of different 

models such as gaussian naive Bayes (GNB), RF, LR, and extra tree classifier was investigated in [19]–[23]. 

The results of feature effect analysis on these models show that feature selection plays a variety of roles  

in improving the ML model’s performance. The highest accuracy score was obtained with GNB, which  

is 94.92%. 

The performance of various machine learning models on the heart disease dataset was examined  

in [24], [25]. The effectiveness of SVM, decision tree (DT), random forest, naïve Bayes, and logistic 

regression were compared. The results show that the SVM model outperforms other models, with an accuracy 

of 95%. 

The review of literature presented in section 1 reveals that no previous work on the response of model 

optimization using multivariate sample similarity as a feature selection method has been reported. As a result, 

this study proposes a sample similarity-based feature selection method. The research is structured as follows: 

section 2 describes the methodology used for selecting features. Section 3 presents the results and discussion, 

and finally, the paper is concluded in section 4 with a conclusion and recommendations. 

 

 

2. METHOD 

To test the study of the heart disease features that contribute to the difference between samples, 

empirical research methodology was used. The UCI data repository was used to examine the characteristics 

that contribute to the similarity of the dataset samples. The following are the steps involved in conducting this 

research: First, the UCI machine learning repository is queried for the heart disease dataset. The collected 

dataset is then divided into two samples. The resemblance model is then created to determine whether or not 

the two samples are similar. In this case, the AUC is used to determine whether or not the samples are similar. 

An AUC of more than 0.5 is considered significant. Figure 1 shows the procedure for selecting features using 

the sample similarity measure. 
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The XGBoost model was developed with Python using the Jupyter Notebook integrated development 

environment (IDE). The dataset used is Cleveland. Cleveland is an open-source dataset that contains 

information about heart disease collected by the University of California, Irvine. It contains 1,025 observations 

and 14 variables (the first 13 are predictors and ‘target’, the patient’s class, and the target variable). Table 1 

describes all of the features of the Cleveland heart disease dataset. 

 

 

  
 

Figure 1. Feature selection using a multivariate sample similarity measure 

 

 

Table 1. Chronic heart disease dataset features 
Feature 

1. Age 

2. Sex 

3. FBSfbs-fasting blood sugar 
4. Cp-chest pain type 

5. Chol-serum cholesterol 

6. Treetopsbps-resting blood pressure 
7. Restingecg-ecg at rest 

8. Thalach-maximum heart rate 
9. Exang-exercise-induced angina 

10. Ca-number of major vessels colored 

11. Slope-slope of the peak exercise ST segment 
12. Thal-defect type 

13. Oldpeak-ST depression induced by exercise 

14. Target-numeric 

 

 

3. RESULTS AND DISCUSSION 

This section contains a detailed discussion of the results discovered. The mean absolute Shapley 

additive (SHAP) values and mean SHAP values for the model’s features are shown in Table 2. As shown in 

Table 2, mean absolute SHAP values provide information about the importance of a feature, while the mean 

SHAP values show the average direction in which the CHD feature influences prediction. A negative value 

denotes a negative class, while a positive value denotes a patient (positive) class. Furthermore, the findings 

highlight the potential clinical utility of the CHD classifier for CHD diagnosis. 

 

 

Table 2. The mean absolute SHAP values and mean SHAP values for the model’s features 
Feature Mean absolute SHAP value Mean SHAP value 

Chest pain 0.007050 -0.006214 
oldpeak 0.006724 0.003684 

thalach 0.004838 -0.004387 
restecg 0.004801 -0.001373 

trestbps 0.003306 -0.001510 

age 0.003304 0.001094 
exang 0.002491 0.000004 

chol 0.002402 0.001618 

ca 0.002182 -0.002093 
slope 0.001968 0.000907 

thal 0.001148 -0.000508 

FBS 0.000159 -0.000011 
sex 0.000126 -0.000069 
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Table 2 displays the sample similarity report for the CHD data sample. In addition to the SHAP value 

similarity report, the permutation resemblance model was developed and fitted using the two data samples. 

Figure 2 shows the permutation and AUC scores of the training and test sets. 

The SHAP feature importance for the test set is shown in Figure 3. The figure shows that chest pain, 

thallium scan, and blood vessels are the top three most important features of the XGBoost model’s learning 

process. In addition, Figure 3 shows that the train receiver operating characteristics curve has a value of 0.94, 

and the test AUC is 0.903. 

 

 

 
 

Figure 2. Permutation feature importance of sample similarity measure resemblance mode 

 

 

 
 

Figure 3. SHAP feature importance for the test set 
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Figure 4 depicts the impact of the most important feature and also shows that a patient with chest pain 

value 2 (a-typical angina) has a higher risk of developing heart disease than a patient with chest pain type of 

typical angina, non-angina pain, or symptomatic angina. Figure 5 depicts the most important feature, the 

thallium scan effect on the development of heart disease, and also shows that a patient with a fixed defect and 

a normal thallium scan value has a higher risk of developing heart disease than a patient with a reversible defect 

and a normal thallium scan value. 

 

 

 
 

Figure 4. Dependency plot for chest pain (the topmost important feature) 

 

 

 
 

Figure 5. Dependency plot for thallium scan (the second most important feature) 
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3.1.  Comparison with existing feature selection methods 

This section presents the comparative analysis of the performance of the multivariate sample similarity 

measure-based feature selection method with other existing feature selection approaches. These approaches 

include methods such as extreme boosting and random forest feature importance. The comparative analysis of 

the proposed method with existing works is presented in Table 3. 

 

 

Table 3. Comparison of the existing and proposed feature selection approach 
Method Dataset Algorithm employed Accuracy achieved (%) 

[7] Heart disease XGBoost 90 
[8] Heart disease Naïve Bayes 85 

[9] Heart disease LR 90.6 

[10] Heart disease SVM 90.65 
[11] Heart disease k-NN 90 

[12] Heart disease SVM 98.7 

[13] Heart disease RF 92.04 

[14] Heart disease GNB 94.92 

[15] Heart disease SVM 95 

Proposed method Heart disease XGBoost 99.32 

 

 

4. CONCLUSION 

This paper presented the investigation of a multivariate feature selection method with sample 

similarity measures to discriminate features that contribute to the difference between data samples.  

The multivariate sample similarity measures are evaluated for feature selection on the UCI dataset with  

the XGBoost model. The experiment reveals that the multivariate sample similarity method achieves better 

performance compared to the XGBoost and random forest-based feature selection. In the future, the authors 

recommend extending this work by exploring the effectiveness of the multivariate sample similarity  

in determining the optimal subset of features with different medical datasets such as diabetes and liver  

disease by using deep learning to further quantify the performance and the sample similarity measure for 

feature selection. 
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