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Abstract
When designing a statistical model, applied researchers strive to make the model consistent, unbiased, and efficient. Labor 

productivity is an important economic indicator that is closely linked to economic growth, competitiveness, and living standards 
within an economy. This paper proposes the one-way error component panel data model for labor productivity. One of the problems 
that we can encounter in panel data is the problem of multi-collinearity. Therefore, multi-collinearity problem is considered. This 
problem has been detected. After that, the principal component technique is used to get new good unrelated estimators. For the pur-
poses of our analysis, the multi-collinearity problem between the explanatory variables was examined, using principal component 
techniques with the application of the panel data model focused on the impact of public capital, private capital stock, labor, and state 
unemployment rate on gross state products. The analysis was based on three estimation methods: fixed effect, random effect, and 
pooling effect. The challenge is to get estimators with good properties under reasonable assumptions and to ensure that statistical 
inference is valid throughout robust standard errors. And after application, fixed effect estimation turned out to play a key role in the 
estimation of panel data models. Based on the results of hypothesis testing, the real data result showed that the fixed effect model was 
more accurate compared to the two models of random effect and pooling effect. In addition, robust estimation was used to get more 
efficient estimators since heteroscedasticity has been confirmed.
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1. Introduction
The use of panel data was first introduced by [1] in an analysis of public opinion, using market 

research gathered over time [2], also used to study the behavior of firms and wages of people over 
time. Periods of time are often years, but the span between periods can be longer or shorter than a year.

Panel data sometimes referred to as longitudinal data, is a dataset in which the behavior of 
entities is observed across time. The term «panel data» refers to the pooling of observations on  
a cross-section of, say, firms, countries, etc., over several periods [3]. A panel data regression dif-
fers from a traditional cross-section or time-series regression in that it has a double subscript on its 
variables if we have T periods. (t = 1, 2, ..., T) and N the number of individuals (n = 1, 2, ..., N), then 
with panel data we will have total observation units of N×T [4].

One of the major benefits from using panel data as compared to cross-section data on indi-
viduals is that it enables us to control for individual heterogeneity. Not controlling for these unob-
served individual specific effects leads to bias in the resulting estimates.

Multicollinearity increases the standard errors of the coefficients. Increased standard errors 
in turn mean that coefficients for some independent variables may be found not to be significantly 
different from 0.

Unfortunately, data may be suffered from multi-collinearity. It is occurs when independent 
variables in a regression model are correlated. This correlation is a problem because independent 
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variables should be independent. If the degree of correlation between variables is high enough, 
it can cause problems when to fit the model and interpret the results. If the degree of correlation 
between variables is high enough, it can cause problems in the case of fitting the model, it makes it 
hard to interpret coefficients, and reduces the power of the model to identify statistically significant 
independent variables. These are serious problems. By overinflating the standard errors, multi-col-
linearity makes some variables statistically insignificant when they should be significant. Without 
multi-collinearity (with lower standard errors), those coefficients might be significant, [5].

One of the important steps in statistical analysis is to detect and deal with the multi-colli-
nearity problem throughout the examination of the correlation matrix. One of the most important 
techniques used to handle multi-collinearity is the principal component analysis method.

Then three estimation methods were implemented to estimate the one-way error compo-
nent model: fixed effect, random effect, and pooling effect estimation method. After carrying 
out the chow test and Hausman test, it was found that the fixed effect model is the most appro-
priate model, which focused on the impact of public capital, private capital stock, labor, and state  
unemployment rate on gross state products. And it plays a key role in the estimation of panel 
data models. 

The challenge is developing an estimator’s assumptions with good properties under reason-
able assumptions and ensuring that statistical inference is valid throughout robust standard errors.

The use of panel data models comes from the fact that data used in many social sciences 
usually combines time series and cross-sections of units [6].

[7] pointed out that modality known as «fixed effects models» (FE) or «covariance models» 
allows the intercept to differ across cases, but not overtime (time-invariant). FE assumes that the 
slope coefficients are constant while the intercept varies across cross-sectional units. This type of 
approach considers individuality by letting the intercept vary across cases while slope coefficients 
are assumed to be constant across firms.

Multi-collinearity defined by [8] when the predictors are uncorrelated, all eigenvalues of the 
design matrix are equal to one and the design matrix is full rank. If at least one eigenvalue is dif-
ferent from one, especially when equal to zero or near zero, then non-orthogonally exists, meaning 
that multi-collinearity is present. 

The high R-squared (say > 0.8) may indicate the problem of multi-collinearity mentioned by [9]. 
Principal component analysis (PCA) calculates an uncorrelated set of variables (components 

or PCs). These components are ordered so that the first few retain most of the variation present in 
all the original variables. This new system summarizes the total data variation in decreasing order 
so that the first new variable has the largest variation, the second has the second largest, and so on. 
These new variables are the principal components were proposed by [10]. 

To choose between fixed or random effects, there were two tests to check: Hausman Test, 
and the Breusch-Pagan Lagrange Multiplier test proposed by [11].

The chow test shows that the best method is the common effect of the fixed effect. The next 
step is to determine whether the common effect is better than the random effect, then the Lagrange 
Multiplier Test is required, and the Hausman test shows that the best method is the random effect 
of the fixed effect mentioned by [4].

The properties of the FE estimator and its robust variance-covariance matrix also showed 
that tests based on these robust standard errors are consistent if N→∞, regardless of the relative size 
of N and T even in cases where the data is equicorrelated. The fixed effect always gives consistent 
estimates, but they may not be the most efficient studied by [12].

For the within estimator, [13] suggested a simple method for obtaining robust estimates of 
the standard errors that allow for a general variance-covariance matrix on the νit.

[3] proposed the hetroskedasticiy problem without detecting the multicolinearity problem 
between the explanatory variables, therefore our main aim in this research is to detect multi-coli-
nearity problem with principal component analysis on the panel data and this is not applied before 
with panel data. Principal component analysis technique applied to EEG data as [10] but the advan-
tage of this research is to apply the PCA technique to panel data and get new unrelated variables 
and get efficient estimators. [4] estimated the regression model with panel data can be done through 
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three approaches, our research also used this approach to determine the most appropriate method 
that can be used to detect the multicolinearity problem.

The practical significance of the work is very important for economics sector because the 
stability and change are essential elements of social reality and economic progress. The processes 
of GSP can be differentiated through the years. Therefore, sample selectivity and biases due to 
omitted variables can be controlled with panel data.

Cross-sectional surveys are a way to provide information on specific concerns at a specific 
period, but they don’t provide any informФation about the stability that is currently in place. Retro-
spective inquiry can yield limited information about change, although this is frequently hampered 
by «recall bias». However, reliable data on change is necessary to determine if phenomena like  
poverty are long-lasting or transient. These issues can be resolved through panel data studies, 
which also offer a crucial tool for successful policy design.

The aim of this study is to determine and get new good efficient estimators than its existing 
competitive estimators in panel data applications. The PCA Technique has been used to model, for 
example the effect of public capital stock and private capital stock and some of predictors on gross 
state product.

To achieve this aim, the following objectives are accomplished:
– to investigate the correlation matrix and VIF between the explanatory variables to detect 

if there is a multicolinearity problem between the predictors or not;
– to investigate the PCA technique to solve the multicolinearity problem by reducing the 

main predictors by new unrelated factors;
– to estimate model and selection method of panel data regression: common effect, fixed effect, 

and random effect model based on some of tests to determine the appropriate method that was used;
– to investigate the robust standard errors and their corresponding t values by using Breusch- 

Pagan test;
– to compare the standard errors in [14] and our robust standard errors to see the efficiently 

of the robust standard errors.

2. Materials and Methods
2. 1. The one-way fixed effects model
A study on the regression model, each variable cannot be measured or always observed due 

to at least one slacked variable will always be. To establish more accurate models and to make an 
accurate analysis, it is important to control the effect of these slacked variables on the model to be 
used. For the panel data, the fixed effect model assumes that differences between individuals can 
be accommodated from different intercepts (i. e., the constant coefficient is considered a constant) 
as it is mentioned by [15]:

 y x x x Uit i it it p it p it= + + + + +a b b b1 1 2 2, , , .  (1)

The fixed-effects model consists of (1) and assumptions which xit,p, p = 1,2,..., P are non-sto-
chastic variables and yit are response random variables, αi which are unknown intercept for each 
entity. Uit considered the error term and contains knowledge about αi in cross-sectional regression 
models. The fixed-effects model allows αi to be correlated with the regressors. Including αi as in-
tercepts, everyone has a different intercept term and the same slope parameters. β is estimated and 
the individual effects are then calculated per cross-section (or time) using the «Within» method [3]. 

Fixed Effect remove the effect of those time-invariant characteristics so can assess the net 
effect of the predictors on the outcome variable. Another important assumption of the fixed effect 
model is that those time-invariant characteristics are unique to the individual and should not be 
correlated with other individual characteristics. αi is individual intercepts (fixed for given n).

Most of the panel data applications utilize a one-way error component model for the dis-
turbances, with Uit = μi+ʋit, where μi denotes the unobservable individual-specific effect and ʋit 
denotes the remainder disturbance. In this case, μi are assumed to be fixed parameters to be estima-
ted, and the remainder disturbances are stochastic with ʋit independent and identically distributed. 
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The xit is assumed independent of the ʋit for all i and t. Or Uit = λt+ʋit, λt denotes the unobservable 
disturbance depending on only time (this implies a unique intercept coefficient for each time).

No overall intercept is usually included in the model. Under a fixed model, consistency does 
not require, that the individual intercepts (whose coefficients are the ′a is), and Uit are uncorrelated, 
and only E x Uit it( , ) = 0 must hold.

According to the random effect model, it will estimate panel data where interference va-
riables may be interconnected between time and between individuals, and the difference between 
intercepts is accommodated by the error terms of each unit, i. e., the random effect model is consi-
dered by (1) where μi or λt are random. Also, the pooled effect model is considered by (1) where 
αi = α which means that it is constant for all units. The fixed effects estimator will always give 
consistent estimates, but they may not be the most efficient, the random effects estimator is in-
consistent if the appropriate model is the fixed effects model, and the random effects estimator is 
consistent and most efficient if the appropriate model is random effects model.

2. 2. Principal component analysis
PCA is a data reduction method as it replaces a set of correlated variables with a set of 

uncorrelated principal components, which represent unobserved characteristics of the population, 
and is suiTable for dimensionality reduction allowing for the extraction of data features through 
variance maximization [10].

PCA is particularly useful when the data at hand are large (i. e., multiple variables), big (i. e., 
multiple observations per variable), and highly correlated. With such high-dimensional data, the 
goal is to identify a reduced set of features that represent the original data in a lower-dimensional 
subspace with a minimal loss of information.

PCA is used for studying one Table of observations and variables with the main idea of 
transforming the observed variables into a set of new variables, the new variables are constructed 
as weighted averages of the original variables, and called the principal components, or factors.

The first principal component explains the largest proportion of the total variance. If the 
first few principal components explain a substantial proportion of the total variance, they can be 
used to represent the original items, thus reducing the number of variables required in models. 
While principal components analysis is easy to implement.

2. 3. Tests to determine an appropriate model
The following tests can be used to choose the best model to manage the data panel:
− chow test: The Chow test is used to identify whether a model has a fixed effect or a com-

mon effect, used most effectively when estimating panel data;
− hausman test: A statistical test to determine whether the model is Fixed Effect is the Haus-

man test, or Random Effect might be more fitting.
To determine which of the estimation method is appropriate, two tests are carried out, the 

chow test and Hausman Test.

2. 3. 1. Chow test
Chow test is a test to determine the model of whether Common Effect (CE) or Fixed Ef-

fect (FE) is most appropriately used in estimating panel data.
(Null hypnoses: the model is pooling effect estimation) versus alternative (fixed effect esti-

mation is appropriate).
Stages after Chow test: if the Chow test selects a fixed effect, a random effect must then be 

conducted before a Hausman test is used to determine if the effect is fixed or random. However, 
if the Chow test chooses a common effect, then the Lagrange multiplier test must be performed to 
determine whether to select a common effect or a random effect. 

2. 3. 2. Hausman test
Objectives of Hausman Test: The Hausman test is a test used to compare fixed effects and 

random effects and determine which is more effective. If the post-Chow test stage has been reached  
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and the fixed effect is the chosen outcome, the Hausman test should now be conducted. It is neces-
sary to complete the procedures in order, therefore analyzing fixed effects first, and then moving 
on to random effects. Hausman test to show if the fixed effect estimation or random effect estima-
tion is appropriately. The Hausman test statistics is:

H V VRE FE RE FE RE FE= − ′ − −( ) ( ( ) ( ))( ).
     

b b b b b b

The statistic H is distributed as χ2 under the null hypothesis, with degrees of freedom equal 
to the number of parameters for the time-varying regressors. In the concrete case of panel models, 
it is known that the FE estimator is consistent in the RE model as well as in the FE model. In the FE 
model, it is even efficient, in the RE model it has good asymptotic properties it mentioned by [14].

The conclusion that we must make when finished doing the Hausman test:
If Result: H0: Select RE (p > 0.05);
H1: Select FE (p < 0.05).
After selecting the appropriate model, it is necessary to take a test to detect heteroscedasticity.

2. 4. Estimation of the Fixed Effect Models
Fixed effect models include Covariance Model, Individual Dummy Variable Model, least 

squares Dummy Variable Model, and within Estimation model. Unlike LSDV, the «within» esti-
mation does not need dummy variables, but it uses deviations from group (or time) means. That 
it «within» estimation uses variation within each individual or entity instead of many dummies 
mentioned by [16]. The fixed effect estimator for β is obtained if to use the deviations from the 
individual means as variables. The model in individual means is with i = Σt yit/T and ᾱi = αi, ūi = 0:

 y x Ui i i i= + ′ +a b .  (2)

Subtraction from:

 y x Uit i it it= + ′ +a b .  (3)

And gives:

 y y x x U Uit i it i it i− = − ′ + −( ) ( ).b  (4)

Where the intercepts vanish. Here the deviation of yit from i is explained (not the diffe-
rence between different individuals, i and j. The estimator for β is called the within or fixed effect  
estimator. Within refers to the variability (over time) among observations of individual i.

In terms of the fixed effect approach, the observations of the exogenous variables xit were as-
sumed to be independent of the error term ʋit for all cross-sections or time periods. According to [16] 
this is an appropriate specification if one is focusing on a specific set of firms and inference is limited 
to that set of firms- that is, this is an appropriate specification form for most accounting research.

Fixed Effect Estimator formula:

 


bFE
ji

it i it i it i it ix x x x x x y y= − − ′ − − ′∑∑ −( (( )( ) ) ( )( ) .1  (5)

This expression is identical to the well-known formula β-hat = (X ′X)–1(X ′Y) for N (de-
meaned w. r. t individual i) data with T repeated observations.

2. 5. Test to detect heteroscedasticity
Heteroscedasticity in panel data suggests that heteroscedasticity should be of concern for 

several reasons, including the following: 
1) one-way error component models have two sources of heteroscedasticity: the individual- 

specific and the remainder error term; 



Original Research Article:
full paper

(2023), «EUREKA: Physics and Engineering»
Number 1

182

Mathematics

2) graphical evidence is inconclusive; 
3) heteroscedasticity can be caused by variables that are not always related to size; 
4) the loss in efficiency in fixed-effects.
A more formal, mathematical way of detecting heteroscedasticity is what is known as the  

Breusch-Pagan test: Let’s test for heteroscedasticity that it is possible to find in the {lmtest} package. 
If the panel data has a heteroscedasticity problem, a robust regression estimation is recommended.

The Breush-Pagan test is a test for the heteroscedasticity of regression errors is Contrary to ho-
moscedasticity, which means «differently distributed», heteroscedasticity refers to «identical scatter».  
An essential presumption in regression is homoscedasticity; if this presumption is broken, it is not 
possible to perform analysis.The test assumes the error variances are due to a linear function of one 
or more explanatory variables in the model. That means heteroscedasticity could still be present in 
the regression model, but those errors (if present) are not correlated with the explanatory variables.

The test statistic approximately follows a chi-square distribution proposed by [17]:
− the null hypothesis for this test is that the error variances are all equal;
− the alternate hypothesis is that the error variances are not equal.
The statistic obtained from the second-stage artificial regression is distributed Chi-squared 

with k2
 degrees of freedom. Therefore, if the Breush-Pagan Lagrange Multiplier test statistic is 

greater than the Chi-Squared critical value under k2 degrees of freedom, let’s reject the null and 
conclude heteroscedasticity is present.

2. 6. Regression with robust standard errors
Even when the homogeneity of variance assumption is violated the ordinary least 

squares (OLS) method calculates unbiased, consistent estimates of the population regression coef-
ficients. In this case, these estimates won’t be the best linear estimates since the variances of these 
estimates won’t necessarily be the smallest. Worse yet the standard errors will be biased and in-
consistent. It is possible to perform our regression analysis to correct the issue of incorrect stan-
dard errors so that our interval estimates, and hypothesis tests are valid. It is done by using he-
teroscedasticity-consistent standard errors or simply robust standard errors. The concept of robust 
standard errors was suggested by some dude named Halbert White.

The usual method for estimating coefficient standard errors of a linear model can be ex-
pressed with this somewhat intimidating formula proposed by [15]:

 Var X X X X X XT T T( ) ( ) ( ) .


b = W− −1 1  (6)

Where x is the model matrix (i. e., the matrix of the predictor values) and Ω = σ2In which is 
shorthand for a matrix with nothing but σ2 on the diagonal and 0’s everywhere else.

2. 7. Productivity data
Productivity is commonly defined as a ratio between the output volume and the volume of  

inputs. Productivity is considered a key source of economic growth and competitiveness, as such, is 
basic statistical information for many international comparisons and country performance assessments. 
Productivity data are used to investigate the impact of product and labor market regulations on econo mic 
performance. The Source of this data set was provided by [14]. As the study of [15] used this dataset, includ-
ing a panel of 48 observations from 1970 to 1986 and the data frame containing: State: the state, year: 
the year, pcap: public capital stock, hwy: highway and streets, water: water and sewer facilities, util: 
other public buildings and structures, pc: private capital stock, GSP: gross state product, emp: labor in-
put measured by the employment in non-agricultural payrolls, and unkempt: state unemployment rate.

In our simulation study, it is possible to detect the multi-collinearity problem between the 
explanatory variables throughout the correlation matrix. 

The following Cobb-Douglas production function relationship investigating the productivi-
ty of public capital in private production:

 ln ln ln ln .GSP PC P cap L Unemp U= + + − + + +a b b b b1 2 3 4  (7)
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3. Results and Discussion
3. 1. The correlation matrix between explanatory variables as follows
The following correlation matrix, matrix (8) contains the results of the correlation to detect 

the multi-collinearity problem between the explanatory variables as follows:

 Correlation matrix = 

x x x x

x

x

1 2 3 4

1

2

1 0000000 0 8647919 0 9076301 0 1766757

0 8647919 1

. . . .

. .. . .

. . . .

0000000 0 9722074 0 1843358

0 9076301 0 9722074 1 0000000 03x 11572794

0 1766757 0 1843358 0 1572794 1 00000004x . . . .





















.  (8)

Where, x1 is lnPC, x2 is lnP‒cap, x3 is lnL, and x4 is Unemp.
From the above correlation matrix, it’s clear that there is a high correlation between the 

independent variables.
To get rid of this problem, use the principal component technique and get four components 

as follows:
PC PC PC PC

e e e

1 2 3 4

9 211124 3 892102 0 008213451 9 64457701 01. . . .− − −− 006

01 01 053 883690 9 201683 0 049596218 5 276085

2 6861

. . . .

.

e e e− − −− −
113 4 249386 0 998735206 8 604370

6 262116 8

02 02 04

06

e e e

e

− − −

−

− −
−

. . .

. .. . .

.

231808 0 000862045 9 99999606 01e e− −

3. 2. The Relationship Between the Factors Must be Equal to or Approximate to Zero
The following matrix, contain the result of correlation between the first three components; 

PC1, PC2, and PC3 to ensure that multicollinearity is eliminated and that there is no longer any 
correlation between the factors with each other’s:

 

PC PC PC

PC e e e

PC

1 2 3

1 1 000000 7 195603 1 574500

2 7 19560

00 08 0. . .

.

+ − −−
33 1 000000 3 011797

3 1 574500 3 011797 1

08 00 09

08 09

e e e

PC e e

− + −

− −

. .

. . ..000000 00e+

 (9)

and the importance of components.
The following matrix, contain the result of the standard deviations for PC1, PC2, and PC3, 

in the second row. The third row in the matrix showed the Proportion of variations, and the last row 
showed the Cumulative Proportions of the three components:

PC PC PC1 2 3

1 6965

0 7195

0 9762

0 2382

0 38347

0 03676

0 7195 0 957

.

.

.

.

.

.

. . 88 0 99452.

.



















Then, calculate the first three factors from this component by multiplying this component 
with the original variables to get the factors.

The panel regression model became after solving the multi-collinearity problem as follows:

 ( ) ( ) ( ) ( ).GSP PC PC PC 1 2 3+ +  (10)

The algorithm of PCA, which consists of two parts, is included into the process of estimat-
ing PCs. On a balanced panel of PCs computed based on the quarterly series observed across the 
whole sample period, those variables with missing data are first projected (regressed) linearly.  
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Before a fresh set of PCs are calculated on the basis of the complete and projected series, this pro-
jection is employed in the second phase to fill in the missing observations. The process is iterated 
until it converges, or until the following PC estimations are sufficiently near to one another between 
iterations. In our instance, this happened four or five iterations into the process according to [18].

To determine which of the estimation effect method is appropriate, find the fixed effect es-
timation, random effect estimation, and pooling effect estimation results, Table 1. Then carry out 
the Hausman test, and F-test to know which is the appropriate effect for the model. 

Table 1
Results of fixed, random, and pooling effect estimation methods

Coefficients Fixed Effect Estimation Random Effect Estimation Pooling Effect Estimation
Intercept − ‒4.5267e+03 ‒5.9659e+03

Pca1 0.982363 1.0107e+00 1.0386e+00
Pca2 ‒1.216212 ‒1.2854e+00 ‒1.2949e+00
Pca3 ‒36.297449 -3.5640e+01 ‒2.2388e+01

R-squared 0.95841 0.96604 0.99118
Model «Within» «Random» «Pooling»

Sum of squares 1.3289e+11 1.8384e+11 3.9905e+12

3. 3. Tests to determine an appropriate model
Chow Test is a test to determine the most appropriately used in estimating panel data.
By comparing the F-statistic and F-Table calculations, the basic refutation of the claim may 

be made. If the F count is higher (>) than the F Table and H0 is rejected, comparison is used, and 
the Fixed Effects Model is the most suiTable model to apply.

Regarding the Hausman test: After performing the Chow test and determining that 
the appropriate model is Fixed Effect, let’s look at whether model ‒ Fixed Effect or Random  
Effect ‒ is the most appropriate.

Hausman test statistic has a degree of freedom equal to k, where k is the number of inde-
pendent variables, and follows the Chi Square statistic distribution. H0 is rejected and a model 
of Fixed Effect is the proper model if the Hausman statistic value is more than the crucial value.  
In contrast, if the Hausman statistic value is lower than the critical value, a model of Random Effect 
is the proper model proposed by [4].

In the following sessions, Chow test and Hausman test results will be shown.

3. 3. 1. Chow test result
The hypotheses of the Chow Test are:
H0: Common Effect Model or pooled OLS.
H1: Fixed Effect Model.
F test for individual effects:

F = 87.428, df1 = 47, df2 = 765, p-value < 2.2e‒16.

Alternative hypothesis: significant effects.
Chow-Test results showed the fixed effect is most appropriate.

3. 3. 2. Hausman test result
After completing the Hausman test,it is necessary to draw the following conclusion:
1. If the Hausman Test accepts H0 or a p-value greater than 0.05, the random effect tech-

nique is used. Lagrange multiplier testing is then used to assess whether Random effect or Com-
mon effect is still the preferred option.

2. If the Hausman Test returns an H1 value or a p-value of less than 0.05, the fixed effect 
technique is used.
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The following hypotheses are tested by the Hausman tests:
H0: Random Effect Model.
H1: Fixed Effect Model.
Hausman Test will follow the distribution of Chi-squares as follow:

chisq = 7.7941, df = 3, p-value = 0.05046,

alternative hypothesis: one model is inconsistent.
The results of the Hausman test showed that; the p-value approximately  . ,0 05  so the deci-

sion here does not be clear.
Based on the results of Chow and Hausman tests the decision is fixed effect model is the 

most appropriate model.
The results of the above Table 2 are achieved by using the (lm) function in R and the output 

is called using the (summary) function on the model.

Table 2
Results of ordinary least square estimation
− Estimate Std. Error t value Pr(>|t|)

(Intercept) ‒5.9659e+03 3.234e+02 ‒18.45 <2.2e–16***
pca1 1.0386e+00 3.567e–03 291.14 <2.2e–16***
pca2 ‒1.2949e+00 1.787e‒02 ‒72.48 <2.2e‒16***
pca3 ‒2.2388e+01 6.463e‒01 ‒34.64 <2.2e‒16***

The output talks about the residuals. Residuals are essentially the difference between the 
actual observed response values, and the response values that the model predicted. The Multiple 
R-squared.

Represents the percentage variation in the dependent variable (GSP) that is explained by the 
independent components (predictors). In our case, the R-squared value of 0.9912 means that 99 % 
percent of the variation in the variable ‘GSP’ is explained by the ‘predictors’.

A small p-value indicates that it is unlikely observe a relationship between the predic-
tor (GSP) and response variables due to chance. Typically, a p-value of 5 % or less is a good cut-off 
point. In our model example, the p-values are very close to zero. Three stars (or asterisks) represent 
a highly significant p-value. 

A more formal, mathematical way of detecting heteroscedasticity is what is known 
as the Breusch-Pagan test: Let’s test for heteroscedasticity that it is possible to find in the  
{lmtest} package [removed:].

3. 4. Breusch-Pagan test result
The existence of heteroscedasticity is a major concern in regression analysis and the ana-

lysis of variance, as it invalidates statistical tests of significance that assume that the modelling 
errors all have the same variance. Using the Breusch-Pagan test to check for heteroscedasticity, it 
examines the relationship between the estimated variance of the residuals from a regression and the 
values of the independent variables.

Results of Breusch-Pagan test:

BP = 105.44, df = 4, p-value < 2.2e–16.

A small chi-square value (along with an associated small p-value) indicates the null hy-
pothesis is true (i. e. that the variances are all equal).If the p-value is less than the level of signi-
ficance (p-value is less than α = 0.05), then let’s reject the null hypothesis. Since 2.2e–16 < 0.05. 
Thus, heteroscedasticity is present. To get the correct standard errors, it is possible to use  
the (vcovHC) function from the {sandwich} package.
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There seems to be no evident pattern in most of the Fig. 1. However, it does seem to look as 
if there is more variation in (residuals) with higher levels of GSP-hat.

Fig. 1. The relationship between the residuals and GSP-hat

The model above results suffers from heteroscedasticity based on the results of the plot, 
and Breusch-Pagan test, it is possible to obtain heteroscedasticity robust standard errors and their 
corresponding t values.

Notice that the standard errors are smaller than before, the intercept and (pca3) variables 
are not statistically significant anymore. But it is possible to depend on the values of (Std. Error)  
of (pca1) and (pca2) in the original model and Table 3.

The model above results in Table 2 suffers from heteroscedasticity based on the results of 
the plot, and Breusch-Pagan test, it is possible to obtain heteroscedasticity robust standard errors 
and their corresponding t values.

Table 3
Robust standard error estimation
− Estimate Std. Error t value Pr(>|t|)

(Intercept) ‒5.9659e+03 5.0337e+02 ‒11.852 <2.2e‒16***

pca1 1.0386e+00 9.6285e–03 107.865 <2.2e‒16***

pca2 ‒1.2949e+00 2.7861e–02 ‒46.477 <2.2e‒16***

pca3 ‒2.2388e+01 1.3785e+00 ‒16.241 <2.2e‒16***

Its notice that from above Table 3: the standard errors are smaller than before at Table 2,  
the intercept and (pca3) variables are not statistically significant anymore. But it is possible to de-
pend on the values of (Std. Error) of (pca1) and (pca2) in the original model in Tables 2, 3.
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3. 5. Limitations and developed direction of the study
The limitations of this study that cannot control for variables that vary over time (like GSP 

level or unemployment rate) and also low statistical power, and restricted time periods. The lack 
of real data sources on Egypt, and that is why there is missing values, and therefore it may be an 
obstacle to the lack of complete data availability.

The panel studies are now widely used in research across the social and life sciences. The 
challenge of panel data is the validity and reliability of measurement over time. Many social science 
researchers are of the opinion that repeating the same question time and time again impacts upon 
the validity of the measures.

An advantage of our research is when to compare our results of the estimator of standard 
errors with results of [14], let’s get new estimators more efficient and smallest than [14], as to get 
the new unrelated components first before detecting the problem of heteroscedasticity by using 
Breush-Pagan test. Also, there is a limitation in that most of the reviewed studies assessed the he-
teroscedasticity without detecting the multicolinearity problem on the basis that it does not affect 
the goodness of fit of estimation. But when the problem was detected and resolved, it was found to 
affect the efficiency of the estimators.

4. Conclusions
It is possible to conclude that throughout our paper; the problem of multi-collinearity has 

been solved by using a principal component technique in the case of the panel regression model, by 
using real data set was mentioned by [15]. 

Using plots of residuals, and the Breusch-Pagan test to detect the problem of heteroscedas-
ticity, then run the robust standard error estimation to get the smallest standard errors for the model 
and get efficient estimators.
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