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Predicting Order Cancellations for E-Commerce Domain: A Proposed Model 

Based on Retailing Experience 

Abstract 

E-Commerce technologies enable contact between businesses and their suppliers for the 

aim of exchanging information such as purchase orders, invoices, and payments thank to 

the rapid development in information technologies. E-Commerce has become a 

particularly important concept and has revolutionized the retail space. Understanding 

customer behavior patterns is key to gaining competitive advantage and achieving 

business goals. Predicting the probability of order cancellations has become a very urgent 

need as it causes loss of revenue for the retailer. When dealing with day-to-day 

operations such as order processing, tracking and order cancellations, finding enough 

time to grow the business is difficult. Cancellations are an important aspect of retail 

industry revenue management. In fact, little is known about the factors that cause 

customers to cancel or how to avoid them. The aim of this study is to propose a model 

that predicts the tendency to cancel an order and the parameters that affect the 

cancellation of the order. This solution can identify key factors that cause orders to be 

canceled by analyzing historical transaction data. A custom modeling application has 

been created that helps automate the process of tracking order cancellations in real time 

and predict the probability of an order being cancelled. For this purpose, machine 

learning techniques (ML) such as Artificial Neural Network, Support Vector Machine, 

Linear and Logistic Regression, XGBoost, Random Forest are applied to provide a tool for 

predicting order cancellations. The Random Forest algorithm achieves the best 

performance with 86% accuracy and 88% F1-Score compared to the other algorithm. This 

work will help firms manage their inventories well and strengthen their actions 

regarding customer behavior. 

Keywords: Classification in E-Commerce Cancellation, Marketing Strategies, Data 

Management, ANN, SVM, XGBoost, Logistic Regression, Parameter Tuning, Feature 

Importance          

           

       

E-Ticaret Alanı İçin Sipariş İptallerini Tahmin Etme: Perakendecilik 

Deneyimine Dayalı Önerilen Bir Model 

Öz 

E-Ticaret teknolojileri, bilgi teknolojilerindeki hızlı gelişme sayesinde, işletmelerin satın 

alma siparişleri, faturalar, ödemeler gibi bilgi alışverişi amacıyla tedarikçileri ile iletişim 

kurmasını sağlamaktadır. E-Ticaret özellikle önemli bir kavram haline gelmiştir ve 

perakende alanında devrim yaratmıştır. Müşteri davranış kalıplarını anlamak, rekabet 

avantajı elde etmenin ve iş hedeflerine ulaşmanın anahtarıdır. Perakendeci için gelir 

kaybına neden olduğu için sipariş iptallerinin olasılığını tahmin etmek çok acil bir ihtiyaç 

haline gelmiştir. Sipariş işleme, takip ve sipariş iptalleri gibi günlük işlemlerle 

uğraşırken, işi büyütmek için yeterli zaman bulmak zordur. İptaller, perakende sektörü 

gelir yönetiminin önemli bir yönüdür. Aslında, müşterilerin iptal etmesine neden olan 
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faktörler veya bunlardan nasıl kaçınılacağı hakkında çok az şey bilinmektedir. Bu 

çalışmanın amacı, bir siparişi iptal etme eğilimini ve siparişin iptalini etkileyen 

parametreleri tahmin eden bir model önermektir. Bu çözüm, geçmiş işlem verilerini 

analiz ederek siparişlerin iptal edilmesine neden olan temel faktörleri belirleyebilir. 

Sipariş iptallerini gerçek zamanlı olarak izleme sürecini otomatikleştirmeye ve bir 

siparişin iptal edilme olasılığını tahmin etmeye yardımcı olan özel bir modelleme 

uygulaması oluşturulmuştur. Bu amaçla Yapay Sinir Ağı, Destek Vektör Makinesi, 

Doğrusal ve Lojistik Regresyon, XGBoost, Rastgele Orman gibi makine öğrenme 

teknikleri uygulanarak sipariş iptallerini tahmin etme aracı sağlanmıştır. Rastgele Orman 

algoritması diğer algoritmaya göre %86 doğruluk oranı ve %88 F1-Score ile en iyi 

performansı elde etmektedir. Bu çalışma, firmaların envanterlerini iyi yönetmelerine ve 

müşteri davranışlarıyla ilgili eylemlerini güçlendirmelerine yardımcı olacaktır.  

    

Anahtar Kelimeler: E-Ticaret İptalinde Sınıflandırma, Pazarlama Stratejileri, Veri 

Yönetimi, YSA, SVM, XGBoost, Lojistik Regresyon, Parametre Ayarlaması, Nitelik Önemi 

 

Introduction 

The development of technology has provided innovation and convenience in many 

sectors. In this context, where the concept of speed and cost is emphasized, companies in 

all sectors have considered to keep up with technology. Otherwise, companies that do not 

keep up could be eliminated. With the spread of the Internet to the world, the idea of 

transferring the concept of commerce to the virtual environment has also emerged. In this 

way, the concept of e-commerce emerged, and this concept continues to increase its 

importance in coordination with technology (Gong, 2021, p. 694). 

The concept of commerce has gained more importance with the development of 

technology today and has been called E-Commerce. E-Commerce is the transmission of 

goods and services by individuals and institutions in a network through certain 

parameters (Hamed & El-Deeb, 2020, pp. 242-244). The biggest reason it has gained much 

more importance today is the development of technology and the easier access to 

information. In addition, E-Commerce has become more preferred because customers can 

compare prices and access price performance products more easily. 

Today E-commerce and retailing, which are the most common uses of Machine Learning 

(ML), are two of the most important industries. With easy access to information, 

understanding how to do extremely complex and difficult work faster on the Internet, 

and understanding the concept of cheap products and good service have now become 

one of the most important elements. As a result, e-commerce and retailing have become 

inextricably linked (Zhao, 2018, p. 1868). 

Thanks to ML, retail companies have an opportunity to provide the models by processing 

the existing data and take more profitable processes with their goals. There are retail 

companies that do not correctly implement many success parameters such as knowing 

their consumers and giving the right product to the right consumer. Therefore, there is a 

lack of data analytics in most industries and most companies. A large amount of data is 

retained, but there are persistent gaps and deficiencies in the analysis of the data held 

(Ahmed, 2004, p. 455). The fact that the stored data is dysfunctional means a great waste 
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and cost for companies. For this reason, it is of great importance for companies in every 

sector that the data is processed, and the findings obtained from the processed data are 

modeled and delivered to the right consumer. Consequently, organization and planning 

are significant, and to have an accurate prediction model is crucial. This study is applied 

in order to fill the knowledge and method gap and is an idea for future studies. 

 Large consumer datasets can reveal hidden clues that can be used to strengthen 

customer relationships, optimize marketing campaigns, forecast sales, and boost 

competition, sales, and turnover. Businesses can deliver the correct targeted campaigns 

and locate the offer that has the most impact on the consumer with more precise data 

models (Yeung, 2014, pp. 943-944). When the strength of e-commerce is paired with 

retailing companies' high-volume sales, a massive data stack emerges. This demonstrates 

how critical and effective machine learning is in these industries. The main reasons 

behind this study and research problem are to process customer and order related data, 

reveal data analysis and propose a decision support system to managers to cope with the 

loss of revenue because of cancellation. Finding enough time for business expansion 

while dealing with day-to-day operations such as order processing, tracking and order 

cancellations is a big challenge for the business. Besides, the biggest financial loss for 

sellers in e-commerce is requesting the cancellation or return of the ordered product. 

While the revenues already earned are lost due to cancellations and returns, it may lead 

to large profit losses in the long run due to shipping costs and customer dissatisfaction. 

The research subjects of this study are to analyze the cancellation / return behavior of 

customers, the factors that affect these behaviors and to discuss machine learning and its 

methods, e-commerce, e-retail, retail sector and machine learning studies in this sector. 

The topics covered were examined in detail, along with findings and examples, the 

behavior of customers in the retail industry to cancel/return their orders was analyzed 

using machine learning methods. In this study, a comparative study of ML algorithms is 

conducted to predict cancellation order of the company. The performance metrics are 

detailed, and the findings form experiments are indicated. For this study, supervised 

learning algorithms such as Support Vector Machine (SVM), XGBoost, Random Forest, 

Artificial Neural Networks (ANN) and Logistic Regression and tuned_Random Forest, 

tuned_logistic regression and tuned_XGBoost are applied. Among the algorithm RF 

algorithm achieved the best performance with 86% accuracy ratio and 88% F1-Score 

value. 

The related studies about data analysis of ecommerce domain used low level parameters 

of dataset. Parameter tuning and feature importance have not been encountered in the 

current studies. In this study, the hyperparameters of each of the machine learning 

algorithms have been adjusted by parameter tuning to achieve better accuracy and 

measurements. The neural network is implemented using additional layers and some 

more training time. Comprehensive and comparative analysis has been made using five 

most used machine learning algorithms and three methods with parameter tuning. A 

large parameter scale containing 20 parameters is used. These constitute the originality of 

this study. 

Since important features can be extracted with this study, companies in the field of e-

commerce will have information about which variables have a significant effect on 

cancellation/return intention. Firms will have the ability to predict the probability of 
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cancellation, thus offering strategies to improve the ordering process and customer 

satisfaction and ultimately ensure customer loyalty. 

The main contribution of this paper is to provide order cancellation model by different 

Machine Learning classification algorithms. Besides, feature importance by Logistic 

Regression and XGBoost are obtained.  Consequently, firms are aware about the 

important factors that have influence on the cancel/return decision. This study could be 

used as a decision support system.  

Retailing and E-Retail Sector 

The concept of retailing has lost its old meaning, and now it has gained a new meaning 

and the concepts of e-retail have emerged. Technology has a significant impact on this 

issue because people now visit the online stores and decide accordingly, rather than 

shopping in stores (Erkent, 2006, p. 10). 

There are many reasons for this situation. Consumers always prefer the cheapest and best 

quality before purchasing a product. In order to obtain this product, they go to many 

varied brands and stores and make comparisons. Going to a different physical store to 

make a comparison creates a disadvantage in terms of time, cost, and objectivity (Güllü & 

Tarhan, 2021, pp. 196-197). Technology has overcome all such disadvantages. Finding a 

product cheaper, better quality takes seconds now and at no extra cost. This situation 

pushes many retail businesses to understand the importance of the concept of e-retail. 

Most retail businesses keep up with technological advancement. Many businesses that do 

not comply are doomed to huge losses (Koçal, 2012, pp. 14-15). The e-retail sector, which 

offers the opportunity to get ideas about the product before purchasing by 

communicating with different consumers, continues to spread rapidly (Erkent, 2006, 

p.10). When consumers want to buy products, they prefer the physical store only to be 

quite close to the store or to be sure of the quality of the food products. Considering the 

latest innovations in this sector, the e-retail sector is now preferred even in food products. 

Related Works 

Özcan and Turna revealed a Decision Tree (DT) and ML study with the online shopping 

of consumers. The difference of this study is that the data obtained is through a survey 

study. While the number of data obtained by the authors in their survey was 250, the 

number of data used in this study exceeds 30 thousand. The amount of data is especially 

important when doing DM work. Therefore, the accuracy and Cohen's kappa rates 

obtained from survey studies are generally low. While the accuracy scores of their study 

are at most 68%, the highest accuracy score in this study is 82% with the DT method. Of 

course, other factors can also support this. In addition, a detailed DT study was 

conducted by using many different algorithms of the DT and the best algorithm was 

selected. However, in this study, ID3 was used only with gain ratio. This shows the 

weakness of this study, at least in terms of the DT. If better results are desired in the 

study, different algorithms should be used and the data should be manipulated less 

(Özcan & Turna, 2021, p. 94). Liu et al. (2020) propose a new analysis of online shopping 

behavior and forecasting model that overcomes the shortcomings of the old methods. In 

the study, decision tree based XGBoost model and linear model logistic regression are 

used. In their study, the model is optimized, and a single model is combined. The model 

fusion technique is applied. Finally, through two sets of contrast experiments, it has been 
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proven that the algorithm chosen in their study can filter out features effectively that 

simplify the complexity of the model to a certain extent and improve the accuracy rate of 

the model (Liu et al, 2020, pp. 1-5). Abhirami et al. focused on E-commerce fraud 

detection and compares various ML algorithms such as K-nearest neighbor, Decision 

Tree, LR and Random Forest. It has been observed that logistic regression gives better 

results than other algorithms researched on fraud detection. Kaggle dataset was used in 

this study. The dataset contains 284807 data, 492 of which are fraudulent. The Decision 

Tree Algorithm gave the minimum performance (Abhirami et al.,2021, pp. 827-828). Noor 

et al. proposed a model based on sentiment analysis. An aspect-level sensitivity analysis 

is performed on an e-commerce website. The dataset includes reviews of women on 

clothing sold on Amazon. Weka is used. SMO performed better than other algorithms in 

Sensitivity analysis. It was the best performing algorithm after SMO in NB (Noor et 

al.,2019, p.5).  Mauritsius et al. present a study to decide whether some data mining 

approaches such as Random Forest Algorithm and J48 Algorithm can be applied to detect 

promotion abuse based on existing customer profiles.  The data used in the study covers 

the transaction history recorded in 2018 and 2019. As a result of the study, it shows that 

using RFA, FDS functionality works with planning and is more successful than J48 

Algorithm. RFA for fraud or non-fraud was chosen as the most accurate model for 

analyzing and predicting customers (Mauritsius et al.,2021, p. 6). Ballestar et al. develop a 

model that can predict the change of consumers' behavior over time. In the model, MLP 

and ANN are used. Their Feed Forward types have been used. Customer quality can be 

estimated using only data from references (Ballestar et al.,2018, p. 590). Rai et al. provide 

comparative analysis of the performance of Decision Tree ensembles, linear models and 

deep learning techniques in demand forecasting (SOTA) of e-commerce advertisements. 

A dataset including about 1.4 million C2C e-commerce advertisement training samples is 

processed. As a result, it is observed that deep learning is an effective method for 

demand forecasting studies (Rai et al., 2019, p. 5). Koehn et al. present a methodology 

compatible with the sequential structure of click data is proposed by using RNN instead 

of SML. Two models were evaluated to derive user behavior predictions from clickstream 

data (Koehn et al.,2020, p. 16). Pondel et al. present a multilayer perceptron (MLP) with 

one or two fully connected dense layers is applied. Besides, the repetitive layer is used as 

a first hidden layer (RNN) supported by an additional dense layer. The data were 

prepared using the Keras 2.3.1 library (Pondel et al.,2021, pp. 4-6). Singh et al. provide to 

predict sales for e-commerce platforms to find the best algorithm. Random Forest and 

Gradient boosting showed good results for the data. The most efficient method for the 

regression model was found to be Random forest. For the time series model, the most 

efficient model is selected as the SARIMA model (Singh et al.,2020, p. 6).  Szabó et al. 

predict what users want to buy while using an e-commerce application. In the RMSE and 

MAE value results, the solution estimated the transformations with remarkable accuracy 

and improves traditional CF (Szabó et al.,2020, p. 6). Yin et al. develop a sales forecasting 

model for online products. In the research, the CNN model is compared with other 

models and as a result, it exhibits the most active performance. The unsupervised pre-

training method can also be used for pre-training impact analysis with algorithms such as 

RBM and DAE (Yin et al., 2021, pp. 4-5). 
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System Overview 

 

Figure 1. System Architecture 

Data for order cancellation is gathered from a private ecommerce firm. The diagram of 

the system architecture is illustrated in Figure 1. Data is preprocessed firstly. Then 

XGBoost, ANN, SVM, LR, RF, tuned_RF, tuned_LR, tuned XGBoost are applied to 

preprocessed data.  As a result, the model generates the classes that labeled ordered as 0 

and cancelled/returned as 1 and accuracy and F1- Score values. 

Materials and Methods 

In this study, supervised learning algorithms such as Support Vector Machine (SVM)  

(Vapnic, 1995, pp. 123-125), XGBoost (Chen & He, 2017, p. 4), Random Forest (Breinman, 

2001, pp. 10-12), Artificial Neural Networks (ANN) (Fritsch et al., 2019, p. 44) and 

Logistic Regression (Peduzzi, 1996, p. 1374) are applied by using Python.  
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Dataset 

The data has been taken from the database of a private retail company in e-commerce 

sites.  Data covers January, February, March, April and May of 2022. In the analysis, 

30.231 includes customer and order history data are distributed according to the 

membership type, campaign type and gender of people living in different cities of 

Turkey. The data belonging to the enterprise are grouped mainly on textile products. 

Artificial Neural Networks (ANN) 

Artificial Neural Network (ANN) is a computer system inspired by biological neural 

networks, built on interconnected artificial neurons to create artificial brains. It is 

designed to analyze information, like the way biological brains, especially humans, 

analyze it. It is one of the most used ML methods to deal with enormous amounts of data. 

It also has self-learning abilities. ANN structure consists of input layer, hidden layer, and 

output layer (Öztemel, 2012, pp. 60-64). Considering these layers, the program takes 

information as input. Then it is processed in the hidden layer, undergoes mathematical 

operations, and is optimized. Then the output is obtained, but the output may not be of 

the desired type. The output is returned to the hidden layer and subjected to some 

processing (Jiang et al., 2022, p. 10). Therefore, there is a continuous loop between the 

hidden and output layer. 

Support Vector Machine (SVM) 

The Support Vector Machine (SVM) algorithm tries to fix a boundary surface between 

two classes based on the features of data (Romero Morales and Wang, 2010, p. 556) 

applying the structure risk minimization method. The support vector classifier method 

aims for the minimum generalization error among an infinite number of linear classifiers 

for two linearly separable classes by maximizing the margin defined as the smallest 

distance between the decision boundary and any classification (Bishop, 2006, p. 738).  On 

the other hand, linearly separable classes are uncommon in nature, thus, to address this 

problem, the data space is transformed into a high-dimensional space where they can be 

segregated linearly (Amari and Wu, 1999, p. 785).  

The main purpose of SVM is to separate the vectors belonging to different classes from 

each other and to obtain the optimal separation hyperplane (Cortes and Vapnik, 1995, pp. 

280-282). 

      (1) 

XGBoost 

XGBoost (eXtreme Gradient Boosting) is a high-performance version of the Gradient 

Boosting algorithm optimized with various modifications. The most important features of 

the algorithm are that it can achieve high predictive power, prevent over-learning, 

manage empty data and do them quickly (Chen & He, 2017, p. 4).  Among the machine 

learning applications that work smoothly that we use in our daily lives, there are 

applications such as spam blocker, ad advice, fraud detection (Chen & Guestrin, 2016, pp. 

785-787). Among those who ensure the success of these applications are scalable learning 

structures that enable learning over large databases and models that find connections 

between data. Among the multiple algorithms for tree strengthening, XGBoost is the 
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most preferred algorithm by people for many classifications such as text classification, 

customer prediction, motion perception (Chen & Guestrin, 2016, p. 790). The purpose of 

the boosting algorithms is to find the hard learners from the data in the model and 

process them again and again to integrate them with the easier learners (Bentéjac, Csörgő, 

& Martínez-Muñoz, 2021, p. 1937). There are 3 different boosting techniques as XGBoost, 

gradient boost, regular boost and one of them can be used. It uses decision trees to use 

supervised learning as in the random forest algorithm, but the difference in the random 

forest algorithm is that it takes a different path during the training phase; XGBoost tries 

to obtain information about them by optimizing the decision trees. The best tree is 

selected until the best model is obtained and these trees are added until the goal is 

achieved (Dhaliwal, Nahid, & Abbas, 2018, p. 149). 

Random Forest (RF) 

Random Forest algorithm enables to create various models and classifications by training 

each decision tree on a different observation sample on more than one decision tree. Ease 

of use and flexibility; It has accelerated its adoption and widespread use as it addresses 

both classification and regression problems (Bonaccorso, 2017, pp. 167-168). Over-

learning-over-fitting is one of the main issues with decision trees, which is one of the 

traditional methodologies. The random forest model generates multiple decision trees to 

solve this problem, thus avoiding this problem and at the same time aiming to increase 

the classification value during the classification process (Bonaccorso, 2017, p. 170). The 

random forest algorithm is the process of choosing the highest score among many 

independent decision trees. As the number of trees increases, our rate of obtaining 

accurate results also increases. The main difference between the decision tree algorithm 

and the random forest algorithm is that the process of finding the root node and splitting 

the nodes is random (Breiman, 2001, pp. 10-12). 

 

Logistic Regression (LR) 

Logistic Regression is a DM classification method used in classification and assignment 

processes (Peduzzi, 1996, p.1374). Unlike linear regression analysis, it is frequently used 

today because it also benefits from qualitative features. In this analysis method, it can be 

applied categorically on both ordered and unordered data. In the logistic regression 

model, all independent variables in the dataset must be included in the model. Likewise, 

all unsuitable independent variables should be excluded from the model. Normalization 

is important in this classification method as there should be no extreme values. Because 

excessive values will disrupt the structure of the model, healthy results will not occur. In 

the logistic regression model, some tests are needed to evaluate the compatibility of the 

model. These are Chi-Square and R2 measurement methods. 

Evaluation 

Confusion Matrix 

When analyzing results from classification algorithms, a confusion matrix, which is a 

contingency table that illustrates the difference between the actual class and the predicted 

one for the test set in a labeled table, is frequently used (Bradley, 1997, p 1145). The 

prominent parameters in the evaluation of classification models are accuracy, precision, 

recall and F1 score (Visa, Ramsay, Ralescu, & Knaap, 2011, pp. 120-127). The parameters 
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are calculated from the numbers produced by the confusion matrix called TP, TN, FP and 

FN. The equation and definition of the parameters are explained below. 

The accuracy value, which is one of the performance measures of classification models, 

shows the ratio of correctly predicted data to all predicted values. It is obtained with the 

formula shown in Equation 2. 

                                               (2) 

Precision is the ratio of positive samples classified correctly with this criterion to the total 

positive predicted samples are measured. It is given at Equation 3. 

 

                                            (3) 

Recall is the ratio of correctly classified positive data to total positive data. From the data 

of the model created using this metric, the rate of finding positive class labels are 

determined. Formula is shown in 4. 

 

                             (4) 

F value, which is a harmonic mean of sensitivity and precision performance measures, 

evaluates two different performance measures within itself thanks to this feature. This 

metric gives a single benchmark (Eq. 5). 

                     (5) 

Experiments and Findings 

The proposed model is applied in 7 steps that include Data Preparation, Data 

Exploration, Feature Engineering, Feature Reduction, Model, Model Interpreter, and 

Tune Model. 

Data Preprocessing 

Before performing ML, it is necessary to make sure that the dataset is ready. For example, 

missing information in the dataset, columns that are not wanted to be included in the 

analysis and extreme values can greatly affect the analysis results. It can even cause 

undesirable results. Therefore, data preprocessing is important for more accurate 

analysis. 

Input Variables 

In Table 1, the column names in the data set and whether these columns are numerical or 

categorical are specified. It is also shown in this table that the columns do not contain a 

missing value. Statistical values of the columns are also indicated on this table. In the 

following paragraph these categorical data are briefly explained. Platform includes which 

platforms the order was received from, such as iOS, Android and Website. City shows 

the city from which the order was received. Region indicates the region of the city where 

the order was taken. Day shows on which day the order was received.  Campaign shows 

whether he has benefited from the campaign in that order. Member shows that the 

person who made the order is a registered or unregistered customer. Type shows that the 

products in that order are new season or regular products. 
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Table 1. Explanatory available variables of the dataset 

Column Type 
Uniq

ue 

Mis

sin

g 

Statistics 

platform Numeric 3 0 
min max median mean std 25% 75% 

1 3 2 1,82 0,87 1 3 

city Numeric 81 0 
min max median mean std 25% 75% 

-1,57 2,24 0 -0,09 0,85 -0,67 0,33 

product_number Numeric 16 0 
min max median mean std 25% 75% 

1 20 1 1,06 0,44 1 1 

gender_category Numeric 4 0 
min max median mean std 25% 75% 

1 4 2 1,68 0,75 1 2 

product_category Numeric 26 0 
min max median mean std 25% 75% 

2 27 5 6,26 3,1 4 8 

price Numeric 147 0 
min max median mean std 25% 75% 

-0,82 1,39 0 0,11 0,62 -0,42 0,58 

day Numeric 7 0 
min max median mean std 25% 75% 

0 6 3 2,8 2,03 1 5 

region Numeric 7 0 
min max median mean std 25% 75% 

-1 0,5 0 -0,01 0,54 -0,5 0,5 

time Numeric 4 0 
min max median mean std 25% 75% 

1 4 2 1,98 0,96 1 3 

member_type Numeric 2 0 
min max median mean std 25% 75% 

1 2 1 1,29 0,45 1 2 

type Numeric 2 0 
min max median mean std 25% 75% 

1 2 2 1,52 0,5 1 2 

campaign Numeric 2 0 
min max median mean std 25% 75% 

1 2 2 1,6 0,49 1 2 

order_women_total Numeric 34 0 
min max median mean std 25% 75% 

0 53 0 1,02 3,49 0 1 

order_man_total Numeric 43 0 
min max median mean std 25% 75% 

0 304 1 5,28 24,45 0 3 

order_kid_total Numeric 37 0 
min max median mean std 25% 75% 

0 173 0 2,06 10,82 0 0 

order_tototal Numeric 60 0 
min max median mean std 25% 75% 

-0,5 76,25 0 1,59 6,99 -0,25 0,75 

order_not_cancel_total Numeric 283 0 
min max median mean std 25% 75% 

-0,5 152,5 0 1,22 8,08 -0,5 0,5 

order_cancel_total Numeric 271 0 min max median mean std 25% 75% 
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-0,67 101 0 1,31 5,56 -0,33 0,67 

cancel_percentage Numeric 101 0 
min max median mean std 25% 75% 

-1,98 0,1 0 -0,36 0,56 -0,9 0,1 

cancel_return Numeric 2 0 
min max median mean std 25% 75% 

0 1 1 0,64 0,48 0 1 

Output Variable  

The statistical values of the column used as the target are presented in Table 2. 

Table 2. Output Variable 

Column Type Unique Missing

min max
media

n
mean std 25% 75% missing_ratio

0 1 1 0,64 0,48 0 1 0

cancel_return Numeric 2 0

Statistics

 

 
Figure 2. Number of Cancel/Return  

Correlation 

 
Figure 3. Variables Correlation 
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Values related to each other are specified in the correlation matrix. The correlation matrix 

is a table of correlation coefficients between multiple variables. In this table, the 

correlation between one variable and every other variable can be seen. By removing the 

variables that have very strong relationships with each other from the model, repetitive 

information entry can be avoided, and a simpler model can be obtained. Findings from 

Figure 3 show that the correlation coefficient between the "male order total" feature and 

the "total order" variable is 0.89, and that there is a strong and positive relationship 

between them. At the same time, the correlation coefficient between "man order total" 

and "order not cancellation total" and "order cancellation total" correlations are 0.81. 

There is a low and positive correlation between “price” and other variables, indicating 

that the price value is increasing, the other value is slightly increasing. This means that 

there is a positive and strong correlation between them. Accordingly, the "man order" 

value increased and the "order cancelled" value and the "order not cancelled" value 

increased as well. These relationships, which occurred as a result of the correlation 

analysis, should not be interpreted as a causal relationship. 

Missing Value 

Finding missing values is of immense importance for the ML process. Because the 

machine does not detect the missing, null information, even if it does, it may lead to 

wrong calculations while taking it into account. So, text, numerical etc. whatever the data 

is, missing values must be eliminated.  

Encoding method 

The Encoding method applied to the platform, city, product category, Day, cancel_return, 

campaign columns, which are categorical variable, are specified in the table.  

Scaling 

Table 3. Scaling of the columns 

Column Name Scaling Method 

City robust_scaler 

Price robust_scaler 

Region robust_scaler 

order_women_total robust_scaler 

order_kid_total robust_scaler 

order_tototal robust_scaler 

order_not_cancel_total robust_scaler 

order_cancel_total robust_scaler 

cancel_percentage robust_scaler 

Column names of numerical variables and applied Scaling Methods are given in the 

Table 3. 

Model and Parameter Tuning 

The features of the models that will be applied to the dataset are indicated in the Table 4. 
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Table 4. Parameter Tuning for the Algorithms 

Algorithm Params 

logistic_regression 
C: 1   tol : 0.0001   penalty : l1   l1_ratio : 0   max_iter : 1000   class_weight : 

balanced   fit_intercept : True   linesearch_max_iter : 50  

Xgboost 

eta : 0.3   alpha : 0   gamma : 0   lambda : 1   max_bin : 256   max_depth : 6   

subsample : 1   grow_policy : depthwise   max_delta_step : 0   

sampling_method : uniform   min_child_weight : 1   scale_pos_weight : 1   

num_parallel_tree : 1  

random_forest 

n_bins : 128   bootstrap : True   max_depth : 16   n_streams : 4   

max_leaves : -1   max_samples : 1   max_features : auto   n_estimators : 

100   max_batch_size : 4096   split_criterion : 0   min_samples_leaf : 1   

min_samples_split : 2   min_impurity_decrease : 0  

ANN 

hidden layer are between 50 and 100. Sigmoid for output layer and selu 

function for hidden layers are used as activation function. The epoch 

number is set at 5000. 

SVM 

The Radial basis kernel is utilized as the kernel function in the SVM 

model, and the gamma value () is set to 1 and C (cost parameter) is set to 

1. 

Findings from Algorithms 

The classification accuracy, precision, recall, and F1 score are all important parameters to 

consider when evaluating classification models.  

The ROC curve in the Figure 4, which is graphical assistance for evaluating the 

performance classifier and presenting the relationship between true positives and true 

negatives predicted by the model, is an easy approach to analyze anticipated outcomes 

(Bradley, 1997). For each approach, all the performance measures have been found and 

can be indicated in Table 5. 

XGBoost  Tuned XGBoost 
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Tuned Random Forest                                                    Random Forest 

 

Tuned Logistic Regression Logistic Regression 

 

Figure 4. ROC Curves of Models 

Tuned Logistic Regression Logistic Regression 
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Tuned XGBoost  XGBoost 

 

      Tuned Random Forest Random Forest 

 

          

 

 

 

 

Figure 5. Confusion Matrix of Models 

A table called a confusion matrix is used to show how well a classification model 

performs on test data for which the true values are known. 

Table 5. Performance measures for each method are presented 

Algorithm 

 

Metrics  

 

 Accurac

y 

AUC Recall Precisio

n 

F1 Kapp

a 

MCC Gini 

tuned_logistic_regressi

on 

Trai

n 

0.8019 0.907

1 

0.865

1 

0.8332 0.848

9 

0.561

8 

0.562

7 

0.814

2 

Test 0.8043 0.909

3 

0.865

8 

0.8358 0.850

5 

0.567

6 

0.568

3 

0.818

6 

tuned_xgboost 

Trai

n 

0.8535 0.920

3 

0.809

7 

0.9557 0.876

7 

0.699

4 

0.714 0.840

6 

Test 0.8571 0.924

1 

0.809

5 

0.9622 0.879

3 

0.707

3 

0.723

2 

0.848

2 

tuned_random_forest 

Trai

n 

0.8545 0.904

1 

0.773

7 

1.0 0.872

4 

0.709

3 

0.741

3 

0.808

2 

Test 0.8568 0.909

9 

0.777

3 

1.0 0.874

7 

0.713

7 

0.744

9 

0.819

8 

random_forest 
Trai

n 

0.8583 0.915

1 

0.801

4 

0.9736 0.879

1 

0.711

8 

0.731

7 

0.830

2 
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Test 0.8604 0.918

3 

0.802

2 

0.9766 0.880

8 

0.716

3 

0.736

7 

0.836

6 

xgboost 

Trai

n 

0.8535 0.920

3 

0.809

7 

0.9557 0.876

7 

0.699

4 

0.714 0.840

6 

Test 0.8571 0.924

1 

0.809

5 

0.9622 0.879

3 

0.707

3 

0.723

2 

0.848

2 

logistic_regression 

Trai

n 

0.8019 0.907

1 

0.865 0.8332 0.848

8 

0.561

7 

0.562

5 

0.814

2 

Test 0.8043 0.909

3 

0.866 0.8356 0.850

5 

0.567

3 

0.568

1 

0.818

6 

ANN Trai

n 

0.8560 0.879

0 

099 0.71 0.83 0.71 0.662

5 

0.804

2 

Test 0.8561 0.878

5 

0.78 0.99 0.87 0.70 0.668

1 

0.818

6 

SVM Trai

n 

0.851 0.876

3 

0.97 0.71 0.82 0.72 0.552

5 

0.804

2 

Test 0.85 0.878

5 

0.79 0.98 0.87 0.70 0.568

1 

0.818

6 

The metrics of the improved models for each algorithm can also accessed by the Table 5. 

Accuracy, Auc, Recall, Precision, F1, Kappa, MCC and Gini were determined as 

performance metrics. The metrics selected for each algorithm are calculated separately on 

the test and train score and are indicated in the Table 5.  

Findings from Table 5 demonstrate that the SVM algorithm achieved good results, while 

RF-based technique improves the accuracy even more. Random Forest has superior 

accuracy than tuned XGBoost in terms of the area under the ROC curve (AUC). Despite 

this, the tuned XGBoost approach outperforms the Random Forest method according to 

AUC, although it has worse accuracy. For all ML algorithms, it can be stated that they 

achieved good findings. The RF approach produces good values for all measures and has 

the best overall performance with an accuracy of 86%, as seen in the ROC curve.  For 

tuned RF, the precision value is 1.0, indicating that it operates in accordance with the 

other parameters, indicating a high rate of true positive items expected by the models 

over the total positives predicted. Lastly, the f-score, which is a harmonic measure of 

precision and recall, indicates how well these variables are balanced. Logistic regression 

has the lowest f-score value, while RF has the greatest value as 88%, based on the same 

values as the other performance metrics. 

Feature Importance 

 

Figure 6. Feature Importance Plot for Logistic Regression 
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Fig

ure 7. Feature Importance Plot for XGBoost 

An attribute with a value between 0 and 100 for each feature, representing how useful the 

features are when the model is trying to predict the target. 

It gives the opportunity to analyze which feature contributes to the accuracy of the model 

and which features are just noise. If we feel that the features do not add any value, we 

can discard the features and use the model to hypothesize about new features that we can 

develop. The attribute importance figure shows that the total number of orders that are 

not canceled has the most impact on the order or cancellation prediction. Ordered kid 

total parameter has the least effect on classification. 

Discussion and Conclusion 

The retail sector is in direct communication with the consumer, it is very important 

indicator for the entire economy. For this reason, the retail sector has an important place 

not only in its own value chain, but also in the entire economy. We can observe that it is 

critical for the general course of the economy to analyze the direction of the 

developments in the sector and to take measures accordingly. As one of the sectors with 

the highest number of customers, there is countless data for retail, and it is very 

important to evaluate this data correctly at the right points. Especially the location of the 

stores, why some of them are successful or unsuccessful, and a discipline-oriented 

approach make data analytics even more important in this period. By using data 

analytics in the retail sector, stores that are at risk of potential closure of companies can 

be revealed and a special strategy can be applied for these stores. This approach to data 

analytics helps retailers see the success and failure of their particular stores. 

In this study, a model is proposed to predict whether products purchased will be 

canceled or returned using e-commerce site data. The contribution of this work is to 

predict order cancellation with different Machine Learning classification algorithms. 

Accuracy, Auc, Recall, Precision, F1, Kappa, MCC and Gini metrics were used as 

performance metrics in this modeling. Also, feature importance was obtained with 
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Logistic Regression and XGBoost. Among the ANN, LR, RF and SVM algorithms used in 

this study, the RF algorithm achieved the best performance with an accuracy rate of 86%. 

The RF model with an F1 score of 0.8808 shows that the model prediction gives good 

results. The total number of non-cancelled orders feature has the most impact on model 

prediction.  

From a management perspective, the findings suggest that a customer's track record is 

critical to retail businesses and should be viewed as an asset. In this context, the 

processing of these data using RF algorithms adds significant value to the organization 

due to the difficulties caused by cancellations and loss of income. On the one hand, 

accurate cancellation prediction enables businesses to make sound managerial decisions 

and benefits the industry. These methods allow management to obtain advance 

information, allowing them to develop acceptable cancellation policies and leverage 

appropriate pricing tactics, among others. 

The previous studies suggested more parameters and dataset and parameter tuning to 

achieve more accurate model. This study confirms the previous research by adding more 

attributes, data and parameter tuning.  

For the future work, this work is likely to be developed in different areas. Because 

nowadays it is of great importance whether a customer can cancel or return an order. 

Predicting the user's behavior and acting accordingly is an action most companies want. 

In other words, predicting when a customer might cancel or return an order means 

providing that customer with a better sales experience and ensuring that they don't 

cancel or return the order. For most companies, this means big profits and a loyal 

company that understands its customers. In terms of the scope of the study, more data 

should be used and applied in different sectors. 

It is quite difficult to obtain real company data and make it ready for analysis. In this 

study, it takes a lot of time to integrate the data obtained from different database files and 

complete the missing values. By adding cargo data and more customer data, the study 

can be applied to other sectors as well. 
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