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Abstract— Current development trends concerning miniaturiz-
ing of electronics and photonics systems are aiming at assembly
and 3-D co-integration of a broad range of technologies including
MEMS, microfluidics, wafer level optics, and silicon photonics.
To this end, on-chip integration using silicon-photonics platform
offers a wide range of possibilities addressing passive optics
functionality, active optoelectronic devices, and compatibility with
CMOS fabrication. On the other hand, the hybrid technology
enabling volume manufacturing of such system-on-chip com-
ponents, it is still in an early development stage. Here, a new
type of machine vision system enabling precision stacking and
bonding processes of III–V components on silicon photonics chips
is introduced. In particular, we focus on the ability to see through
substrates with high resolution, which is crucial for the alignment
of the markers used for assembly of integrated components on
silicon wafer. The system is based on the use of a black silicon
enhanced CMOS sensor with extended wavelength response
beyond transparency cutoff wavelength for silicon substrate.
We study the use of the camera system as a microscope with bot-
tom coaxial infrared (IR) illumination scheme and demonstrate
the ability of through-silicon vision for one- and two-layered
silicon photonic integrated circuit (PIC) samples. The ability of
observing objects with dimensions down to 2 µm is confirmed.
This resolution is close to diffraction limit and corresponds to the
dimensions of optical waveguide structures on the PICs surface.
In addition, we demonstrate the implementation of a 2-D Fourier
transform-based autofocusing technique for through-silicon IR
microscopy. These building blocks offer a solution for advanced
photonic integration processes and other through-silicon vision-
related applications, which is instrumental for a large variety of
assembly, lithography, and wafer bonding setups.

Index Terms— Assembly processes, infrared (IR) imaging,
IR microscopy, laser-assisted bonding (LAB), machine vision,
photonic integration, silicon devices, silicon photonics, through-
silicon vision.

I. INTRODUCTION

THE annual growth of data transfer rates linked to digital-
ization of the world economy, for example, in the form
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of artificial intelligence, Internet of Things (IoT), and large-
scale machine-to-machine communication, requires a contin-
uous development of infocommunication technology (ICT)
infrastructure. Broadly speaking, the underlying technology
is largely enabled by the miniaturization of electronics and
photonics. In the field of photonics, the transition from bulk
and fiber-optics to the chip level integrated photonic integrated
circuits (PICs) enables a tremendous shrinking of photonic
modules to a chip with the size comparable to a thumb nail—
similar to the integrated electronics [1], [2], [3]. Nowadays,
many of the photonic devices, such as transceivers, optical
amplifiers, and gyroscopes, which existed as complex multi-
component large instruments for a long time, are transitioning
to high-density integrated embodiment with better character-
istics [2], [3], [4].

To this end, advances toward full-scale wafer level assembly
cover a wide range of topics with different integration levels,
e.g., progressing from stacking of different chips, chip-to-
wafer, and wafer-to-wafer bonding processes. The general aim
is to maximize the parallelization of assembly process and
to minimize wasted volume and material in order to reduce
module cost and size. As general technology approaches
supporting these developments, we should mention the rapid
developments of transfer printing enabling co-integration of
multiple devices from different starting wafers onto a common
substrate [5], and the flip-chip bonding used for transferring
of ready individual device chips to a common substrate or a
more complex chip [6], [7].

Despite the availability of commercial approaches for hybrid
integration involving thermo-compression bonding (TCB) and
mass-reflow (MR) processes widely used in electronics, there
is a need to develop more advanced tools addressing precise
alignment of photonics components, faster assembly process,
and in general, improved reproducibility and higher yield.
To this end, laser-assisted bonding (LAB), which is known
to be much faster than classical TCB and MR processes, is
expected to meet the strict requirements of precise bonding
processes as LAB cause negligible thermo-induced stress and
warpage of the bonded surfaces (up to 3-4 times lower) [8],
[9]. Yet another advantage is the fact that LAB can rely on
solder surface tension-driven self-alignment [10], which can
help to achieve better performance of photonic integration [9],
[10], [11].

Generally speaking, the bonding processes require a
machine vision system to provide means for accurate part
manipulation prior to the bonding process. In numerous stack-
ing operations, direct vision to bonding interfaces is obstructed
by parts to be bonded. Similarly, postbond part inspection

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0000-0002-9317-8187
https://orcid.org/0000-0001-8839-6721
https://orcid.org/0000-0002-1483-5733


2020 IEEE TRANSACTIONS ON COMPONENTS, PACKAGING AND MANUFACTURING TECHNOLOGY, VOL. 12, NO. 12, DECEMBER 2022

Fig. 1. Wavelength response diagram: Ge [18], InGaAs [18], [19], Si [18],
and bSi [20] image sensors QE comparison.

is problematic because relevant features lay between the
interfaces. Traditional methods for investigating the quality of
the bonded interfaces include postbond X-ray inspection [12],
[13], [14] and through-silicon infrared (IR) microscopy, which
exploits silicon transparency at wavelengths longer than 1 μm.
Through-silicon substrate imaging is beneficial for semicon-
ductor components alignment evaluation and monitoring the
bonding process in real time [15], [16].

The most typical image sensor type used for modern
through-silicon IR microscopy is InGaAs or Ge-based cam-
era, which allows the detection of longer wavelengths [17],
[18], [19], [20]. Unfortunately, these types of cameras have
a number of disadvantages, the most significant of which
are rather limited resolution and relatively high price com-
pared with shorter wavelength cameras utilizing silicon-based
charge-coupled device (CCD) or CMOS technology. Typical
parameters of commercially available cameras are: resolution
of 640 × 512 with 15 × 15 μm pixel pitch for InGaAs
and 640 × 480 with 10 × 10 μm pitch for Ge sensors.
In addition, those types of cameras often require additional
cooling devices [air fan, liquid cooling, and thermoelectric
cooling (TEC)] for reproducible acquisition during precise
metrology measurements.

A comparison of wavelength response, i.e., quantum effi-
ciency (QE) for conventional Si-CMOS [18], Ge [18],
InGaAs [18], [19], and a so-called black silicon (bSi)
CMOS-based [20] image sensors is presented in Fig. 1. As it
can be seen, at a wavelength range near the 930 nm, bSi image
sensor has a sensitivity level comparable to InGaAs image
sensor and up to five times higher than that of conventional
Si image sensor at wavelengths longer than 1 μm [20], which
allows image detection at wavelengths beyond silicon trans-
parence window enabling imaging through silicon substrates.
This enhanced response of bSi is due to the light-trapping
effect of surface morphology and energy level of dopants:
the surface turns deep black being structured by micro–
nanospikes, which significantly reduces light reflection and
enhancing optoelectronic response. In general, bSi possesses
unique optical and electronic properties that are not found in
traditional bulk silicon, making it promising candidate material
for IR devices [21], [22], [23]. To this end, here, we propose an
imaging solution based on nanostructured bSi CMOS sensors.

Besides studying the use of bSi camera for wafer level
packaging, we report the development, characterization, and

implementation of a cost-effective machine vision solution
for through-silicon IR microscopy. The system is based on
commercially available optical components and a camera
having enhanced long wavelength response, which is based
on nanostructured bSi surface. We demonstrate the ability of
through-silicon vision for one- and two-layered silicon PIC
samples.

Also, we demonstrate a passive autofocusing subsystem,
which uses the image spatial spectrum analysis methods. The
proposed machine vision system could be used in photonic
integration applications but also to improve wafer bonding and
lithographic processes requiring similar solutions.

II. IR MICROSCOPE OPTICAL DESIGN

The optical scheme of the IR microscope design is presented
in Fig. 2. It is based on a classical reflected light microscope
architecture with bottom coaxial illumination. It has two illu-
mination devices—IR light-emitting diode (LED) with a center
wavelength of 1100 nm and visible LED with emitting spectra
of 400–700 nm, which was added as a pilot beam subsystem
to optimize the setting of the microscope working point.
Both LEDs are equipped with current driving circuits and
aspheric condenser lenses with diffusers in order to achieve
uniform illumination of the observation area. The setting of
working point is performed using precise linear XYZ-stages.
The key feature of this design is the implementation of
bSi commercially available SiOnyx XQE-0920 image sensor
camera with a pixel size of 5.6 × 5.6 μm and a resolution
of 1280 × 720 pixels [20]. This solution is cost-effective as
the price of bSi-based camera normally is at least 3–5 times
lower compared to InGaAs- or Ge-based cameras.

In order to protect the image sensor from possible dam-
age during LAB process, the setup is equipped with optical
long-pass filter with a cut-on wavelength of 1000 nm and a
damage threshold of 12 kW/cm2 (0.3 J/cm2) for continuous
wave (CW) (pulsed) mode; this blocks all visible wavelengths
and most typical laser illumination at 980 nm used in LAB
processes [8], [9], [19].

The wavelength response diagram of IR microscope com-
ponents and typical LAB source spectrum are presented in
Fig. 3. Most of the optical components are in 30-mm cage
cube packages, and the interconnections between them are
made using standard 1�� (1 in diameter) lens tubes.

The ability of through-silicon vision is obtained by using
the bottom illumination source with wavelength corresponding
to silicon transparence window (the PIC transmittance spec-
trum is presented in Fig. 4). The apochromatic near infrared
response (NIR) objective has a 10× magnification, numerical
aperture (NA) of 0.26, damage threshold of 0.5 kW/cm2

(0.2 J/cm2), and a working distance of 30.5 mm on the top
surface of sample under test. After adjusting the focus by
using the precise Z-stage, it becomes possible to observe
the waveguide structures and surface mount pads of the
15 × 10 × 0.65 mm silicon PIC used for evaluation [24],
[25], which is necessary for high-precision alignment of semi-
conductor devices and bonding quality control during pho-
tonic integration processes. Moreover, varying the objective
focus point, it becomes possible to switch observation point
between stacked silicon PICs. Fig. 5 shows the obtained image
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Fig. 2. Photograph and optical scheme of the proposed IR microscope design for through-silicon vision.

Fig. 3. Wavelength response diagrams: components of the IR microscope
proposed design.

of single-layered silicon PIC top surface. Fig. 6 represents
obtained through-silicon images of double-layered silicon
structure: first layer (a) and second layer (b) top surfaces.

The bias of the IR LED was set in order to keep the
brightness of the highly reflective component images (e.g.,
golden surface mount pads) in the range of 90%–95% of image
sensor brightness saturation limit to obtain the maximum
possible image contrast.

The contrast of images along the center line of the com-
ponent was above 19% for the single-layered PIC, above
12% for the bottom and above 8% for the top layer of
the double-layered PIC; the waveguide structures, surface

Fig. 4. Transmittance and reflectance data for sample holder transparent
layer and PIC sample.

topology elements, and alignment markers are distinguishable
in each of considered cases and could be recognized by image
processing algorithms, which can give input and feedback
for the selection of region of interest and a variety of self-
alignment techniques [19], [26]. The image contrast was
evaluated according to the following equation [27]:

Contrast(%) = (Imax − Imin)

(Imax + Imin)
· 100% (1)

where Imax is the image maximum brightness value (digits)
and Imin is the image minimum brightness value (digits).
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Fig. 5. Single-layered silicon PIC top surface image (through Si).

The contrast rate obtained on real PIC sample pictures
confirms that the proposed IR microscope works for the
test scenarios. The ability of vision through several layers
of silicon is highly beneficial for 2.5-D and 3-D integration
processes and bonding quality inspection [4], [28], [29].

III. IR MICROSCOPE OPTICAL CHARACTERIZATION

The characterization of the proposed optical circuit in terms
of resolution and scale factor is made through the measurement
and analysis of the modulation transfer function (MTF [27],
[30]) using 1�� positive and negative 1951 USAF test targets
(United States Air Forces MIL-STD-150A standard of 1951,
test pattern groups 2–7 with element size from 125 down to
2.19 μm) both for sagittal and tangential orientation. The
experiment was carried out involving a transparent sample
holder (chuck) for test targets placement. In the prototype of
the sample holder for through-silicon microscopy applications
(e.g., components/wafers entrance control or postbond qual-
ity inspection [15], [16], [17], [19]), a laser-cut 3-mm-thick
polymethyl methacrylate (PMMA) plastic sheet is used as a
transparent layer. Its transmittance and reflectance spectrums,
as well as the transmittance spectrum of the used PIC sample,
are presented in Fig. 4. The data were obtained by using the
spectrophotometer setup. For LAB applications in order to
avoid heat damage, melting, and deformation of the surface,
it is necessary to use AR-coated materials with high light
durability, such as Sapphire [19] or Borofloat glass, which
has wide transmittance spectrum up to wavelengths of more
than 2.5 μm [31]. These should be preferably processed
by waterjet cutting technique as it does not produce a heat
affected zone and therefore, the material is free from thermal
and deformation stresses, leading to fine and clean cut [32].
The test target was placed on the sample holder above the IR
microscope objective as shown in Fig. 2, and after adjusting
the focus with a precise Z-stage, an image of each test pattern
groups was taken.

The contrast of each taken image across the centerline of the
element was subsequently calculated using (1). The bias of the
illumination IR LED has been preset to keep the brightness of
the largest element images in the range of 90%–95% of the
saturation limit to obtain the maximum possible contrast and
should not be changed during the experiment.

The experimental results of the MTF analysis are presented
in Fig. 7. As it can be seen, even the smallest test patterns of

Fig. 6. Images of double-layered stacked silicon PIC structure: (a) bottom
layer and (b) top layer surfaces (through Si). The images were taken at the
same xy position.

group 7 with an element size of 2.19 μm have a contrast rate
near 5% both for sagittal and tangential orientation of positive
and negative test targets (average contrast 5.3%), which satis-
fies minimal contrast of 3%–5% for determination of optical
system limiting resolution [27]. Thus, the proposed optical
system is suitable for observing elements with dimensions
down to 2 μm, which is close to the theoretical diffraction
limit and corresponds to the dimensions of optical waveguide
structures on the PIC surface. The evaluation of scale factor
is proceeded by the same test target type. The width of the
element with highest contrast rate (element 1 of group 2) is
125 μm, which corresponds to the element image width of
206 pixels for sagittal orientation and 212 pixels for tangential
orientation of the negative test target, and 213 pixels for
sagittal orientation and 209 pixels for tangential orientation of
the positive test target. All values were estimated at 90% level
of maximum image intensity to reduce the intensity ripple
effects. Thus, assuming the square shape of image sensor
elements (5.6 × 5.6 μm), the observed physical object of
125 μm on the average corresponds to the image of 210 pixels.
This gives the scale factor of 0.6 μm per pixel for the
optical system. Accordingly, the microscope observation area
is 768 × 432 μm. This scale factor is needed for measurement
purposes during semiconductor components alignment and
bonding quality inspection.

IV. PASSIVE AUTOFOCUS SUBSYSTEM

Due to the usage of the objective with 10× magnification
and NA of 0.26, and therefore, narrow depth of focus, the
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Fig. 7. Results of MTF evaluation using USAF-1951 target (test pattern groups 2–7).

proposed IR microscope design is very sensitive to variations
of focal distance—the image easily becomes defocused due
to vibrations and hit impacts. Thus, the system should be
mounted on a solid rigid basis with the use of properly
designed vibration isolation system [33].

For the ease of obtaining the best in-focus images, the IR
microscope was equipped with a passive autofocus subsystem,
which is based on the numerical analysis of a 2-D amplitude
spectrum of the image [34]. The passive autofocusing is
preferable as such subsystems do not require any additional
optical signals besides the illumination light; it is based on ana-
lyzing the received image that is then used for commanding a
motorized linear stage to adjust the working point. This avoids
complicated designs, avoiding the need to use additional light
sources or sensors [34].

To find the optimal focus point, a scanning along the z-axis
using motorized stage is performed while taking images on
each scanning step, using global search scanning method
[34]. The image arrays f (x, y) with resolution of M by N
(x = 0, 1, 2, . . . , M −1 and y = 0, 1, 2, . . . , N −1) pixels are
then analyzed by using as a criterion the overall sum S of the
components of the direct 2-D fast discrete Fourier transform as
a merit of image in-focus degree, i.e., by calculating the sum
of the amplitude elements of the spatial frequency spectrum
according to the following equation [34]:

S =
M∑

u=0

N∑

v=0

∣∣∣∣∣
1

M N

M−1∑

u=0

N−1∑

v=0

f (x, y)e−i2π( ux
M + uv

N )

∣∣∣∣∣ (2)

where u = 0, 1, 2, . . . , M − 1 and v = 0, 1, 2, . . . , N − 1.
Finally, the optimal focusing point is then determined by the

largest width of the spectrum as the best in-focus image is the
most detailed. Although Fourier analysis requires significant
computing power, the key advantage of this method is that it

avoids using any sophisticated image processing algorithms,
such as object recognition, edge detection, global or local
variance analysis, contrast or gradient estimation, derivative,
histogram or correlation analysis, as well as the usage of any
additional hardware [26], [35], [36], [37]. The only merit
for finding the best in-focus image is the maximum value
of the 2-D Fourier transform components sum. In our case,
using a personal computer (×64-based CPU at 2.21 GHz with
16-GB RAM), this method can be easily implemented, e.g.,
by standard means of MATLAB environment. After scanning,
the motorized stage should be returned to the position, which
corresponds to the point, where image of desired object of
interest contains maximum sum of spectral components—this
is the optimal focus point. In case there are several peaks
resulting from the analysis, the object of interest should be
chosen manually. The ability of switching between several
peaks for changing the best in-focus point between different
layers of the stack is beneficial for 2.5-D and 3-D photonic
integration processes and bonding quality inspection [4], [28],
[29]. This approach could also be used for estimating the layer
thickness in multilayer silicon structure with resolution limited
only by stage minimum traveling step.

The scheme of the measuring setup is presented in Fig. 8
(for simplicity, the IR microscope (Fig. 2) is depicted as a solid
camera). The experiment is carried out as follows: preliminary
working distance is preset near the transparent surface of a
sample holder. Then, the scanning with a step of 20 μm
along the z-axis is initialized. The spectrum components sum
is calculated for each step. The illumination IR LED bias
has been preset to keep the brightness of the largest element
images in the range of 90%–95% of image sensor brightness
saturation limit to obtain the maximum possible contrast, and it
should not be change during the experiment. As all the images
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Fig. 8. Fourier-based autofocus subsystem evaluation setup.

Fig. 9. Fourier-based autofocus subsystem experimental data.

in a series are taken under equal conditions, there is no need
for calibration of the autofocusing subsystem.

The experimental data are presented in Fig. 9. As it can
be seen, the local maxima of the values of the spectrum
components sum correspond to the best in-focus images—
point 1 is related to the top surface of transparent layer
and point 2 is related to the desired object of interest—the
top surface of silicon PIC. The significant difference in the
sum of the spectral components values for transparent layer
and PIC can be explained: the PIC is based on double-side
polished piece of silicon substrate, and its surface roughness
(measured value is in the range of nm units; dimensions of
observable surface topology elements—from units to hundreds
of μm) is much lower than that of the PMMA sheet, which
contains a lot of surface texture features in the range of tenths
and units of μm depending on processing quality [38], [39],
observable under 10× magnification.

The average execution time for each single image analysis is
25 ms. The 1.6-mm range average scanning time is 4.5 s, and
it consists of obtaining and receiving an image from camera
via data exchange interface, data acquisition, its analysis, and
moving the electrical motor by 20 μm at one step. The region
of interest (Fig. 9) average scanning time is 250 ms. The per-
formance analysis indicates that the implemented autofocusing
method compares favorably with other known autofocusing
algorithms with execution time from 2 to 700 ms per frame
[34]. The subsystem performance can be further increased by

the implementation of improved scanning (search) techniques,
shortening the scanning distance, or narrowing the image area
to focus [35], [36], [37]. These approaches reduce the number
of taken images and the amount of data to analyze.

It should also be mentioned that small elements (surface
scratches, visible particles, defects, etc.) with dimensions com-
parable to the minimum observable object range being focus-
ing on tend to generate a sufficiently wide spatial spectrum to
affect the operation of any Fourier-based autofocus approach.
Thus, it is an additional reason to maintain cleanliness and
caution when working with the equipment under normal condi-
tions. However, those limitations can be easily overcome when
using the proposed design in photonic integration processes
as they impose serious demands on the cleanliness of media,
surfaces, materials, and tools used, requiring operation in
cleanroom environment.

Thus, the implementation of the described passive method
of finding and maintaining of best in-focus point is valuable
for using the proposed IR microscope design in a large variety
of research and assembly setups [17], [19].

V. CONCLUSION

A cost-effective design of an IR microscope with a coaxial
bottom illumination architecture based on a commercial nanor-
oughened bSi surface image sensor camera was demonstrated.
The ability of through-silicon vision was confirmed for single-
and double-layer stacked silicon PIC structures. The ability of
switching the observation point between layers of a multilayer
silicon structure is beneficial for 2.5-D and 3-D integration
processes and bonding quality inspection. Optical characteri-
zation of the proposed design using MTF analysis confirmed
the ability of observing objects with dimensions down to
2 μm, which is close to the theoretical diffraction limit.
Furthermore, this resolution also corresponds to the dimen-
sions of optical waveguide structures on PICs and satisfies
the needs of assessing the components alignment and bonding
quality.

Also, we report implementation results of a passive autofo-
cus subsystem, based on the numerical analysis of 2-D spatial
spectrum of the image for through-silicon IR microscopy. The
best in-focus point is determined by the largest width of the
spatial spectrum, as the focused image is the most detailed.
Using this dependence, it is possible to formulate a criterion
of the degree of focusing of the image obtained by the IR
microscope—the greater the overall sum of the amplitudes of
all harmonics of the spatial spectrum, the better the obtained
image is focused. The performance attained indicates that the
implemented autofocusing method compares favorably with
other known autofocusing algorithms. Thus, by using this
feature in tandem with precise motorized Z-stage, an effective
subsystem for setting and maintaining the optimal focus point
could be created. This method can be easily implemented,
e.g., by standard means of MATLAB environment. Also,
similar approach could be used for the estimation of the layer
thickness in multilayer silicon structure with resolution limited
only by the minimum traveling step of the stage.

The machine vision system demonstrated could be used
in photonic integration processes and other through-silicon
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vision-related applications and may be implemented to a large
variety of research and assembly setups.
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