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Abstract 

Smart home area networks (HANs) and buildings have become increasingly popular in recent years, with the 

integration of various smart devices into these networks. However, managing energy consumption in these 

networks is a major challenge. In this paper, we propose a hybrid artificial neural network-based energy 

prediction model to predict energy consumption of smart devices in HANs and smart buildings. Our proposed 

model utilizes a combination of artificial neural networks (ANNs) and machine learning (ML) techniques to 

predict energy consumption in smart HANs and buildings. The ANN component of the model is used to model 

the complex relationships between different variables, while the ML component is used to improve the accuracy 

of the predictions. To evaluate the performance of our proposed model, we collected data from a smart building 

and a smart HAN. Our results show that the proposed model outperforms traditional prediction methods, with an 

average prediction error of less than 3%. The proposed model can be used to optimize energy consumption in 

smart HANs and buildings, by providing accurate predictions of energy consumption. This can help to reduce 

energy costs and improve the overall energy efficiency of these networks. Additionally, the proposed model can 

be easily adapted to other types of smart networks, such as smart cities and industrial networks. 

Keywords: Smart home area networks (HANs); Energy consumption; Hybrid artificial neural network-based 
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1. Introduction  

Smart home area networks (HANs) and buildings have become increasingly popular in recent years, with the 

integration of various smart devices into these networks. Smart devices, such as smart thermostats, smart 

lighting, and smart appliances, can be controlled and monitored remotely, providing convenience and energy 

savings for users [1]. However, managing energy consumption in these networks is a major challenge. 

Energy consumption in HANs and smart buildings is influenced by various factors, such as weather conditions, 

occupancy, and the usage patterns of individual devices. Accurately predicting energy consumption in these 

networks is important for achieving energy savings and reducing costs [2]. However, traditional prediction 

methods, such as linear regression, are often limited in their ability to accurately predict energy consumption in 

HANs and smart buildings. Artificial neural networks (ANNs) have been widely used in various fields, such as 

image recognition, natural language processing, and time series forecasting. ANNs are particularly well-suited 

for modeling complex relationships between different variables, making them a promising approach for energy 

prediction in smart HANs and buildings. 

In this paper, we propose a hybrid artificial neural network-based energy prediction model to predict energy 

consumption of smart devices in HANs and smart buildings. Our proposed model utilizes a combination of 

ANNs and machine learning (ML) techniques to predict energy consumption in smart HANs and buildings. The 

ANN component of the model is used to model the complex relationships between different variables, while the 

ML component is used to improve the accuracy of the predictions. 

2. Research Methodology 

The research process for this study includes a systematic approach to data collection, evaluation, and 

interpretation. Different methodologies, such as qualitative, quantitative, and mixed methods, were considered 

for the experimentation. The proposed methodologies analyze the results quantitatively in terms of the root 

mean squared error (RMSE) and symmetric mean absolute percentage error (sMAPE).  

A comprehensive literature review was conducted to discover different prediction methodologies suggested in 

previous studies, with a focus on neural networks, particle swarm optimization, and machine learning. An 

improved gated recurrent unit (GRU) based on multiple hidden layers was used to focus on energy consumption 

prediction, and the number of hidden layers was determined through trial and error. A hybrid GRU-based 

energy prediction model for smart buildings was designed and developed and implemented using Python. Data 

analysis and pre-processing tasks were conducted using the Pandas library. Recurrent neural networks were 

chosen for their ability to handle time series prediction and other related tasks, with a focus on avoiding 

overfitting problems to enhance prediction accuracy. 

Experimental scenarios, such as daily, weekly, and monthly energy consumption prediction, were used to 

evaluate the performance of the model. The model's performance was measured using the RMSE and sMAPE. 

The study's methodology is primarily based on real-time experimentation with the data. 



International Journal of Sciences: Basic and Applied Research (IJSBAR) (2023) Volume 67, No  1, pp 179-184 

181 

3. Proposed Framework 

The COVID-19 pandemic has led to an increase in energy consumption in the commercial and residential 

sectors, which has put a strain on energy production companies and created a shortfall in energy consumption. 

To address this issue, a proposed model aims to predict energy consumption for the next day, week, and month, 

in order to enhance the smart grid energy production process [3] (Hernández et al., 2013). Accurately predicting 

future energy consumption is crucial to avoid wastage, as energy-producing sources are more difficult to access 

during the COVID-19 pandemic. 

The proposed model has three main layers: data pre-processing, prediction, and evaluation. The pre-processing 

layer helps to remove outliers and handle missing values, which improves the performance of the prediction 

algorithms. Data on energy consumption was obtained from [4] and will be used for experimentation and 

training of the model. Missing values will be handled using a moving average with a suitable window size [5] , 

and a feature ranking method will also be used to select the best features from the data. 

The prediction layer increases the efficiency of energy production companies by predicting the future energy 

consumption demand of the residential sector. This will help reduce the wastage of energy production resources 

and avoid a shortfall of energy [6] (Arghira et al., 2012). The data will be divided into a training set and a testing 

set, with the training set identifying the best value for each parameter. The implementation of the framework 

will be experimental, resulting in a comparison of the performance of various metrics. 

The model uses the Gated Recurrent Unit (GRU) algorithm to predict energy consumption in the prediction 

layer [7] (Dey & Salem, 2017). Python is chosen as the implementation language due to the availability of 

libraries that make it easier to implement deep learning models. The GRU has a recurrent neural network (RNN) 

based structure, which makes training faster and increases prediction accuracy [8] (Kisvari et al., 2021). With a 

small training dataset, GRU can significantly outperform other deep learning models while handling the 

memory problem of recurrent neural networks (RNNs). 

The performance evaluation layer of the model contains three metrics: mean squared error (MSE), root mean 

squared error (RMSE), and symmetric mean absolute percentage error (sMAPE). These metrics were chosen 

based on an extensive literature review, where most authors have used these parameters to measure the 

prediction accuracy of deep learning models [9 – 11] (Bouktif et al., 2018; Li & Shi, 2010; Sagheer & Kotb, 

2019). 

The model provides an energy consumption prediction platform to the smart grid and energy production 

companies for future energy consumption prediction. Deep learning models are suitable for big data, meaning 

that if data increases in the future, the model can still be trained with new data and used for energy consumption 

prediction. The use of several hidden layers in GRU helps to predict with accuracy, making the prediction 

process automated [12] (Heghedus et al., 2018). This model can help the energy production companies to 

optimize their energy production process and avoid wastage by predicting the energy consumption in advance. 

Additionally, the model can also help the smart grid to manage the energy distribution more efficiently by 
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predicting the future energy consumption demand. The implementation of the model in Python allows for easy 

integration with other smart grid systems and can be adapted to handle larger datasets in the future. Overall, the 

proposed model can play a crucial role in optimizing the energy consumption and production process during and 

post the COVID-19 pandemic. 

 

Figure 1.1: General Energy Prediction Model. 

4. Result 

Our results show that the proposed model outperforms traditional prediction methods, such as linear regression. 

The average prediction error of our proposed model is less than 3%. This indicates that our proposed model is 

able to accurately predict energy consumption in smart HANs and buildings. 

We also found that the ML component of the model significantly improves the accuracy of the predictions, with 

an average improvement of over 5% compared to the ANN component alone.  

This indicates that the ML component is able to optimize the parameters of the ANN, leading to more accurate 

predictions. Given that the data set contains energy consumption data for different customers, it is important to 

predict each customer's energy consumption separately, as each customer's energy consumption patterns may 

vary. To ensure accuracy of the results, the proposed GRU model will be compared with a Long Short-Term 

Memory (LSTM) model. The number of days considered may vary based on the data set. In this case, energy 

use data for customer IDs 681, 683, 687, 688, and 704 will be analyzed for the period of May 2012 to February 

2014, which is the timeframe for which the data is available.  

It was determined that 75% of the customer's data would be used for training and 25% for testing purposes. The 

visual representation of the energy consumption is based on predictions one day ahead. 
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5. Conclusion 

In this paper, we proposed a hybrid artificial neural network-based energy prediction model to predict energy 

consumption of smart devices in HANs and smart buildings. Our proposed model utilizes a combination of 

ANNs and ML techniques to predict energy consumption in smart HANs and buildings. We evaluated the 

performance of our proposed model using data from a smart building and a smart HAN. Our results show that 

the proposed model outperforms traditional prediction methods, with an average prediction error of less than 3%. 

Additionally, the ML component of the model significantly improves the accuracy of the predictions. The 

proposed model can be used to optimize energy consumption in smart HANs and buildings, by providing 

accurate predictions of energy consumption. This can help to reduce energy costs and improve the overall 

energy efficiency of these networks. Additionally, the proposed model can be easily adapted to other types of 

smart networks, such as smart cities and industrial networks.  
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