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Abstract 

In many countries meat is one of the most popular food in the world, but not all kind of meat can be consumed 

by most people such as pork for muslim and jewish also beef, pork and mutton tend to have several similar 

characteristics, namely color and texture, this can create confusion in distinguishing the three types of meat 

when see it by naked eye, therefore we need a system that can help identify the type of meat. In this study the 

authors used CNN-based Deep Learning approached with pre-defined architecture ResNet50 and ResTet101 

combined with transfer learning techniques, the authors also used several types of hyperparameters including 

learning rate, momentum and epoch to see the effect of these hyperparameter values on the performance of deep 

learning model, the results of this study show that ResNet50 can outperformed ResNet101 by producing less 

loss and by 1 % more in F1 score with 95.96% F1 score 95.96% precision and 95.96% recall. In addition the 

momentum of 0.3 in both architectures has the tendency to produce high loss with a low F1 score, while for a 

learning rate of 0.0001 on both ResNet50 and ResNet101 architectures also has a tendency to produce high loss 

and a low F1 score, optimal hyperparameter values range of learning rate is between of 0.001 to 0.01 and 0.6 - 

0.9 for momentum. 
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1. Introduction  

Meat is one of the most popular foods in the world and has a lot of mineral and vitamin content which is good 

for consumption but not all meat can be consumed by people, for example pork which is prohibited for 

consumption by Muslims and Jewish [1], sometimes meat is very difficult to distinguish by naked eye because 

the shape, texture and color are very similar, because of that it need machine learning techniques to help to 

distinguish kind of meat. Machine learning for image recognition has been widely used in various fields, such as 

breast tumor classification using the image recognition technique of the ensemble method which is a technique 

that combines several machine learning model methods in conducting image classification [2], Another study is 

to identify the types of plant diseases using the SVM[3]. Nowdays CNN is widely used in studies to perform 

several image classifications, some studies have proven that CNN can outperform classic machine learning 

methods, for example research classify flower types, the study results found that CNN can outperform SVM and 

KNN [4] Another study is about Tanzanian hand language image processing research which compares the 

comparison of CNN and SVM, the results of the study conclude that CNN outperforms the performance 

produced by SVM [5]. In this study the authors used the CNN method with Resnet-50 and Resnet 101 

architectures with transfer learning techniques, basically transfer learning is the re-use of a model that has 

performed well in a certain task to solve a different but related task is known as transfer learning [6], besides 

using different methods, the author also performs several hyperparameter tunings such as learning rate, 

momentum and epoch to see the performance provided by the two methods.  

2. Data and Methodology 

2.1. Data  

Data collection is sourced from collected directly at traditional markets in Bali, Indonesia by taking pictures 

using an iPhone 11 device with a 12 Megapixel camera resolution, the lighting conditions in the room at that 

time were quite clear. Figure 1 is an example of a mutton image taken using the iPhone 11 cellphone camera 

before being processed into a 

dataset 

 

 

 

 

 

The process of converting image into a dataset is to cut each photo into small parts with a size of 300 x 300, this 

is done to get parts of the meat and remove noise that has nothing to do with the meat image. Figure 2 is an 

Figure 1: mutton raw image 
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illustration of the process of converting raw meat images into a dataset 

 

Figure 2: Processing image into dataset 

the result of the process of converting raw meat images into datasets produces a number of datasets with a total 

of 422 dataset images with details of the mutton dataset is 129 images, the pork dataset being 144 images and 

the beef dataset being 156 images, the finished image dataset will then be divided into 2 parts, the dataset for 

train and the dataset for validation with details of 75% training and 25% validation, details of the dataset 

distribution can be seen in Table 1 and an example of datasets can be seen in Figure 3 

Table 1: Distribution of Dataset 

Dataset Pork  Mutton Beef 

Train 110 93 121 

Validation 34 36 34 

 

Figure 3: dataset ready to train (A) Mutton (B) Pork (C) Beef 

2.2. Convolutional Neural Network  

Convolutional Neural Network (CNN) is a supervised learning method in deep learning [7], Structure of CNN 

consists of 3 main constituent layers, namely convolutional layer, pooling layer, and fully connected layer [8] 

also architecture CNN usually consists of various levels of network depth, each structure represents a separate 

feature. At CNN, the convolution process is a process for extracting features contained in an image, the 

convolution process is simply formulated in equation 1 
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ℎ(𝑥) = 𝑓(𝑥) ∗ 𝑔(𝑥)                                                                  (1) 

from equation 1, ℎ(𝑥) is the output matrix resulting from the convolution or it can be called a feature map, 𝑓(𝑥) 

is the matrix of the input image while 𝑔(𝑥) is the filter in the convolution process, after the image convolution 

process is complete, it produces an output in the form of a feature map, the feature map will be reduced using 

the pooling layer after going through the convolution and pooling processes the calculated value of the previous 

layer will be forwarded to the fully connected layer for the prediction process to produce class output. The 

general CNN architecture is shown in Figure 4. 

 

Figure 4: CNN architecture in general [9] 

2.3. Resnet Architecture 

Deep residual network or commonly called ResNet is one of the CNN structures proposed by He in 2016 [10]. 

ResNet is one of the CNN architectures that introduces a new concept, namely shortcut connections. The 

emergence of the concept of shortcut connections that exist in the architecture ResNet has a relationship with the 

vanishing gradient problem that occurs when trying deepen the structure of a network is done however deepen a 

network with the aim of improving its performance can not be done just by piling up layers. The deeper a 

network can bring up a new problem, namely vanishing gradient, vanishing gradient can make the gradient very 

small which results in a decrease in performance or accuracy [10]. 

 

Figure 5: ResNet Architecture 
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Therefore ResNet introduces a new concept, namely the shortcut connection and in this concept the features that 

were input from the previous layer are also used as input for the output of that layer. This concept is carried out 

as a solution to minimize the loss of important features during the convolution process. Overall ResNet consists 

of 5 stages of the convolution process then continued with average pooling and ended with a fully connected 

layer as a prediction layer There is a difference between the ResNet-50 architecture used in this study and 

original architecture [10] This is because there are a few modifications made to according to the needs of the 

classification system. Modifications made include: 

• Changed the number of outputs on the fully connected layer from 1000 classes to 3 classes. 

• Added 64 hidden layer in fully connected layer before output layer  

In addition, this study also uses transfer learning techniques combined with the Resnet architecture, Transfer 

learning itself is a process of reuse from pre-trained models that have been trained with large-scale datasets by 

researchers before [11] and the application of transfer learning in this study was by freezing the top layer on the 

ResNet architecture which had been previously trained using Imagenet data 

2.4. Training and Analysis 

Training and analysis stage to discuss the flow of this research, the training and analysis stage in general can be 

seen in Figure 6 

 

Figure 6: Training and Analysis Flowchart 

After preparing the dataset, the next step is to choose the scenario that will be used in this study, scenario 

consists of by tuning several hyperparameters such as learning rate, momentum and epoch, the value of learning 

rate, momentum and epoch used can be seen in Table 2 

Table 2: Distribution of Hyperparameter 

Learning rate  momentum epoch 

0.1 0.3 50 

0.001 0.6 75 

0.0001 0.9 100 
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After setting the type of hyperparameter, the scenario training process will try each type of hyperparameter as 

shown in Figure 7 

 

Figure 7: (A) epoch (B) Learning rate (C) Momentum 

after the scenario training process is complete, the next stage is the analysis process, the analysis process 

performs a loss and accuracy graph analysis which is the output of the training process other metrics are used 

such as F1 score, precision, recall based on confusion matrix on each scenario 

                                                             𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (%) =
𝑇𝑃

𝐹𝑃 + 𝑇𝑃  
                                                               (2) 

 

                                                             𝑅𝑒𝑐𝑎𝑙𝑙 (%) =
𝑇𝑃

𝐹𝑁 + 𝑇𝑃  
                                                                     (3) 

 

                                                          𝐹 𝑠𝑐𝑜𝑟𝑒(%) =
2 𝑟𝑒𝑐𝑎𝑙𝑙 𝑥 𝑝𝑟𝑒𝑐𝑖𝑠𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  
                                                                   (𝟒) 

 

Calculation of f1 score, precision and recall based on TP, FN, FP and TP data obtained from the Confusion 

Matrix Table. True Positive (TP) is the number of correct predictions in the positive class, whereas False 

Negative (FN) means the number of predictions which is false in the negative class, False Negative (FP) is the 

number of wrong predictions in the positive class whereas for True Negative (TN) means the number of 

predictions which is true in the negative class. Illustration of the Confusion Matrix can be seen in Figure 8. 
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Figure 8: Confusion Metric Table 

3. Result And Discussion 

The analysis in this study is divided into 3 parts, ResNet50 analysis , ResNet101 analysis and Summary, each 

analysis uses 2 types of metrics namely loss and F1 score, the model with the lowest loss will be selected 

because the model will be able to generalize the new image [12] 

3.1 ResNet50 Analysis  

 

(A) 
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(B) 

(C) 

Figure 9: ResNet 50 (A) learning rate 0.01 (B) learning rate 0.001 (C) learning rate 0.0001 
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Figure 10: Overall Graph of ResNet 101 Scenario 

Figure 9 consists of 3 graphs A, B and C, those graph images generated by trial for each scenario on ResNet50, 

it can be seen that from the three graphs above, momentum 0.3 tends to have a high loss with low F1 scores, 

while momentum 0.9 in the three graphs above has the lowest loss with high F1 scores, while the best learning 

rate values are in the range of 0.001 and 0.1. 

Figure 10 is the overall graph of the ResNet50 scenario, from the graph above the best performance for ResNet 

50 is the lowest loss (blue with bold font on the Figure 10) 0.110296231150675 with 95.96% of F1 score 

,95.96% of precision and 95.96% of recall and has hyperparameter configuration such as learning rate of 0.01, 

momentum of 0.9 and epoch 100 generated loss of 0.110296231150675 and 95.96% of F1 score, 95.96% of 

precision and 95.96% of recall, the detail of accuracy graph and loss graph can be seen on Figure 11 

 

Figure 10: Loss and Accuracy Graph ResNet50 
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3.2 ResNet101 Analysis 

(A) 

 

(B) 

 



International Journal of Sciences: Basic and Applied Research (IJSBAR) (2023) Volume 67, No  1, pp 55-68 

65 
 

 

(C) 

Figure 11: ResNet101 (A) learning rate 0.01 (B) learning rate 0.001 (C) learning rate 0.0001 

Figure 12 is the same as in Figure 9 which represents 3 graph images for each scenario that has been tried, from 

Figure 12 it can be seen that momentum 0.3 has a high tendency of loss and a low F1 score, the same as ResNet 

50, momentum with a value of 0.9 have a tendency to get a low loss and a high F1 score 

 

Figure 12: Overall Graph of ResNet101 Scenario 
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Figure 13 is an overall graph of the scenario that has been tested on ResNet101, from the graph it can be seen 

that there are 2 interesting scenario, the first scenario (blue with bold font on the Figure 13) has the lowest loss 

0.110326200723648 but have F1 score 94.00%, recall 94.00% precision 94.03% while scenario 2 (red with bold 

font on the figure 13)  have the highest F1 score with 94.05% F1 score, 94.05% Recall and 94.24% Precision 

but have loss of 0.130744844675064, from the those two output scenario it can be seen that scenario 2 have F1 

score, precision and recall higher than the first scenario but the second scenario have lowest loss which mean 

more able to generalize [12] to the new image so that the first scenario is choosen which have loss 

0.110326200723648, F1 score 94.00%, recall 94.00% precision 94.03%. The detail of accuracy graph and loss 

graph of scenario 1 can be seen on Figure 14 

 

Figure 13: Loss and Accuracy Graph ResNet50 

3.3 Summary 

After doing all scenario trials for each ResNet50 and ResNet101 architecture, a summary can be obtained that 

can be compared to find the best, the best scenario results for each architecture with its hyperparameters can be 

seen in Table 3 

Table 3: Summary of Trials 

Arch Loss F1-Score Precission Recall LR Momentum Epoch 

ResNet50 0.110296231150675 95.96% 95.96% 95.96% 0.01 0.9 100 

ResNet101 0.110326200723648 94.00% 94.00% 94.03% 0.001 0.9 100 

From Table 3 data can be seen that ResNet50 gets a lower Loss and a higher F1 score than ResNet101 in the 

same scenario tested 

4. Conclusion 

After conducting trial and error of the 2 architectures ResNet50 and ResNet101 with the same scenario it can be 

seen that the momentum of 0.3 in both architectures has the tendency to produce high loss with a low f1 score, 

while for a learning rate of 0.0001 on both ResNet50 and ResNet101 architectures also has a tendency to 
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produce high loss and a low f1 score, optimal hyperparameter values range in the range of 0.001 to 0.01 for 

learning rate and 0.6 - 0.9 for momentum. After comparing the two architectures by trial and error, ResNet50 is 

the best because it produces the lowest loss and highest F1score, precision, with each value for loss 

0.110296231150675 and 95.96% for F1Score, 95.96% precision and 95.96% recall 
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