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ABSTRACT 

Covid-19 is a disease of the respiratory tract caused by the Severe Acute Respiratory 

Syndrome Coronavirus 2 (SARS-CoV-2) virus. One way to diagnose Covid-19 can 

be done by examining lung abnormalities on the results of a Computed Tomography 

Scan (CT-Scan) of the lungs. However, the determination of the diagnostic results 

obtained requires high accuracy and quite a long time. For this reason, an automatic 

system is needed to make it easier for medical personnel to diagnose Covid-19 

disease quickly and accurately. One way to do this with the help of a computer is 

pattern recognition. In this study, pattern recognition techniques were used which 

were divided into three stages, namely pre-processing, feature extraction and 

classification. The methods used in the pre-processing stage are grayscale and 

Contrast Limited Adaptive Histogram Equalization (CLAHE) to improve image 

quality and contrast. The extraction stage uses the Principal Component Analysis 

(PCA) method, because it can reduce data dimensions without eliminating important 

features in the data. For the classification stage, a deep learning-based method is 

used, namely the Convolutional Neural Network (CNN). The CNN architecture used 

in this study is Resnet-50. The method proposed in this research is evaluated by 

measuring the performance values of accuracy, recall, precision, F1-score, and 

Cohen Kappa. The results of the study indicate that the PCA method has worked 

optimally in dimension reduction, without losing important features on CT-scan 

images of the lungs. Besides that, the proposed method has succeeded in classifying 

Covid-19 very well, as seen from the accuracy, Recall, Precision, F1-Score and 

Cohen Kappa values above 90%. 
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1. INTRODUCTION 

 

Covid-19 is a respiratory tract disease caused by the Severe Acute Respiratory 

Syndrome Coronavirus 2 (SARS-CoV-2). The Covid-19 disease was first reported in 

Wuhan, China, in December 2019 [1]. The SARS-CoV-2 virus is primarily 

transmitted through human contact, and the World Health Organization has 

proclaimed a global pandemic (WHO) [2]. Symptoms of Covid-19 can range from 

asymptomatic to mild and severe [3]. One way to diagnose Covid-19 disease can be 

done by examining lung abnormalities on the results of a Computed Tomography 

Scan (CT-Scan) of the lungs [4]. However, determining the diagnostic results 

requires high accuracy and a long time. For this reason, an automated system is 

needed to make it easier for medical personnel to diagnose Covid-19 disease quickly 

and accurately [5]. One of the automated systems with computer assistance in 
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detecting abnormalities in CT-Scan images of the lungs is to perform pattern 

recognition. 

Pattern recognition techniques generally consist of several stages: preprocessing, 

feature extraction, and classification [6]. Preprocessing is the initial process in image 

detection that is carried out to improve image quality and eliminate noise and parts 

that are unimportant in the image [7]. The feature extraction stage is a step that is 

carried out to remove all noise and redundancy and will only retain the most 

informative features. The most frequently used feature extraction method is Principal 

Component Analysis (PCA) [10-11]. The PCA method helps reduce the image's 

dimensions without losing information, simplifying data analysis and visualization 

while accelerating the training process [7]. Several studies using PCA techniques 

include Fang et al. [9] reduced X-ray Absorption Spectroscopy (XAS) images, 

Darvish & Ezoji [10] reduced retinal images, Adiwijaya et al. [11] reduced DNA 

microarray data, Montalvo et al. [12] reduced agricultural images of plants, and T. et 

al. [13] reduced MR images of brain tumors. The results obtained using PCA yielded 

better scores than those without PCA. 

Classification is the process of categorizing objects into different classes based on 

their similarity of characteristics [14]. Several studies that have classified the Covid-

19 disease include research by Sharma et al. [15] used improved Random Forest 

(IRF), Support Vector Machine (SVM), and Random Forest (RF) methods to 

produce performance evaluation values in the form of precision, recall, and F1-

score. For the IRF method, the resulting values are 76.5%, 76.5%, and 76.5%, 

respectively. Meanwhile, the SVM method is 71.2%, 76.5%, and 71.2%, while the 

IRF method is 60.1%, 60.1%, and 60.1%. Another study by Akinnuwesi et al. [16] 

using the Decision Tree (DT) method resulted in Accuracy, Precision, Recall, and 

F1-score values of 65.6%, 65.6%, 72.6%, and 65.9%, respectively. It can be seen 

from the two studies conducted that the results of the performance evaluation 

obtained on average are still below 80%. This is because the methods used in both 

studies are still conventional. The conventional method has a weakness in that it is 

not yet able to distinguish an object from other objects because the conventional 

method only studies the feature representation superficially. 

In recent years, deep learning methods suitable for image classification have 

developed rapidly, one of which is the Convolutional Neural Network (CNN) [17]. 

The CNN method used is entirely accurate in classifying various types of images. 

Several studies have applied CNN in the classification of biomedical images, 

including Zhang et al. [18] performed a hyperspectral image classification, Qin et al. 

[19] performed a biological image classification, Jadoon et al. [20] performed a 

mammogram classification, Sajjad et al. [21] performed a classification brain 

tumors, Ghosh [22] classified diabetic retinopathy, and M. Zhao et al. [23] classified 

cloud shape. 

Adding layers can improve CNN's performance by adding layers [10]. However, 

adding a CNN layer can result in increased layer complexity and gradient vanishing 

[24]. To overcome this, ResNet architecture [10, 27] can be used. The advantages of 

ResNet are that its performance does not decrease even though there are more layers, 

computational calculations become faster and good training capabilities. Various 

studies that use ResNet in the image classification process, namely Mustafa & 

Meehan [25], applied it to gender and age classification by obtaining an accuracy 

value of 85%. In another study, Zhu et al. [26] applied it to detecting ECG signals by 

obtaining an F-1 Score of 85%. Sarwinda et al. [24] applied it to the classification of 
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colorectal cancer by obtaining 80% accuracy, 87% sensitivity, and 83% specificity. 

Guo & Yang [27] applied it to the classification of skin lesion diseases by obtaining 

an accuracy value of 82.4%. M. Guo & Du [28] applied it to classifying Thyroid 

Ultrasound Standard Plane (TUSP) images by obtaining an accuracy value of 

83.88%. From the advantages of the PCA and ResNet methods, this study will 

combine the two for classifying Covid-19 disease using an automatic lung CT-Scan. 

 

 

2. MATERIAL AND METHODS  

 

2.1 DATASET DESCRIPTION 

 

The dataset used in this study is the Large Covid-19 CT-Scan Slice dataset which 

can be accessed for free via the https://www.kaggle.com/maedemaftouni/large-

covid19-ct-slice-dataset page. This dataset has three classes, including 7,593 Covid-

19 images from 466 patients, 6,893 normal images from 604 patients, and 2,618 

CAP images from 60 patients. Some examples of CT-Scan images of the lungs for 

each label in this dataset can be seen in Figure 1.  

 

   

(a) Covid-19 (b) Normal (c) CAP 

FIGURE 1. Sample Lung CT-Scan Image for Each Label 

 

2.2 PREPROCESSING DATA 

 

At the preprocessing stage, the data aims to improve image quality and make 

classifying images easier. Some medical images often have low contrast and noise 

due to errors in various sources of interference, such as the imaging process and data 
acquisition, so the image is difficult to analyze visually [29]. Image quality 

improvement in this study is to increase the contrast of dark images. The 

preprocessing stages are carried out as follows:  

 

2.2.1 GRAYSCALE 
 

Before increasing the contrast of the image, the CT-Scan image of the lungs is 

first converted into a Grayscale image to facilitate the image processing. Grayscale 

is an image with a pixel intensity value based on the degree of gray, which only 

contains brightness information and no color information [30]. The grayscale image 

intensity scale is in the range [0, 255]. 
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2.2.2. CONTRAST LIMITIED ADAPTIVE HISTOGRAM EQUALIZATION 

(CLAHE) 

 

CLAHE is one of the low contrast enhancement techniques in images that can 

effectively highlight the details of an image, especially in medical images [31]. In 

the CLAHE technique, the input image will be partitioned into contextual regions 

(tiles), then apply a Clip Limit (CL) on Histogram Equalization (HE) to those 

regions by limiting the increase in each pixel value. Next, redistribute the cut pixels 

across the histogram range [31]. CL is the maximum value of a histogram and can 

cause over brightness in a limited area.  

 

 

2.3 PRINCIPAL COMPONENT ANALYSIS (PCA) 

 

The dimensions of an image affect the accuracy of the classification and the use 

of computational time during training. The larger the dimensions of the image, it can 

reduce the more accuracy and computation time become long and heavy. PCA is one 

method to handle large data dimensions by reducing the data dimensions without 

losing essential information [32]. Other advantages are eliminating the correlation 

between features, reducing data redundancy, and reducing overfitting [33]. 

Mathematically, the PCA process is carried out by reducing the n-dimensional 

image feature space to k-dimensional (𝑘 <  𝑛) where the k-dimensional feature is a 

new orthogonal feature from the result of the original n-dimensional feature 

reconstruction, which is commonly called the Principal Component (PC) [34]. For 

example, an image is assumed to be an 𝑋 matrix of size 𝑚 ×  𝑛 with the following 

matrix entries [35]: 

 

𝑋 =

[
 
 
 
 
𝑥11 ⋯ 𝑥1𝑗 ⋯ 𝑥1𝑛

⋮ ⋱ ⋮ ⋱ ⋮
𝑥𝑖1 ⋯ 𝑥𝑖𝑗 ⋯ 𝑥𝑖𝑛

⋮ ⋱ ⋮ ⋱ ⋮
𝑥𝑚1 ⋯ 𝑥𝑚𝑗 ⋯ 𝑥𝑚𝑛]

 
 
 
 

 (1) 

 

Next, the input image is transformed into feature spaces represented in the form 

of a vector measuring 𝑚 ×  1 as follows [34]. 

 

𝒙𝒋 = [

𝑥1𝑗

𝑥2𝑗

⋮
𝑥𝑚𝑗

] (2) 

 

The steps for reducing image features in detail using the PCA method are as 

follows: 

1. Data standarization, this process aims to scale the data so that the average of each 

image feature space is 0 and the standard deviation is 1 [36]. This can avoid the 

influence of different image feature space dimensions [37]. In performing the data 

standardization process, first, calculate the mean (𝑥 𝑗) and standard deviation (𝜎𝑗) 

for each image feature space using Equations (3) and (4) as follows [37]: 
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𝑥 𝑗 =
1

𝑚
∑𝑥𝑖𝑗

𝑚

𝑖=1

 (3) 

𝜎𝑗 = √
1

𝑚
∑(𝑥𝑖𝑗 − 𝑥 𝑗)

2
𝑚

𝑖=1

 (4) 

 

Then, calculate the results of data standardization with Z-score standardization 

using Equation (5) below [35]. 

 

𝑧𝑖𝑗 =
𝑥𝑖𝑗 − 𝑥 𝑗

𝜎𝑗
 (5) 

 

where 𝑖 = 1,2, … ,𝑚 and 𝑗 = 1,2,… , 𝑛, 𝑥𝑖𝑗 is the input matrix entry 𝑋 in the 𝑖𝑡ℎ 

row and 𝑗𝑡ℎ column, 𝑥 𝑗 is the average value of the image feature space 𝑗𝑡ℎ, 𝜎𝑗 is 

the standard deviation of the 𝑗𝑡ℎ image feature space, and 𝑧𝑖𝑗 is the matrix entry 

resulting from the standardization of data in the 𝑖𝑡ℎ row and 𝑗𝑡ℎ column. 

2. Covariance matrix, covariance measures the strength of the correlation between 

two feature spaces in an image [36]. The covariance matrix is a matrix with the 

order 𝑛 × 𝑛 whose entries are the covariance values between the 𝑖𝑡ℎ and 𝑗𝑡ℎ row 

image feature spaces [36]. The form of the covariance matrix can be seen through 

Equations (6) to (7) below [49]. 

 

𝐶 =

[
 
 
 
 

𝜎11
2 𝐶𝑜𝑛𝑣(𝑍1, 𝑍2) 𝐶𝑜𝑛𝑣(𝑍1, 𝑍3) 𝐶𝑜𝑛𝑣(𝑍1, 𝑍4)

𝐶𝑜𝑛𝑣(𝑍2, 𝑍1) 𝜎22
2 𝐶𝑜𝑛𝑣(𝑍2, 𝑍3) 𝐶𝑜𝑛𝑣(2, 𝑍4)

𝐶𝑜𝑛𝑣(𝑍3, 𝑍1) 𝐶𝑜𝑛𝑣(𝑍3, 𝑍2) 𝜎33
2 𝐶𝑜𝑛𝑣(𝑍3, 𝑍4)

𝐶𝑜𝑛𝑣(𝑍4, 𝑍1) 𝐶𝑜𝑛𝑣(𝑍4, 𝑍2) 𝐶𝑜𝑛𝑣(𝑍4, 𝑍3) 𝜎44
2 ]

 
 
 
 

 (6) 

 

To calculate the value of variance (𝜎𝑗
2) and covariance 𝐶𝑜𝑣(𝑧𝑖 , 𝑧𝑗) can use 

Equations (2.10) and (2.11) as follows. 

 

𝜎𝑗
2 =

1

𝑚
∑(𝑧𝑖𝑗)

2
𝑚

𝑖=1

 (7) 

  

𝐶𝑜𝑣(𝑧𝑖, 𝑧𝑗) =
1

𝑚
∑∑(𝑧𝑖𝑗)(𝑧𝑗𝑖)

𝑛

𝑗=1

𝑚

𝑖=1

 (11) 

  

where 𝐶 is the covariance matrix, 𝜎𝑗
2 is the variance of the 𝑗𝑡ℎ row image feature 

space, and 𝐶𝑜𝑣(𝑧𝑖, 𝑧𝑗) is the 𝑖𝑡ℎ row and 𝑗𝑡ℎ column image feature space 

covariance. 

3. Eigenvalues and eigenvectors, the size of the covariance matrix's eigenvalues 

determines the PCA method's dimensionality reduction results [38]. In addition, 
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the eigenvectors generated in the image feature space must be orthogonal to each 

other, so there is no correlation between the image feature spaces [37]. So can use 

Equations (8) and (9) to determine the eigenvalues and eigenvectors [32]: 

 

𝑑𝑒𝑡(𝐶 − 𝜆𝐼) (8) 

  

                                                                       𝐶𝒗 = 𝜆𝒗 (9) 

  

where 𝜆 is the eigenvalue, is the eigenvector, and 𝑰 is the identity matrix. The 

eigenvalues obtained will be sorted based on the largest to the smallest 

eigenvalues, 𝝀𝟏 ≥ 𝝀𝟐 ≥ ⋯ ≥ 𝝀𝒏, while the eigenvectors are arranged in order of 

eigenvalues  [36]. 

4. Principal component, the result of image dimension reduction using the PCA 

method is built from many PC, which can explain most of the diversity of data. 

The number of PC is selected based on the cumulative proportion of variance 

from each PC. The image feature space that contributes high will be maintained, 

and the low contribution image feature space will be eliminated [39]. To 

determine the PC matrix and the cumulative proportion of variance can use the 

following Equation (10) and (11) [37]. 

𝑃𝐶 = 𝑍𝑇𝑉 (10) 

  

                                                  𝑃𝑘(𝑃𝐶𝑖) =
𝜆𝑖

∑ 𝜆𝑖
𝑚
𝑖=1

           ; 𝑖 =  1, 2, … ,𝑚 (11) 

  

where PC is the PC matrix, ZT is the standardized data transpose matrix, V is the 

eigenvector matrix, Pk(KUi) is the cumulative proportion of the ith PC, and λi is 

the value ith eigen. 

 

2.4 RESNET-50 ARCHITECTURE 

 

The CNN method outperforms conventional methods in image classification 

systems [40]. One of the CNN architectures used in this study is the Residual 

Network (ResNet) developed by He et al. [41]. ResNet utilizes a “residual 

connection” in its layer to handle the gradient descent problem, thereby accelerating 

the convergence of deep networks [42]. This architecture has lower computational 

complexity than other architectures, although the depth is increased [43]. The deep 

network on the ResNet architecture proved to be better at performing classification 

tasks because it can extract more representative features [44]. The number of layers 

used by the ResNet architecture is 50 (seen in Figure 4), with 48 convolution layers, 

one max pooling layer, and one global average pooling layer. Some of the other 

CNN layers used in the ResNet-50 architecture are as follows: 

 

2.4.1. CONVOLUTION LAYER 

 

The convolution layer is the main layer on CNN that performs convolution 

operations to study the feature representation of the input image [56]. The 
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convolution layer applies several kernels to generate feature maps representing 

various input image characteristics [45]. To calculate the results of the convolution 

layer, we can use Equations (12) and (13) as follows [46]: 

 

C𝑞
𝑝 = (𝐴𝑝 ∗ 𝐾𝑞) + 𝑏𝑞   (12) 

  

𝑐𝑖,𝑗 = (∑ ∑(𝑎𝑢+𝑖,𝑣+𝑗 × 𝑘𝑖+1,𝑗+1)

𝑛−1

𝑣=0

𝑛−1

𝑢=0

) + 𝑏𝑞        ;   𝑖, 𝑗 = 𝑖, 2, … , 𝑛 (13) 

  

where 𝑖 is row, 𝑗 is column, 𝑛 is kernel height measurement, ∗ is convolution 

operation, 𝐴𝑝 is 𝑝𝑡ℎ input matrix, 𝐾𝑞 is 𝑞𝑡ℎ kernel matrix, 𝑏𝑞 is bias for 𝑞𝑡ℎ kernel, 

and C𝑞
𝑝
 is matrix of convolution results (feature maps) of the 𝑞𝑡ℎ kernel on the 𝑝𝑡ℎ 

input. 

 

2.4.2 BATCH NORMALIZATION 

 

Batch normalization is an additional layer that functions to normalize input values 

in the next layer, reduce the risk of overfitting, and speed up the training process 

[57], [59]. Batch normalization transforms the distribution of input values into a 

standard normal distribution with a mean of 0 and a variance of 1 [60]. Batch 

normalization works by normalizing the input image by subtracting each image input 

entry by the mini-batch average, then dividing it by the mini-batch variance shown 

in Equations (14) to (16) below [61]: 

 

𝜇𝑗 =
1

𝑚
∑𝑥𝑖𝑗

𝑚

𝑖=1

 (14) 

  

𝜎𝑗
2 = √

1

𝑚
∑(𝑥𝑖𝑗 − 𝜇𝑗)

2
𝑚

𝑖=1

 (15) 

  

�̂�𝑖,𝑗 = 
𝑥𝑖,𝑗 − 𝜇𝑗

√𝜎𝑗
2 + 𝜀

 
(16) 

  

where 𝑖 = 1,2, … ,𝑚, 𝑗 = 1,2,… , 𝑛, where 𝑛 is the number of mini-batches 

(columns), 𝑚 is the number of data in one mini-batch (rows), 𝑥𝑖𝑗 is the input matrix 

entry 𝑋 in the 𝑖𝑡ℎ row and 𝑗𝑡ℎ column, �̂�𝑖𝑗 is the input matrix entry 𝑋 which has been 

normalized to the 𝑖𝑡ℎ row and 𝑗𝑡ℎ column, and 𝜀 is the smallest positive constant. 
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2.4.3. POOLING LAYER 

 

The pooling layer is a CNN layer that serves to help reduce the dimensions of the 

map features by maintaining most of the dominant features at each step of the 

pooling stage [42]. Several types of pooling layers are used, including max pooling 

and global average pooling. Max pooling works by taking the maximum value for 

each submatrix generated by shifting kernel pooling and stride [47]. Global average 

pooling works by taking the average value on the map feature measuring 𝑛 × 𝑛, 

which will be converted into a 1 × 1 matrix [42]. 

 

2.4.4. ACTIVATION FUNCTION 

 

In CNN, an activation function is applied to the output in each convolution layer 

to add a nonlinear factor so that it can overcome complex problems such as 

increasing training speed [48]. Rectified Linear Unit (ReLU) and sigmoid functions 

are some examples of activation functions that are often used. ReLU is an activation 

function with lower computational cost and better gradient convergence [45]. ReLU 

makes all pixel values in the image with negative values become 0, whereas they 

will have the same value if the value is positive. The sigmoid activation function is 

an activation function where the input is a real number, and the output is in the 

interval (0, 1) [42]. Mathematically, the ReLU and sigmoid activation functions are 

defined in Equations (17) and (18) [46,52]. 

 

𝑟(𝑧) = 𝑚𝑎𝑥(𝑧, 0) = {
𝑧        𝑖𝑓 𝑧 ≥ 0
0       𝑖𝑓 𝑧 < 0

  (17) 

  

𝜎(𝑧) =  
1

1 + 𝑒−𝑧
 (18) 

  

for 𝑧 ∈ (−∞,+∞), where 𝑟(𝑧) is the ReLU activation function, 𝜎(𝑧) is the sigmoid 

activation function with 𝜎(𝑧) ∈ (0,1). 

 

2.4.5. DENSE LAYER 

The dense layer is a layer that functions to classify images that have passed the 

feature extraction process into a predetermined label. This layer works by feeding all 

the outputs in the previous layer to all its neurons, where each neuron will produce 

one output to the next layer and then be processed into an activation function [49]. 

The Equation (19) can be used to calculate the output of the dense layer [50]. 

 

𝑍 = 𝑊𝑇 × 𝑋 + 𝑏 (19) 

 

where 𝑍 is the output matrix, 𝑊 is the weight matrix in the dense layer neurons, 𝑋 is 

the input from the previous layer, and 𝑏 is the bias. 

 

2.5 TRAINING AND TESTING 

 

After going through the image dimension reduction process using PCA, the CT-

Scan image of the lungs is ready to be processed to the next stage, image 

classification into three classes, namely Covid-19, normal, and CAP. Image 
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classification is a process of categorizing images into one of the labels determined 

using a specific model [51]. The lungs have two stages in applying the ResNet-50 

architecture to the CT-Scan image classification process: training and testing. Before 

the training and testing stages, the PCA images are divided into 2 data sets: training 

data and test data. 

 

2.5.1. TRAINING DATA 

At this stage, it is carried out to build a ResNet-50 classification model by 

training the architecture on the training data so that patterns or features of the data 

can be recognized and studied. The first step at this stage is to initialize the 

parameters to be used, namely the number of epochs and batch size. Next, the PCA 

image is divided into training data and validation data. Then, initialize the weight 

value in the first epoch. Next, training data and validation data are extracted into the 

ResNet-50 architecture. 

 

2.5.2. TESTING DATA 

At this stage, the model that has been generated through the training stage is 

tested against new data or test data to see how successful the proposed architecture 

is. Finally, the best weight in the ResNet-50 model will be used to predict the class 

of the CT-Scan image of the lungs. 

 

 

2.6  EVALUATION 

 

In this study, the performance of the ResNet-50 model was evaluated by 

measuring the accuracy, sensitivity, specificity, F1-score, Intersection over Union 

(IoU), and cohen's kappa. Accuracy is a measure of architectural accuracy based on 

the ratio of the number of CT-Scan images of the lungs correctly classified by the 

model [52]. Sensitivity is a measure of the model's ability to correctly classify 

positive classes, while specificity is a measure to see the model's ability to classify 

negative classes correctly. F1-Score is a measure to see the match between the actual 

class and the predicted results by calculating the harmonic average between 

precision and sensitivity [42], [53], [54]. Cohen's kappa (k) is a measure to measure 

the agreement between the actual class and the predicted results on a nominal scale 

with two or more classes [55]. The higher cohen's kappa value, the better the 

similarity, whereas the lower the value indicates the possibility of the prediction 

results occurring by chance [56]. 

The workflow of the proposed method in this study is shown in Figure 2. 
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FIGURE 2. Proposed Method Workflow 

 

 

 

3. RESULT AND DISCUSSION  

 

The data used in the research is a CT-Scan image of the lungs measuring 

150 × 150 pixels from the Large Covid-19 CT-Scan Slice dataset. The pre-

processing stages carried out in this study can be seen in Figure 3. 

In Figure 3, it can be seen that there is an input image with three different class 

labels, namely CAP, covid and normal. The input image is improved image quality 

using Grayscale and CLAHE. First, grayscale stages are carried out to simplify the 

image management process. After the Grayscale process, the image quality is 

improved using the CLAHE method. Furthermore, images that have been pre-

processed need to be reduced in image dimensions to obtain important features 

without losing information using PCA. The graph of image dimension reduction 

using PCA can be seen in Figure 4. 

In Figure 4, it can be seen that the greater the number of PC in the image, the 

value of the cumulative variance proportion is getting closer to 100%. In this study, 

the PC value on the CT-Scan image of the lungs is 50, so the cumulative variance 

value is around 95%. From the cumulative variance value, it can be said that the 

image dimension reduction performed on the CT-Scan image of the lungs is 

insignificant, thus making essential features in the image not lost. Some examples of 

images from the dimensional reduction stages using PCA on three labels of CT-Scan 

images of the lungs with a PC value of 50 can be seen in Figure 5. 
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FIGURE 3. Preprocessing Results on CT-Scan Images with Labels  

(a) CAP (b) Covid (c) Normal 

 

 

FIGURE 4. Dimensional Reduction Using PCA 

 

   
(a) (b) (c) 

FIGURE 5. PCA Results on CT-Scan Images with The Label  

(a) Covid (b) CAP (c) Normal 
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The results of the image reduction are continued by classifying CT-Scan images 

using the ResNet-50 architecture into three different labels. The ResNet-50 

architecture used can be seen in Figure 6. 

 

 

FIGURE 6. ResNet 50 Architecture for CT-Scan Image Classification 

 

Figure 6 shows that the ResNet-50 architecture was built into two stages: feature 

learning and multi-class classification. First, the PCA image of 50 × 50 is used as 

input for the feature learning stage. Then the convolution operation process is carried 

out using a kernel measuring 7 × 7 stride two, and the number of filters is 64. After 

that, the feature map results from the convolution layer are normalized using batch 

normalization. The normalized feature map is used as input for the ReLU activation 

function. ReLU is used to overcome complexity and speed during the training 

process. Next, the dimension reduction process uses max polling 3×3 and stride 2. 

The results from the max poll will be used as input for the first convolution block 

using the number of filters, namely 64, 64, and 256. The convolution block consists 

of a convolution layer with a 1 × 1 kernel, batch normalization, a convolution layer 

with a 3 × 3 kernel, and ReLU. Besides that, the feature maps merging process also 

occurs using the add operation. The results of the first convolution block are then 

used as input for the identity block process using the number of filters, namely 64, 

64, and 256. The identity block consists of a convolution layer with a 1 × 1 kernel, 

batch normalization, a convolution layer with a 3 × 3 kernel, and ReLU without the 

feature map merging process. For the second to fourth convolution blocks, the same 

process as the first convolution block is carried out by using the number of filters 

according to Figure 6. In the second to fourth identity blocks, the same process is 
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carried out as in the first identity block, only the number of filters differs. The 

feature map of the feature learning process is used as input for the multi-class 

classification stage. This stage consists of global average pooling, dense layer and 

sigmoid activation function. After the ResNet-50 model was formed, training and 

testing were continued using the architecture. 

The training process used as many as 17,104 CT-Scan images of the lungs 

resulting from PCA. The data is divided into training and validation data, where the 

training data is 16,422 while the validation data is 682 images. This study, 50 epochs 

were used, 8 batch sizes and 2052 iterations. Loss (error) graphs and the accuracy of 

training results on training and validation data can be seen in Figure 7 and 8. 

 

 

FIGURE 7. Graph of The Loss (Error) Value of The Resnet-50 Architecture 

Training Process 

 

In Figure 7, it can be seen that the graph of the error (loss) value for the training 

data is getting closer to 0 for each epoch. The error (loss) value increases and 

decreases continuously in the graphic validation data until the 50th epoch. From the 

two graphs of the error value (loss), it can be concluded that the ResNet-50 

architectural model is still overfitting. 

From Figure 8, it can be seen that the graph of the accuracy value for the training 

data has increased continuously until the 50th epoch. In addition, Figure 8 also shows 

that the graph of accuracy values for unstable validation data always increases and 

decreases until the 50th epoch. From the two graphs of accuracy values, it can be 

concluded that the ResNet-50 architectural model is still overfitting. Overfitting 

models usually rely on training data, so it is not very easy to generalize to new data. 

During the training process, the best weights are stored for use at the testing stage. 



Lucky Indra Kesuma, Rudiansyah Rudiansyah   

Classification of Covid-19 Diseases Through Lung CT-Scan Image 

Using the ResNet-50 Architecture 

 

24  ISSN: 2252-4274 (Print) 

  ISSN: 2252-5459 (Online) 

 

FIGURE 8. The Accuracy Graph of The Resnet-50 Architecture Training Process 

 

In the testing stage, the ResNet-50 architectural model was tested using new data, 

namely test data, which amounted to 3365 CT-Scan images of the lungs. The data 

has been pre-processed first. The testing process results can be seen using the 

Receiver Operating Characteristics (ROC) curve in Figure 9. 

 

FIGURE 9. ROC Curve of The Results of The Resnet-50 Architecture Testing 

Process (a) Covid (b) Normal (c) CAP 
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Figure 9 shows the ROC curve of the results of the ResNet50 architectural model 

testing process for three classes, namely covid, normal, and CAP. Figure 9(a) shows 

that the ROC graph in the Covid class has a long distance from the random classifier 

diagonal line than the normal and CAP classes. In Figure 9(c). The ROC graph for 

the CAP class is closest to the random classifier diagonal line compared to the other 

two classes. The area under the curve (AUC) value is calculated from the area under 

the ROC graph. If the AUC value is close to 1, the classification model has 

outstanding accuracy. Based on Figure 9(a), it can be seen that the covid class has 

the highest AUC value of 0.98. For the normal class, the AUC value gets the second 

highest position, 0.97, as shown in Figure 9(b). The CAP class obtains the smallest 

AUC value of 0.94, shown in Figure 9(c). Based on the AUC value obtained from 

the testing process, it can be concluded that the ResNet 50 architectural model has 

excellent accuracy in classifying Covid-19 using CT-Scan images of the lungs. The 

results obtained next are the comparison of the performance evaluation of the 

proposed method with the previous research, which is shown in Table 1 below: 

 

TABLE 1.  

Comparisons Proposed Method with the Previous Research 

 

Methods Year 
Accuracy 

(%) 

Recall 

(%) 

Precision 

(%) 

F1-Score 

(%) 

Cohen’s 

Kappa 

(%) 

CNN and XGBoost [57] 2020 95,07 95,09 94,99 95 90 

Corodet [58] 2021 94,2 92,5 94,94 91,32 - 

ResNet and Data 

Augmentation [59] 
2021 96 97 95 96 - 

ResNet-50 [60] 2021 88,52 88,4 88 87,4 - 

Xception[61] 2022 92,47 92,5 92,5 95 - 

Deep Fitur Concatenation 

(DFC) [62] 
2022 96,13 97,04 94,37 95,69 - 

Proposed Method 2022 96,64 96,64 96,82 96,64 94,50 

 

Table 1 shows that the proposed method has higher performance values for 

accuracy, precision, F1-score, and cohen’s kappa values compared to other studies, 

which are above 94%. Saad et al. [62] obtained the highest precision value using the 

DFC method of 97.04%. From Table 1, it can be concluded that the accuracy of the 

PCA and ResNet-50 combination model for the classification of Covid-19 using CT-

Scan images of the lungs is excellent, as seen from the accuracy value above 90%. 

The combination model of PCA and ResNet 50 has been excellent in classifying 

Covid-19, as seen from the precision value above 90%. The average harmonic of the 

precision and recall of the PCA and ResNet-50 combination model is very good, as 

can be seen from the F1-score value above 90%. A cohen’s kappa value above 90% 

indicates that the results of the Covid-19 classification from the PCA and ResNet-50 

combination model are by the class label that experts have given. From the 

performance value used in this study, it can be concluded that the PCA and ResNet-

50 combination model is excellent in classifying Covid-19 using CT-Scan images of 

the lungs. 
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4. CONCLUSION 

 

Based on the results and discussion, it can be concluded that the PCA method 

used for the pre-processing stage has worked optimally in reducing dimensions 

without losing essential features in the CT-Scan image of the lungs. The 

classification results using the ResNet-50 architecture have also worked very well in 

classifying Covid-19 based on the performance of accuracy, recall, precision, F1-

score, and cohen’s kappa, which are above 90%. Based on a comparison of several 

studies, the combination of the PCA method and the ResNet-50 architecture is most 

appropriate for classifying Covid-19 in the lung CT-scan dataset in terms of 

accuracy, recall, precision, F1-score, and cohen’s kappa, which are above 90%.  
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