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ABSTRACT

Frustrated magnets realize exotic forms of quantum matter beyond conventional order. Due to a

lack of controlled and unbiased methods to study frustration in three dimensions, many questions

remain unanswered. While most established numerical techniques have limited applicability,

approaches based on cluster expansions are promising alternatives. By design, they do not suffer

from dimensionality or frustration and generate reliable insights into the thermodynamic limit

without any restriction in the parameter space. This thesis makes significant methodological

progress in controlled numerical approaches tailored to study frustration in three dimensions.

It covers (i) an automatic detection algorithm for symmetries in generic clusters, (ii) a general

approach to the numerical linked cluster algorithm to study finite – and zero – temperature

properties, and (iii) an expansion method based on the linked cluster theorem to obtain a suitable

dressing for valence-bond crystals.

In particular, we study one of the archetypal problems of frustrated magnetism in three

dimensions: the pyrochlore Heisenberg antiferromagnet. For the first time, we are able to un-

biasedly resolve its thermodynamic quantities to a temperature far beyond the scale on which

the Schottky anomaly occurs. The broad applicability of the numerical linked cluster algorithm

allows for the systematic investigation of different spin-liquid candidate materials such as the

Cerium-based pyrochlores Ce2Zr2O7 and Ce2Sn2O7. Despite a similar chemical composition,

the algorithm finds fundamental differences in their quantum mechanical nature by constraining

their microscopic exchange parameters.

Zero temperature properties are even less accessible: Neither the nature of the ground state

nor an estimate of its energy are known for the pyrochlore antiferromagnet. Large-scale density

matrix renormalization group calculations pushed to three dimensions provide the first reliable

estimate of its ground-state energy and yield robust evidence for a spontaneous inversion sym-

metry breaking manifesting itself as an energy density difference on the tetrahedral sublattice.

The symmetry-breaking tendency of the model is further observed in the presence of an external

magnetic field where similar calculations suggest a stable 1/2-magnetization plateau. Continuing

the investigation of low-energy states, we propose a new family – exponentially numerous in the

linear system size – of valence-bond crystals as potential ground states. Understanding the sta-

bility of the previously overlooked family of states suggests a remarkable change of perspective

on frustration with a focus on unfrustrated motifs. In sum, these discoveries present significant

progress towards resolving long-standing questions regarding the nature of the ground state of

the quantum pyrochlore S = 1/2 antiferromagnet.
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KURZFASSUNG

Frustrierte Magnete realisieren exotische Formen von Quantenmaterie, welche gewöhnliche Ord-

nungen übersteigen. Viele etablierte numerische Methoden versagen bei Frustration in drei Di-

mensionen, da sie entweder nicht anwendbar sind, unkontrolliert sind oder bestimmte Zustände

vorziehen. Clusteralgorithmen bilden eine vielversprechende Alternative. Sie erfahren keine Ein-

schränkung durch die Dimensionalität oder die Frustration des Problems und erlauben daher

zuverlässige Einblicke in den thermodynamischen Limes. Diese Arbeit präsentiert methodische

Fortschritte von kontrollierbaren Ansätzen, welche auf frustrierte Systeme in drei Dimensionen

zugeschnitten sind. Sie beinhaltet (i) die Entwicklung eines Algorithmus zur automatischen

Detektion räumlicher Symmetrien für allgemeine Cluster, (ii) einen allgemeinen Zugang zum

“numerical linked cluster algorithm”, um Eigenschaften bei endlicher Temperatur und dem ab-

soluten Nullpunkt zu studieren und (iii) einen Clusteralgorithmus zur Optimierung des Zustands

eines “valence-bond” Kristalls.

Die methodischen Fortschritte dieser Arbeit tragen zur Lösung eines archetypischen Prob-

lems von frustriertem Magnetismus in drei Dimensionen bei: dem Pyrochlor Heisenberg Antifer-

romagnet. Sie erlauben zuverlässige Einblicke in die Thermodynamik bis hin zu nicht-trivialen

Temperaturen weit unter der Schottky-Anomalie. Die weiten Anwendungsmöglichkeiten des

Clusteralgorithmus macht die systematische Untersuchung von Spinflüssigkeitskandidaten, wie

die auf Cer basierenden Pyrochlore Ce2Zr2O7 und Ce2Sn2O7, möglich. Trotz einer ähnlichen

chemischen Komposition, findet der Algorithmus fundamentale Unterschiede in ihrer quanten-

mechanischen Struktur.

Frustration in drei Dimensionen ist am absoluten Nullpunkt ähnlich unzugänglich wie bei

endlicher Temperatur und weder der Grundzustand, noch Schätzungen der Grundzustandsen-

ergie des Pyrochlor Antiferromagneten sind bekannt. Groß angelegte Dichtematrixrenomierungs-

gruppenrechnungen in drei Dimensionen ermöglichen erstmals eine verlässliche Schätzung der

Energie und finden eine spontan gebrochene Inversionssymmetrie, welche durch einen Unter-

schied in der Energiedichte auf dem tetraedrischen Untergitter ausgedrückt ist. Die Tendenz, die

Symmetrie des Systems zu brechen, ist auch in der Präsenz eines externen magnetischen Feldes

zu beobachten. Rechnungen deuten die Stabilität des 1/2-Magnetisierungsplateaus an. Einen

signifikanten Beitrag zum Verständnis des Heisenberg-Models auf dem Pyrochlor wird durch

eine Familie von potentiellen Grundzuständen geleistet, welche als harte Hexagone im Gitter

visualisiert werden können. Ihre Anzahl skaliert exponentiell in der linearen Systemgröße und

ihre niedrige Energie eröffnet eine neue Sichtweise auf frustrierte Magnete, welche den Fokus auf

unfrustrierte Geometrien lenkt. Im Widerspruch zu der prominenten Spinflüssigkeitsannahme

deuten die Ergebnisse dieser Arbeit auf Ordnung im Pyrochlor Antiferromagneten hin.
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Wolfgang and Christiane Schäfer, supported my curiosity since I was young. Unfortunately,

Wolfgang passed away in 2020 but I know that he is very proud of me. I am also grateful for
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PREFACE

This thesis is separated into two parts: the methodical development and its application.

Part I introduces the computational quantum many-body problem and discusses algorithms tai-

lored to frustrated magnetism in three dimensions derived in this thesis.

Chapter 1 – The many-body problem of quantum mechanics

Chapter 2 – Controlled methods advanced in this thesis

Their application to the pyrochlore Heisenberg antiferromagnet – the archetype of frustration in

three dimensions – is discussed in Part II. After a brief introduction to the pyrochlore model

and its exotic phenomena, it individually covers insights into its finite and zero temperature

properties.

Chapter 3 – The pyrochlore Heisenberg antiferromagnet ...

Chapter 4 – ... at finite temperature

Chapter 5 – ... and zero temperature

Only the advancements from Part I make the physical results presented in Part II possible.

Note that Ref. [5] was obtained as a part of this thesis but is not discussed here.
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Part I

COMPUTATIONAL QUANTUM

MANY-BODY PHYSICS
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Chapter 1

THE MANY-BODY PROBLEM OF QUANTUM

MECHANICS

A condensed matter physicist’s task is to predict properties of macroscopically large systems

characterized by a vast amount of, sometimes quite exotic, degrees of freedom. These are diverse

and can be described within various frameworks such as first principle calculations, quasi-particle

descriptions, or effective theories that already simplify the initial problem. In particular, solid-

state physics studies crystalline materials where already a few grams contain up to ∼ 1024

atoms exhibiting different degrees of freedom. To grasp the enormity of that number, note

that the current population of humanity just reached 8 · 109 [8], and a conservative estimate

of ants on earth is 2 · 1016 [9]. Despite this enormous number, we know how to deal with this

problem classically and even quantum mechanically – in principle. In the non-relativistic limit of

quantum mechanics, which is a valid approximation in many cases, all particles (e.g. nuclei and

electrons) interact via electromagnetism described by a Hamiltonian operator. The Hamiltonian

defines all thermodynamic properties, and Schrödinger’s equation [10, 11] governs the dynamics

of this macroscopically large system. Without interactions between particles, simple solutions

exist even for systems containing a vast number of particles. Indeed, in that case, either an

efficient sampling or an analytical calculation permits predictions as the problem collapses into

many, but individual particles and properties of the whole system are expressed by summing over

single-particle properties. The story drastically complicates if interactions enter the stage. Given

the exponentially increasing complexity of generic interacting systems in quantum mechanics, a

direct calculation is hopeless.

As Philip W. Anderson emphasized in his seminal article, More is Different [12], collective

processes give rise to the exotic phenomena found in condensed matter systems. While quantum

mechanical solutions are exponentially hard to obtain, interactions allow for correlation effects

between particles that are responsible for these collective many-body processes. Indeed, the

fascinating phases found in condensed matter do not emerge from individual properties of the

single particles: the essential ingredients are collective phenomena emerging from the interactions

between many particles.

3
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Based on experimental advances and novel theoretical approaches, the condensed matter

community made significant progress towards a better understanding of interacting many-body

systems. While many theoretical insights are obtained by pen and paper calculations, our limited

mathematical capabilities do not allow for an analytic solution to the quantum many-body

problem. Starting in 1953 [13], the growing technological development in the Information Age

began entering all areas of science. This opened up the possibility to derive new insights that were

previously inaccessible and led to the development of a new field: computational physics ! Today’s

progress in theoretical condensed matter physics is based on uniting analytical theories, powerful

numerical capacities, and highly optimized algorithms that are tailored to specific problems.

The contribution of this thesis is clearly in the latter field – the algorithmic development –

which is discussed in Part I. It presents methodological advances that permit the investigation of

exotic phenomena associated with frustration in three dimensions at finite and zero temperatures.

The combination of three-dimensionality and frustration limits the use of established techniques

and thus calls for improvements in generating reliable insights into these long-standing problems.

This chapter provides an introduction into magnetism in solids and its quantum mechanical

description which causes the many-body problem. The first section briefly motivates the origin of

microscopic magnetic moments in crystalline materials, introduces suitable mathematical models

describing it, and discusses the typical features of magnetic systems. The quantum mechanical

formulation is presented in the second section and introduces notations used throughout this

thesis. This formulation reveals the exponential complexity induced by quantum mechanics.

Hence, the third section provides a brief overview of commonly used techniques to study quantum

magnetism using statistical methods, approximate methods, and numerical brute force.
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1.1 Magnetism in solids

While Maxwell’s theory of electrodynamics treats the electric and magnetic fields as continuous

variables, the theoretical approach to magnetism in solids is discrete. Ions are placed in fixed

positions according to the crystal structure of the specific material and attract electrons filling

up the atomic shells. Individual magnetic moments arise from partially filled shells of these

ions. The precise nature of these moments and their interactions depend on various microscopic

processes, the Pauli exclusion principle [14], phononic excitations, the electron’s wavefunction,

other symmetries like time-reversal, and many more [15, 16, 17, 18]. Further, relativistic effects

of the electrons induce spin-orbit coupling [19, 20], which, together with the surrounding electric

crystal field [21, 22], generate anisotropies breaking some symmetries of the model. Hence,

magnetism in solids is described by localized moments with interactions depending on diverse

microscopic details.

Many simplifications are made to arrive at toy models suited for theoretical studies. While

these approximations are based on legitimate arguments like well-separated energy scales, they

should not be taken for granted and should be validated on a case-by-case basis. Therefore, the-

ory and experiments have to go hand in hand to provide and improve our current understanding

of magnetism. Experiments on the scale of quantum effects require high-quality samples and

advanced technological equipment to verify the theoretical simplifications. The connection be-

tween experiment and theory is illustrated in Section 4.3, which presents an extensive analysis

of experimental results obtained from the rare-earth pyrochlores Ce2Sn2O7 and Ce2Zr2O7 [3].

Both numerical and analytical calculations require a well-defined mathematical framework

describing the magnetic moments and the interactions among them. The most prominent model

of classical magnetism is the n-vector model, also known as the O(n) model. The individual

magnets exhibit a fixed length associated with their moment and orientation characterized by

an n-component vector Si ∈ Rn. Fixing the magnitude of each moment, often also called spin,

induces n− 1 continuous degrees of freedom represented on an n-dimensional sphere. The Ising

model (n = 1), the XY-model (n = 2) and the classical Heisenberg model (n = 3) are frequently

studied. The Hamilton formalism governs the classical equations of motion. As long as no time-

dependent constraints are present, the Hamilton function H, also called Hamiltonian, determines

the system’s total energy in generalized coordinates. It is derived as the Legendre transformation

of the Lagrange function of the system. In the case of magnetic moments, a simple Hamiltonian

depends on the orientation of the individual spins Si:

H = J
∑
〈i,j〉

Si · Sj +
∑
i

h · Si with ||Si|| = 1 (1.1)

Both the global coupling constant J and the external field h are in units of energy. The sum runs

over a collection of edges 〈i, j〉, defining a graph on which two moments can interact. The model

can include more complex anisotropic exchanges Jij and external fields hi. The Hamiltonian
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exhibits a global continuous O(n)-symmetry for n > 1 and h = 0 as the scalar product between

two vectors is invariant under a global rotation. The continuous symmetry is replaced by a

discrete one for n = 1 where the spins simply point in either of two directions.

As Philip W. Anderson emphasized [12], the exciting phenomena in condensed matter do not

arise from a simple collection of single isolated moments; the crucial ingredient is the interaction

between these microscopic magnets. Various types of interactions provide a fertile ground for

possible collective behaviors and exotically ordered and disordered magnetic phases [23, 24,

25]. Even in the classical case, determining these phases is far from trivial and is strongly

model-dependent. Predicting specific phases includes many ingredients like lattice geometry,

dimensionality, or the underlying symmetry of the interaction, e.g. discrete or continuous.

Phase transitions of physical systems are driven by temperature. At temperatures that are

much larger than the interaction strength, all spins are essentially uncorrelated, and thermal

fluctuations prevent the system from ordering. The system is in the disordered paramagnetic

phase. Individual particles can be essentially viewed as independent similar to a gas where all

thermodynamic properties are derived from thermal distributions of single-particle quantities.

Lowering the temperature induces correlations between the moments and enables the possibility

of ordering or more complex collective phenomena to occur. If a system favors a particular

order, it undergoes a phase transition from the paramagnetic phase into an ordered state at

finite or zero temperature. At zero temperature, the system realizes the ground state, the lowest

possible energy configuration allowed by the Hamiltonian. An important question concerns the

degeneracy of the ground state. It can be uniquely defined or degenerated, meaning multiple

configurations exhibit the same lowest energy. The degenerate manifold can contain a finite

number or even macroscopically many states [26, 27, 28]. The ground state(s) or even low

energy configurations often possess some kind of order which goes along with a broken symmetry.

Landau’s theory [29, 30, 31, 32, 33] describes the transitions from a paramagnetic phase into an

ordered state in terms of an order parameter associated with the broken symmetry. Typical

order parameters are the magnetization per site and the correlation between different moments,

but they can also involve more complex operators. Some condensed matter systems host more

exotic transitions beyond Landau’s paradigm involving, for example, topological order [34, 35].

The most prominent examples of ordered states are the ferromagnet and the antiferromagnet.

In the ferromagnetic case, J < 0, the energy of H is minimized if Si · Sj = 1, which corresponds

to an alignment of neighboring spins. The corresponding ferromagnetic order parameter is the

total magnetization, and the critical transition temperature is known as Curie temperature [36].

For example, a ferromagnetic interaction in magnetite, Fe3O4, favors an alignment of magnetic

moments, inducing the spontaneous magnetization of the material below the critical temperature.

In contrast, antiferromagnetic couplings, J > 0, minimize the energy if Si · Sj = −1, which

corresponds to an anti-alignment of neighboring spins. This configuration, known as the Néel

state, is realized on bipartite lattices. They can be decomposed into two sublattices, A and

B, such that sites in A are only adjacent to sites in B and vice versa. The corresponding
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critical temperature is the Néel temperature [37, 38]. A system is geometrically frustrated if

a non-bipartite lattice exhibits antiferromagnetic couplings. Then, not all exchange terms in

Equation 1.1 can be minimized simultaneously, and the system fails to host a simple Néel order.

This yields a complex low-energy landscape and a plethora of exotic phenomena, as discussed

in Chapter 3. Frustration occurs in both classical and quantum systems. The following section

introduces the basic notations used in quantum magnetism.
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1.2 Quantum mechanics and spin systems

Following Richard P. Feynman’s famous quote1, treating magnetic moments classically is insuf-

ficient, as nature follows the laws of quantum mechanics on an atomic level. Starting from 1923,

many brilliant physicists, like de Broglie [40, 41], Heisenberg [42, 43, 44, 45], Schrödinger [10],

Dirac [46, 47], Pauli [48, 14], and many more [49, 50, 51, 52, 53], have established the theory

of quantum mechanics we know today. The first revolution of quantum mechanics faced many

obstacles and skepticism as it contradicts established theories and launched an entirely new

perspective. More and more seminal experiments confirmed the ideas of quantum mechanics,

thereby reshaped our understanding of nature [54, 55, 56, 57].

Elementary particles building up the matter surrounding us carry an internal degree of free-

dom called spin [58]: = 1/2, 1, 3/2, . . . . In quantum mechanics, an electron is described by a

wavefunction referring to its probability distribution in space and time as well as a spin de-

gree of freedom (S = 1/2) which can point “up” | ↑〉 and “down” | ↓〉. In contrast to classical

physics, quantum mechanics allows a superposition of possible configurations with a probabilistic

interpretation [49, 59, 60, 61]:

|Ψ〉 = α| ↑〉+ β| ↓〉, with α, β ∈ C and |α|2 + |β|2 = 1 (1.2)

A measurement aiming at the orientation of the spin, up or down, results in probabilities, |α|2
or |β|2, obtained from the respective amplitudes. This induces the collapse of the wavefunction

to the eigenstate associated with the measurement result.

Mathematically, the states | ↑〉 and | ↓〉 form the basis of a two-dimensional Hilbert state.

While we refer to the basis vectors as ket states, their dual vectors are known as bra states, 〈↑ |
and 〈↓ |, fulfilling the orthogonality relation:

〈 ↑ | ↑ 〉 = 1, 〈 ↓ | ↓ 〉 = 1, 〈 ↑ | ↓ 〉 = 0 and 〈 ↓ | ↑ 〉 = 0 (1.3)

Instead of a representation using arrows, |0〉 and |1〉 are frequently used such that the orthogo-

nality relation can be expressed using the Kronecker-delta 〈 i | j 〉 = δij . The corresponding bra

vectors are used to define the dual vector 〈Ψ| associated with the state vector |Ψ〉 such that

〈Ψ |Ψ 〉 = 1

〈Ψ| = α〈↑ |+ β〈↓ |. (1.4)

Quantum mechanical states are defined modulo a global phase eiϕ ∈ U(1) as it does not violate

the probabilistic interpretation and the normalization 〈Ψ |Ψ 〉 = 1. The state of a classical

Heisenberg spin (n = 3 vector model) is represented on the three-dimensional Bloch sphere, and

1Nature isn’t classical, dammit, and if you want to make a simulation of nature, you’d better make it quantum
mechanical, and by golly it’s a wonderful problem, because it doesn’t look so easy [39].
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the vector exhibits two continuous degrees of freedom [62, 63]. Similarly, the quantum mechanical

state of a spin-1/2 is analogously defined on a Bloch sphere. Reducing the ambiguity induced by

the global U(1) phase by choosing a specific gauge and using the normalization, both amplitudes

α and β are uniquely defined using a three-dimensional sphere. The sphere is parameterized by

two angles ϕ ∈ [0, 2π) and θ ∈ [0, π):

|Ψ〉 = cos(θ/2)| ↑〉+ eiϕ sin θ/2| ↓〉 (1.5)

The measurement of an observable is associated with a linear and hermitian operator. The

space of possible operators that act on the state of a spin-1/2 particle is generated from the

SU(2) algebra defined by the Pauli matrices [14]

σx =

(
0 1

1 0

)
, σy =

(
0 i

−i 0

)
, and σz =

(
1 0

0 −1

)
. (1.6)

The specific choice of matrices has useful properties as they are involutory, σ0 = σα
2

= 12, their

determinants are −1, det(σα) = −1, and they are traceless, Tr(σα) = 0. The notation via x, y,

and z refers to the representation of a state on the three-dimensional Bloch sphere, whereas σα

corresponds to a π-rotation around the α-axis.

In the following, the state | ↑〉 (| ↓〉) is associated with the north (south) pole in the z-direction.

Since SU(2) is a non-abelian group, the Pauli operators, similar to angular momentum operators,

follow a non-trivial commutation relation:

[σα, σβ ] = σασβ − σβσα = 2iεαβγσ
γ (1.7)

{σα, σβ} = σασβ + σβσα = 2δαβ12 (1.8)

The Levi-Civita symbol εαβγ ∈ {−1, 0, 1} is an extension of the Kronecker-symbol δαβ ∈ {0, 1}.

It is useful to introduce the non-hermitian ladder operators:

σ± =
1

2
(σx ± iσy) ⇒ σ+ =

(
0 1

0 0

)
and σ− =

(
0 0

1 0

)
(1.9)

We usually use spin operators Sα = 1/2σα and S± = σ± for S = 1/2. More generally, higher

spin-S representations contain 2S + 1 states: |S;m〉 with m = −S, . . . , S − 1, S.
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Their spin operators are defined as follows:

〈S;m′ |Sx |S;m 〉 = (δm′m+1 + δm′+1m)
1

2

√
S(S + 1)−m′m (1.10)

〈S;m′ |Sy |S;m 〉 = (δm′m+1 − δm′+1m)
1

2i

√
S(S + 1)−m′m (1.11)

〈S;m′ |Sz |S;m 〉 = δm′mm (1.12)

〈S;m′ |S+ |S;m 〉 = δm′m+1

√
S(S + 1)−m′m (1.13)

〈S;m′ |S− |S;m 〉 = δm′+1m

√
S(S + 1)−m′m (1.14)

〈S;m′ |S · S |S;m 〉 = δm′mS(S + 1) (1.15)

The total spin operator, also known as Casimir operator, is S · S with S =
(
Sx Sy Sz

)
. It

represents, together with one generator Sα, the maximal commuting subset of the SU(2) algebra

in representation theory. This is discussed in Section 2.1.

The introduced mathematical framework can be extended to multiple particles, allowing us

to define toy models describing the interplay of many particles. Let |Ψi〉 denote a normalized

quantum mechanical state of a spin-1/2, then the state of the whole system |Ψ〉 composed of N

identical particles is given by their tensor product:

|Ψ〉 =

N⊗
i=1

|Ψi〉 = |Ψ1〉 ⊗ · · · ⊗ |ΨN 〉 (1.16)

In the case of spin-1/2 particles, where a single-particle state is described as a normalized vector

in C2, the whole state of N spins is a normalized vector in C2N . The tensor product induces an

exponentially growing vector space. Similar to the physical state, an operator acting on the whole

system is defined by the tensor product of individual Pauli operators. Each hermitian operator

O acting on the exponentially large Hilbert space can be represented by a linear combination of

different Pauli strings :

O =
∑

{α1,...,αN}
c{α1,...,αN}

N⊗
i=1

σαi with αi = 0, x, y, z (1.17)

The hermiticity requires c{α1,...,αN} ∈ R. Most operators of interest are local such that many σαi

are given by identity 12 and leave a specific site unchanged. A local operator acting only on a

single site i is defined by:

σαi = 12 ⊗ . . .⊗σα⊗︸ ︷︷ ︸
site i

· · · ⊗ 12 (1.18)

Operators acting on different sites commute: [σαi , σ
β
j ] = 2iδijεαβγσ

γ .

Constructing a realistic Hamiltonian of microscopic particles is non-trivial. One of the most
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straightforward approaches to describe electrons in a crystal is the Hubbard model, where elec-

trons exhibit a spin degree of freedom and can move between fixed positions in the lattice.

Further constraints are induced by the Pauli exclusion principle forbidding two electrons with

the same spin at the same position and Coulomb repulsion inducing an energy penalty if two

electrons with opposite spin are at the same position. At half filling and in the limit of strong

repulsion, the low-energy states are known as Mott insulators, and their effective low-energy

theory includes only the spin degrees of freedom leading us to the most prominent approach to

quantum magnetism: the Heisenberg model [45, 64].

The simplest nearest-neighbor Heisenberg Hamiltonians are:

HXY Z = Jx
∑
〈i,j〉

Sxi S
x
j + Jy

∑
〈i,j〉

Syi S
y
j + Jz

∑
〈i,j〉

Szi S
z
j (1.19)

HXXZ = J±
∑
〈i,j〉

(
Sxi S

x
j + Syi S

y
j

)
+ ∆

∑
〈i,j〉

Szi S
z
j (1.20)

HXXX = J
∑
〈i,j〉

(
Sxi S

x
j + Syi S

y
j + Szi S

z
j

)
= J

∑
〈i,j〉

Si · Sj (1.21)

The first Hamiltonian, HXY Z , is the most general among the three and does not preserve any

symmetry in spin space. HXXZ and HXXX conserve the total magnetization, which follows from

Sxi S
x
j + Syi S

y
j = 1

2

(
S+
i S
−
j + S−i S

+
j

)
, but can also be shown using the commutation relations

defined in Equation 1.7. The isotropic Heisenberg model, HXXX , incorporates a global SU(2)

symmetry. Additional symmetries and their implementation are discussed in detail in Section 2.1

as they reduce the complexity of the problem.

The quantum mechanical Hamiltonian H, as its classical counterpart, determines the energy

of a system. The energy of a state |Ψ〉 is its expectation value with respect to the Hamiltonian

E =
〈Ψ |H |Ψ 〉
〈Ψ |Ψ 〉 . (1.22)

Expectation values of arbitrary observables like total magnetization or correlation functions are

evaluated similarly. The Hamiltonian determines the partition function and free energy and,

therefore, the thermodynamic properties of the system.

Different formalisms describe the evolution of a quantum mechanical system in time. Werner

Heisenberg introduced the matrix mechanics [42, 65, 50], Richard Feynman developed the path

integral formalism [66, 67] and Paul Dirac formulated the relativistic description [46]. In con-

densed matter, where relativistic effects can often be neglected, the Schrödinger equation [10, 11]

governs the evolution of a quantum mechanical state |Ψ(t)〉:

i~
d

dt
|Ψ(t)〉 = H|Ψ(t)〉 (1.23)

~ ≈ 1.054 · 10−34JHz−1 is the reduced Planck constant which will be set to one throughout
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this thesis. The equation is particularly simple if we have access to the eigenspectrum of the

Hamilton operator acting on a D-dimensional Hilbert space:

H|Ψi〉 = Ei|Ψi〉 for i = 1, . . . , D with E1 ≤ · · · ≤ ED (1.24)

|Ψ(t = 0)〉 =

D∑
i=1

ci|Ψi〉 induces |Ψ(t)〉 =

D∑
i=1

cie
−iEit/~|Ψi〉 (1.25)

The hermiticity of the Hamiltonian operator ensures the orthogonality and completeness of

its eigenstates. The eigenstates do not only determine the evolution in time but also the ther-

modynamic properties of a quantum system. Hence, knowing the full spectrum allows us to

evaluate all properties of the system. However, analytical solutions offering the full spectrum

or only the ground state for interacting many-body systems are rare. Hans Bethe derived the

solution [64] for the one-dimensional spin-1/2 isotropic Heisenberg model in Equation 1.21. An-

other famous analytical solution is the AKLT state [68], which is represented as a matrix-product

state. Further important solvable models are the Kitaev model on the honeycomb [69] and the

toric code [70], both introduced by Alexei Kitaev, which realize a quantum spin-liquid phase at

low temperatures. Even the simplest interacting Hamiltonians face the exponential complexity

induced by quantum mechanics. The scaling is induced by the tensor product in Equation 1.16,

defining the Hilbert space of N quantum mechanical spins. It leads to exponential growth, e.g.

D = 2N for a spin-1/2 system, making straightforward computational and analytical approaches

in the full Hilbert space impossible for many particles.

This is the quantum many-body problem.
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1.3 Many-body problem and numerical techniques

When analytical approaches are exhausted, a computational physicist tries to derive properties of

interacting many-body systems using numerical methods – despite their exponential complexity.

To do so, the field of computational physics offers a variety of different numerical methods

aiming at different problems. Some applications were imported from other fields, many were

heavily optimized or even developed within the condensed matter community. Choosing the

appropriate algorithm is crucial since each has advantages and disadvantages. The correct choice

depends on the model and the quantity of interest. In condensed matter, areas of interest are

quantum magnetism, such as the Heisenberg Hamiltonians in Equation 1.19 to Equation 1.21,

correlated electrons, dissipative systems, quantum simulators, driven systems, and many more.

Possible quantities to study in these systems are the ground state, its excitations as well as finite-

temperature properties in and out of equilibrium. Also, dynamical properties like the evolution

in time, information spreading, or dissipation rates are frequently studied. This section presents

a brief overview of the most important techniques for strongly correlated problems: (i) quantum

Monte Carlo (QMC), (ii) matrix-product state (MPS) methods and (iii) exact diagonalization

(ED).

(i) Quantum Monte Carlo If applicable, MC-based methods serve as an extremely powerful

tool to study classical and quantum systems in arbitrary dimensions. The name refers to the

famous casinos in Monte Carlo as a similar mechanism applies. Even if some people win and

extract money from the casino, averaging over many bets yields a predictable outcome: The

house always wins!

Similar to the concept of casinos, the MC-based algorithms generate an enormous number of

samples such that observables are evaluated on average. Even if certain samples generate unex-

pected results, according to stochastics, the observable will converge to its correct value – if the

number of samples is large enough.

This raises several questions: What does large mean in this context? What is the scaling

of the computational complexity? How to generate good samples and evaluate them efficiently?

Answering these questions is not trivial as they depend on the model, temperature, system size,

and the specific method. There is a zoo of different MC methods suited to different quantum

systems. Nevertheless, there are some general statements regarding computational complexity.

Taking the stochastic series expansion (SSE) [71, 72, 73] as an example, the world line length

increases linearly with inverse temperature β, and so does the computational complexity. In

addition, the system size enters linearly inducing a cubic scaling in three dimensions. While

sampling the high-temperature regime is trivial, generating reliable low-temperature data in-

volves large computational power. Smart sample updates suited to specific problems induce a

considerable speedup necessary to study systems with a complicated low-energy landscape [74].

While the algorithm allows for an efficient determination of thermodynamic quantities in



14 CHAPTER 1. THE MANY-BODY PROBLEM OF QUANTUM MECHANICS

arbitrary dimensions, it faces a fundamental limitation induced by its probabilistic nature. The

anti-commutation relation of fermions and frustrated spin models induce the infamous sign prob-

lem [75]. This generically prohibits QMC in frustrated models such as the pyrochlore Heisenberg

antiferromagnet. It is, however, possible to overcome the sign problem for certain unfrustrated

parameter regimes permitting the application to frustrated lattices with ferromagnetic transverse

couplings [76, 77]. More details on MC based methods can be found in Ref. [78, 79, 80, 81, 82].

(ii) Matrix-product states Steve R. White introduced the density-matrix-renormalization-

group (DMRG) algorithm in 1992 to examine the ground state of one-dimensional problems [83,

84]. This soon became the method of choice for one-dimensional strongly correlated systems [85,

86, 87], and its connection to MPS was realized shortly after [88, 89]. Even though MPSs cover

only a tiny fraction of the exponentially large Hilbert space, most relevant states are represented

extremely well.

The MPS formalism is one-dimensional. Applying it to higher dimensions requires linearizing

the system and embedding a one-dimensional snake topology, which comes at the cost of long-

range interactions. The great success in one-dimensional systems (ground states up to machine

precision) is not observed in higher dimensions as the computational complexity grows expo-

nentially with system size. Soon it was realized that the inability to capture ground states in

higher dimensions originates from the fundamentally different scaling of entanglement in quan-

tum many-body systems, which follows an area law [90, 91, 92, 93]. Nevertheless, the method still

serves as a powerful tool in two- and even three-dimensional systems [94, 2, 4, 95, 6]. The MPS

formalism allows for extensions beyond DMRG. Since 2004, many algorithms for real- [96, 97, 98]

and imaginary-time evolution [99, 100] have been proposed. Assuming translational invariance,

some ideas can be generalized for an infinite system [101, 102, 103]. Even though MPS-based

approaches have led to remarkable findings over past decades, they do not provide the ultimate

tool we are looking for. MPS methods are biased towards low-entangled (often ordered) states.

Therefore, reliable calculations in more than one dimension require careful finite-size scaling, ex-

trapolation in the bond dimension and truncated weight. Additionally, various initial states and,

importantly, different linearizations of the system must be considered since the one-dimensional

topology crucially influences the performance.

To overcome the one-dimensional nature of the algorithm and its limitations, generalizations

of the method are desirable. Higher-dimensional tensor networks offer this opportunity, but

contracting these networks is computationally highly demanding [104]. The great success of

MPS-based methods in quantum physics led to the development of state-of-the-art libraries

like ITensor [105], providing a large toolbox for various applications utilized within this thesis.

Further details can be found in Ref. [85, 87, 80, 105].

(iii) Exact diagonalization The great advantage of ED-based methods is their applicability

without being biased towards weakly entangled states or fundamental limitations like the sign

problem.
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The Hamiltonian is a linear operator in an exponentially large Hilbert space. ED accepts

the exponential complexity in system size. While the computational effort is feasible for a small

number of particles, the exponential growth limits the approach quickly. However, highly opti-

mized linear algebra routines and today’s supercomputers allow extensive numerical simulations,

continuously pushing state-of-the-art numerics. Exploiting the massive parallelization2 with

matrix-free (MF) applications allows handling Hilbert spaces of dimension D ≈ 4 · 1012 ≈ 242.

Depending on symmetries in the model, the complexity can be reduced, making calculations up

to 50 spin-1/2 particles feasible [106, 107]. The number of particles can be further increased by

constraining the Hilbert space by simply discarding states [108].

ED methods are divided into two types of linear algebra routines: methods that rely on the

sparsity of the Hamiltonian and methods that do not! Exploiting the sparsity of the Hamiltonian

allows fast matrix-vector multiplications. Based on Krylov spaces, these methods can tackle a

small corner of the spectrum, like the ground state [109, 110], to evolve an initial state in time or

to determine a typical thermal state at a finite temperature [111, 107]. They can be scaled up in

large computing centers to multiple nodes using Message Passing Interface (MPI). In contrast,

sparsity can not be exploited if the entire spectrum is desired. In that case, the full matrix

has to be stored, and the required memory scales quadratically with the dimension. Highly

optimized libraries like BLAS and LAPACK provide the necessary routines. Despite enormous

computational resources that can be accessed nowadays, memory is the limiting barrier in most

cases. Therefore, state-of-the-art MF computations that calculate matrix elements on the fly

provide a powerful ansatz. The required memory3 to leading order for a Hilbert of dimension D

for the MF solver and full ED is

memMF =
2 · 16 ·D

10244
TB and memFULL =

3 · 16 ·D2

10244
TB. (1.26)

The significant advantages of these methods are their exactness and applicability. While

MC methods are limited by the sign-problem and MPS methods develop biases towards weakly

entangled states, ED does not face these subtleties. If a calculation is numerical feasible, it allows

evaluating all physical quantities with machine precision. Exploiting symmetries is crucial for

ED methods and is discussed in the following chapter, as it is heavily utilized in many parts of

this thesis.

2The Cobra supercomputer at the Max Planck Computing and Data Facility allows an allocation of 620 nodes
with 40 cores each providing an accessible memory of ∼ 109TB.

3Spatial symmetries induce a complex-valued Hilbert space requiring 16 bytes to represent a scalar with
double precision. The MF solver uses two vectors for input and output. LAPACK routines require three times
the memory of the matrix.
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Chapter 2

CONTROLLED METHODS ADVANCED IN THIS

THESIS

Constructing analytical solutions for interacting many-body systems succeeds only in very few

non-generic cases. Therefore, numerical approaches are necessary. None of the methods summa-

rized in Section 1.3 is the ultimate tool for studying frustrated magnets in three dimensions since

each has its limitation: the sign problem, entanglement growth, and the cubic scaling in system

size. Thus, this chapter focuses on algorithms tailored to study frustration in three dimen-

sions. Each section provides methodological progress which allows for controlled and unbiased

calculations as demonstrated in Part II and is one of the main contribution of this thesis.

The first section discusses the use of various symmetries in spin systems. An extensive number

of symmetries is the key to solving interacting quantum systems analytically as they correspond to

quantities that are conserved by the Hamiltonian. For example, the Kitaev honeycomb model [69]

hosts plaquette operators that mutually commute. Their number is extensive and therefore

allows for an analytic solution to the model. However, such models are rare. Nevertheless, even

a subextensive number of conserved quantities simplifies the problems so that computations are

possible in many cases. This reduction is crucial for methods based on ED as it makes larger

system sizes accessible and is discussed in the first section. Most importantly, we introduce an

automatic detection algorithm that maximizes the benefits of spatial symmetries. It exploits

graph- and group-theoretical tools to determine all graph automorphisms for a finite cluster and

to identify the largest commuting subgroup corresponding to the largest number of conserved

quantities.

Numerical approaches are often restricted to clusters of finite size, making reliable predictions

in three dimensions difficult when taking the cubic scaling in the linear system size into account.

Cluster expansion methods that build up the lattice systematically do not face these finite-size

effects as they produce the correct results in the thermodynamic limit – if they are converged.

Their convergence is restricted by other parameters such as temperature. The second section in-

troduces the numerical linked cluster expansion, which is in a spirit similar to a high-temperature

expansion. Starting from pre-defined unit cells, it systematically includes larger clusters made up

17
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of these units order by order. It provides unbiased thermodynamic data in the thermodynamic

limit at finite temperatures and is well suited to study three-dimensional frustrated systems. In

particular, combining the symmetries presented in the first section with the numerical linked

cluster algorithm has proven valuable.

The third section introduces another cluster expansion based on the linked cluster theo-

rem [112, 113]. It is a systematic approach to evaluate observables of wavefunctions evolved in

imaginary time. While it provides an alternative way to determine finite-temperature properties

in the thermodynamic limit, we apply the expansion to obtain a suitable dressing of low-energy

product states to potentially describe the ground state of the pyrochlore Heisenberg antifer-

romagnet in Section 5.3. Note that both cluster expansions are fundamentally different even

though the procedures seem similar.
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2.1 Symmetries in spin systems

Symmetries and their consequences are pervasive in all areas of physics. We characterize differ-

ent phases of matter according to its conserved – and broken – symmetries. One of the simplest

examples in condensed matter is the transition from a disordered paramagnetic into a ferromag-

netic phase in the classical n-vector model on a three-dimensional lattice. While the disordered

paramagnetic phase preserves the continuous symmetry for n ≥ 2, it spontaneously breaks the

O(n)-symmetry below the phase transition. Another example discussed in Section 3.1 is spin

liquids characterized by the symmetry of an emergent gauge theory describing their low-energy

excitations. Symmetries in physics are described within the framework of group theory. However,

this section presents a rather practical route focusing on spin systems to maximize the benefits

of different symmetries and make larger system sizes accessible for ED methods.

A system is invariant under a certain symmetry operation if the associated operator Q com-

mutes with the Hamiltonian:

[H,Q] = HQ−QH = 0 (2.1)

The symmetry induces a conserved quantity [114], e.g. total momentum or total magnetization.

Equation 2.1 implies the conversation law for Q using Heisenberg’s equation of motion. Another

important consequence of Equation 2.1 is that the application of H to an eigenstate of Q does

not change its eigenvalue q: QH|q〉 = HQ|q〉 = qH|q〉
Hence, representing the Hamiltonian in the eigenbasis of Q automatically generates a block struc-

ture where each block refers to an eigenvalue of Q – the conserved quantity. This is achieved by

a unitary transformation in the eigenbasis of Q, which corresponds to a basis change in quantum

mechanics. Following the same strategy, it is possible to exploit multiple symmetry operations

Qi for i = 1, . . . , n simultaneously. The operators have to commute with the Hamiltonian and

are required to commute amongst them.

[H,Qi] = 0 and [Qi, Qj ] = 0 ∀i, j (2.2)

The symmetry operators can be applied successively to further reduce the block sizes such that

each block corresponds to eigenvalues (q1, . . . , qn) associated with the respective symmetry op-

erators Qi. Figure 2.1 illustrates this successive application of multiple symmetries. While

the first blue block represents the full Hamiltonian matrix, the gray arrow represents a unitary

transformation given by eigenstates of Q1, inducing a simplified red block structure. Instead of

focusing on the dense matrix in blue, only the individual red blocks are treated independently.

Further symmetries yield additional unitary transformations, which further reduce the block

sizes are shown green and yellow. The figure uses realistic symmetries and dimensions, thereby

visualizing the great benefits of symmetries as the block sizes shrink significantly.

The symmetries considered in this chapter are divided into two classes: symmetries acting
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Figure 2.1: Utilization of different symmetries to block-diagonalize the Hamiltonian. The image
illustrates the successive application of commuting symmetries for a system of spin-1/2 particles.
Non-colored regions indicate zeros that are discarded in numerical simulations. The blue area
refers to the dense 2N -dimensional matrix; the red blocks exploited the total magnetization; the
green blocks are obtained by applying the spin inversion symmetry for the largest blocks with
mz = 0 and spatial symmetries were applied in the last step to achieve the yellow block structure.

globally on the spin space and spatial symmetries depending on the underlying lattice. We

discuss different spin symmetries like total magnetization, spin inversion, or SU(2). Lastly, we

introduce an automatic detection algorithm maximizing the number of mutually commuting

spatial transformations for arbitrary geometries developed within this thesis. Some models,

like the Kitaev honeycomb model, require symmetries composed of spatial transformations and

rotations in spin space.

In principle, all symmetries discussed in this section commute and could be utilized simul-

taneously (when allowed by the Hamiltonian). However, combing spatial symmetries with the

SU(2)-symmetry of the isotropic XXX-Hamiltonian is theoretically possible but not very use-

ful practice for two reasons. First, it is not apparent how to simultaneously diagonalize both

symmetry operators to generate the required block structure. When both are diagonalized in-

dependently, the Gram-Schmidt process or other methods like QR or LU decomposition can be

applied to remove redundant states in the combined basis. However, as attempted in this thesis,

this procedure exceeds the computational complexity of directly diagonalizing the Hamiltonian

in one basis. Second, the obtained basis is not sparse and, therefore, not suited for Krylov

space and MF methods. In contrast, combining the total magnetization, spin inversion, and

spatial symmetries serves as a powerful ansatz for XXZ-Hamiltonians. Most importantly, the

symmetrized basis preserves the sparsity of Hamiltonian, making it appealing for MF methods.

Figure 2.2a compares the reduction of various symmetries for spin-1/2 system.

Besides implementing the efficient usage of symmetries, it is essential to know the com-

putational architecture and identify bottlenecks of the applied algorithm. There are pow-

erful libraries for full diagonalization and sparse linear algebra operations like PETSc and

SLEPc [115, 116, 117, 118] for distributed memory machines. However, MF applications ex-

ploiting various symmetries [106] are not publicly available and must be coded from scratch.

Figure 2.2b shows the lowest eigenenergies for a system with N = 42 spin-1/2 sites using a MF

solver by combining the total magnetization, spin inversion (for zero-magnetization sector), and

the spatial symmetries.
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Figure 2.2: (a) The maximal block sizes of the ground-state sector for antiferromagnetic couplings
on a chain with periodic boundary conditions divided by the full Hilbert space dimension 2N for
S = 1/2. The following symmetries are used: SU(2), total magnetization (TM), spin inversion
(SI), and spatial symmetry (SS). (b) Lowest energy Es in different symmetry sectors for an
antiferromagnetic chain with periodic boundary conditions with a coupling strength J , N = 42,
and S = 1/2 using a MF solver. The x-axis refers to the discrete conserved momenta. Total
magnetization, spin inversion (if possible), and the total momentum exp(2πik/N) are utilized.
E∞ = 1/4− ln(2) is the ground-state energy per site in the thermodynamic limit.

Defining symmetry operations requires establishing a mathematical framework and introduc-

ing the computational basis SS . It is a complete and orthogonal basis of the exponentially large

Hilbert space. Analogously to Equation 1.16, the basis states are simple product states. In the

case of spin-1/2, the state of an individual site is a superposition of | ↑〉 and | ↓〉. Therefore, the

basis states of N spin-1/2 are:

S1/2 =

 ⊗
|Ψi〉∈{|↑〉,|↓〉}

|Ψ1〉 ⊗ · · · ⊗ |ΨN 〉 = |Ψ1 . . .ΨN 〉

 (2.3)

The computational basis is easily extended to higher spin models by introducing more degrees

of freedom per site. The full Hilbert space dimension is
∣∣SS∣∣ = (2S+1)N . Similarly, the notation

can be adapted to fermions where for example, | ↑〉 refers to the occupation of a specific orbital.

2.1.1 Total magnetization

The total magnetization is conserved for the XXZ- and XXX-Hamiltonian introduced in Equa-

tion 1.20 and Equation 1.21. As we are interested in spin systems, we refer to the total mag-

netization. However, the concept is equivalent to the conservation of particle numbers in the

Hubbard model. For simplicity, we refer to the magnetization along the z-axis in spin-space:

mz =
∑
i

Szi . (2.4)
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The conservation follows immediately by replacing Sxi S
x
j + Syi S

y
j = 1

2

(
S+
i S
−
j + S−i S

+
j

)
but can

also be obtained by evaluating the commutation relations using Equation 1.7.

The implementation is straightforward as the unitary transformation generating the block

structure is a simple basis permutation since the computational basis are eigenstates of mz.

It naturally arises from aligning all states from Ss according to their total magnetization mz.

From a numerical point of view, it is simpler to label different blocks according to the number

of up-spins nup than mz. For arbitrary spin models, nup is an integer in {0, . . . , 2Ns}. Fully

polarized states corresponds to nup = 0 and nup = 2Ns. The total magnetization for a given

nup configuration is mz = nup − Ns. The block sizes are obtained directly from combinatorial

arguments and reduces to the binomial coefficient

C(N,nup) =

(
N

nup

)
=

N !

nup!(N − nup)!
(2.5)

for S = 1/2. The first reduction in Figure 2.1 is obtained by the total magnetization for N = 4

spin-1/2 sites. Each red block corresponds to an eigenvalue of mz = −2, . . . , 2 or nup = 0, . . . , 4.

Determining the dimensions of individual blocks for higher spin S is more evolved than the simple

binomial coefficient. Alg. 1 determines the dimension for a given S, N , and nup.

State-of-the-art MF solvers often access the basis states without saving them explicitly.

Hence, highly optimized code requires an efficient mapping between the physical states within a

total-magnetization sector

SSnup
=

 |Ψ〉 =
⊗

|Ψi〉∈{|↑〉,|↓〉}
|Ψ1〉 ⊗ · · · ⊗ |ΨN 〉

∣∣∣∣∣∣ s. t. mz|Ψ〉 = nup − 2SN

 ⊂ SS (2.6)

and their indices {1, . . . , D} with D = |SSnup
|. Simply storing an exponentially large dictionary

mapping the states to their indices requires a large amount of memory. While the additional

cost is negligible for full ED calculations (as the memory scales with D2), this will become a

bottleneck for sparse applications on distributed memory machines. Lin tables [119] provide an

efficient way to quickly map states and their indices and vice versa with a reduced memory cost.

Based on two lookup tables, the algorithm splits the system into two subsystems, reducing the

required memory from O(2N ) to O(2 ·2N/2). Optimized ED methods can currently handle up to

N ∼ 48 spin-1/2 sites [107] using up to ∼ 20 000 MPI processes. While a naive dictionary requires

∼ 5 · 105GB per MPI process (what is impossible), Lin’s original proposal reduces the memory

cost to approximately ∼ 0.25GB per MPI process. Scaling the reduced memory by the number

of processes requires ∼ 5TB, which is not very practical. Therefore, we generalized the approach

by Hai-Qing Lin by introducing multiple subsystems such that the memory consumption and

run time is reduced for larger system. For example, splitting up the system using three tables

demands only ∼ 1MB, which can be efficiently stored for each process.
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Algorithm 1: Determining the dimension of a total-magnetization sector for a system
for a given N , S, and nup.

Data: 1 < N and 0 ≤ nup ≤ 2sN
Function get dimension(N , nup, S):

dim = 0
if S == 1/2 then

return C(N,nup)
else

for i = 0; i < nup//(2S) + 1; i+ + do
// ‘‘//’’ refers to the integer division

if N == i then
dim = dim + 1

else if (N − i) · (2S − 1) + 2si ≥ nup then
dim = dim + C(N, i) · get dimension(N − i, nup − 2Si, S − 1/2)

end

end
return dim

2.1.2 Spin inversion

The spin inversion inverts the spin state by mapping up- to down-spins and vice versa in the

S = 1/2 case. Alternatively, it can be interpreted as a mapping between particles and holes

in the fermionic case. The reduction from red to green in Figure 2.1 is due to spin inversion.

Obtaining the symmetrized basis in this case is more evolved than a simple permutation as above

but still somewhat simple. The associated operator is

Px =
∏
j

Sxj , (2.7)

which acts on each site. Note that the operator is defined as a product, whereas Equation 2.4

uses a sum. Applying Px to a state in computational basis with mz maps it to −mz, thereby

destroying the block structure for mz 6= 0. It is conserved for the XXZ- and XXX-Hamiltonian

in the mz = 0 sector and commutes with the total magnetization in that case: [Px,mz] = 2mzPx.

Note that the mz = 0 sector does not exist for odd system sizes N and half integer spin S. The

zero-magnetization sector is the largest and of particular interest as it contains the ground state

for the Hamiltonians discussed in this thesis.

Squaring the inversion operator generates the identity yielding two possible eigenvalues ±1

for Px. The zero-magnetization sector is block diagonal in the eigenbasis of Px where both blocks

correspond to its two eigenvalues. The symmetrized basis is generated by representative states

R such that the full zero-magnetization sector (nup = NS) has to be covered

SSnup=NS = (R∪ PxR) with (R∩ PxR) = ∅. (2.8)
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Determining R is particularly simple in this case. |r〉 ∈ SSnup=NS is added to R if and only if the

integer representation of |r〉 is smaller than Px|r〉. The representative set is not uniquely defined.

Each representative state |r〉 ∈ R generates two eigenstates with eigenvalues +1 and −1:

Px = ±1 : |r±〉 = (|r〉 ± Px|r〉) /
√

2 (2.9)

Evaluating the Hamiltonian in the eigenbasis given by 〈 r± |HXXZ | r± 〉 yields the desired block

structure where the zero-magnetization sector splits into blocks associated with the eigenvalues

(mz = 0;Px = ±1). Both have an equal dimension such that the dimension of the ground-state

sector is halved. Hence, the maximal block size of the Hamiltonian is found in mz = ±1 sector.

Even though spin inversion symmetry does not reduce the block sizes for other sectors, it

projects mz to −mz. This equivalence induces the equality of the blocks in the Hamiltonian

associated with Hmz and H−mz . Therefore, numerical simulations can be restricted to mz ≤ 0.

2.1.3 SU(2)

The XXX-Hamiltonian in Equation 1.21 is invariant under the SU(2) algebra. Rather than

presenting a detailed discussion [120, 121] including the irreducible representations, Lie groups,

and characters, this section focuses on the practical application to spin systems. It presents a

general way to construct SU(2)-symmetric states such that the Hamiltonian naturally exhibits

the desired block structure. The rest of this subsection is divided into three parts. We (i)

introduce SU(2)-symmetric states, (ii) describe the decomposition of a tensor product space

into two irreducible spin representations, and (iii) apply the procedure successively to generate

symmetric states for N individual spins.

(i) The representation space of a state with a total spin S contains 2S + 1 states labeled by

mz = −S, . . . , S: |S;mz〉. The states are normalized and orthogonal 〈S;m′z |S;mz 〉 = δm′zmz .

A spin state with S = 0, 1/2, 1, 2 is named a singlet, doublet, triplet and quintuplet, referring to

the dimension of representation space. The corresponding algebra acting on the space is given

by the familiar operators S± = Sx ± iSy and Sz:

Sz|S;mz〉 = mz|S;mz〉 and S±|S;mz〉 =
√

(S ±mz + 1)(S ∓mz)|S;mz ± 1〉 (2.10)

It follows from Equation 2.10 that S+|S;S〉 = 0 and S−|S;−S〉 = 0. The maximal set of

commuting operators is obtained by combining the Casimir operator, S2 = S·S = Sx
2

+Sy
2

+Sz
2

,

with one of the individual spin operators α = x, y, z:
[
S2, Sα

]
= 0. Without loss of generality,

we set α = z such that the operator is identified as the magnetization similar to the last part.

The Casimir operator is associated with the total spin as it yields

S2|S;mz〉 = S(S + 1)|S;mz〉 and Sz|S;mz〉 = mz|S;mz〉, (2.11)
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Figure 2.3: Possible paths to generate SU(2)-symmetric states for N = 4 and S = 1. The solid
lines represent the possible spin plateaus Sn, and the dashed lines show the allowed transitions
from a spin plateau Sn to Sn+1 by adding another spin. While the green line fulfills the constraint
in Equation 2.15, the red lines violate the rule and do not represent a possible path to generate
a singlet state with S4 = 0.

Similar to the case of a single spin, the same descriptions applies to multiple spins. Their

tensor product space can be decomposed into irreducible representations characterized by total

spin S and magnetization mz referring to the full system. They are eigenstates of the Casimir

operator and the total-magnetization operator [Equation 2.4]:

S2 =

(∑
i

Si

)2

and mz =
∑
i

Szi (2.12)

The raising and lowering operators are defined analogously for multiple spins.

The isotropic XXX-Hamiltonian commutes with both operators, thereby conserving not only

the total magnetization but also the total spin. Therefore, it is possible to diagonalize them si-

multaneously and find sets of eigenvectors corresponding to the eigenvalues (S;mz), which block-

diagonalize the Hamiltonian. However, constructing SU(2)-symmetric states is more involved

than the previously discussed symmetries.

(ii) Decomposing a tensor product space of two irreducible representation spaces HAB into the

direct sum of irreducible representation space relies on Clebsch-Gordan coefficients (CGCs) [122].

The two irreducible spin spaces exhibit a total spin of SA and SB such that their tensor product

space

HAB = { |SA;mA〉 ⊗ |SB ;mB〉 | mA = −SA, . . . , SA and mB = −SB , . . . , SB} (2.13)

has dimension D = (2SA + 1)(2SB + 1). CGCs allow its decomposition into irreducible repre-

sentation spaces with the total spin SC = |SA − SB |, . . . , SA + SB . A representation space with

a total spin SC exhibits 2SC + 1 states such that D =
∑SA+SB
k=|SA−SB |(2k + 1).
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Figure 2.4: Different paths to generate SU(2)-symmetric states for a system with N = 2, 3, 4 and
S = 1/2 in panels (a), (b), and (c). Each path represents a possible spin state with total spin
SN , which is color resolved. Each state/path exhibits 2SN + 1 states: |SN ;−S〉, . . . , |SN ;S〉.

CGCs, CSC ;mC
(SA;mA),(SB ;mB), are used to construct the basis states |SC ;mC〉 from the product

states defined Equation 2.13. They depend on the six parameters, are real, follow selection rules1,

and ensure the normalization and orthogonality of the newly generated states. More details and

their efficient derivation can be found in Ref. [122, 121]. A specific state |SC ;mC〉 is generated

from the initial states |SA;mA〉 and |SB ;mB〉 in the following way:

|SC ;mC〉 =

SA∑
mA=−SA

SB∑
mB=−SB

CSC ;mC
(SA;mA),(SB ;mB)|SA;mA〉 ⊗ |SB ;mB〉 (2.14)

(iii) This paragraph describes how symmetrized basis states |Ψ(SN ;m)
i 〉, i = 1, . . . , D, for a

given total spin SN and magnetization mz are obtained in a system of N individual spin-S. The

construction of a specific state for multiple spin-S is done successively by adding the nth spin to

the irreducible representation containing the previous n− 1 spins. This diagrammatic approach

is illustrated in Figure 2.3.

The basic recipe is as follows: Starting from the first spin state, the second spin is added, and

their tensor product space is reduced following Equation 2.14. The irreducible representations

describing the first two spins are merged with the third, and their tensor product space is again

reduced. This procedure will be carried on to merge all spins successively. Merging n individual

spin-S allows only certain total spin plateaus labeled by Sn. The spin plateaus generate a

diagram illustrating permitted transitions from Sn to Sn+1. A transition from a plateau Sn to

1C
SC ;mC
(SA;mA),(SB ;mB)

is only non-zero if

mC = mA +mC , |SA − SB | ≤ SC ≤ SA + SB and SA + SB + SC ∈ N0
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Figure 2.5: Eigenvalues of the isotropic Heisenberg Hamiltonian HXXX (J = 1) from Equa-
tion 1.21 organized by SU(2) quantum numbers (SN ;mz) for a periodic chain with N = 4, 6, 8
and S = 1/2. The transparency reflects the degeneracies.

the next plateau Sn+1 by adding another spin-S has to fulfill the following constraint:

Sn+1 ∈ {|Sn − s|, . . . , Sn + s} (2.15)

Figure 2.3 shows all possible paths for a system with N = 4 spin-1 states. The first plateau

corresponds to the first spin S1 = 1. Following Equation 2.14, combining it with the second

generates irreducible representations with S2 = 0, 1, 2. The next spin-1 is merged with all possible

three spin states of S2, and the allowed paths are indicated by transitions to S3 = 0, 1, 2, 3.

Finally, the last spin has five possible irreducible representations: SN = S4 = 0, 1, 2, 3, 4.

Different paths start from S1 and terminate at some SN of interest, traversing different Sn

on the way. Each path i consistent with the constrain in Equation 2.15 corresponds to a state

in the symmetrized basis |Ψ(SN ;m)
i 〉. Hence, there are exponentially many ways to generate

different states for a specific SN . The SU(2)-eigenbasis generating a specific block (SN ;mz) in

the Hamiltonian is obtained by finding all valid paths. Figure 2.4 shows all possible paths for

N = 2, 3, 4 and S = 1/2. Panel (a) reveals one singlet state in red and one triplet state in

blue for N = 2. Four spins, panel (c), generate two different singlet states corresponding to the

red paths. Therefore, the subspace for S4 = 0 and mz = 0 is spanned by |Ψ(0;0)
0 〉 and |Ψ(0;0)

1 〉.
Additionally, the three triplet paths in blue form three subspaces of dimension three spanned

by |Ψ(1;mz)
0 〉, |Ψ(1;mz)

1 〉 and |Ψ(1;mz)
2 〉 for mz = −1, 0, 1. Finally, the quintuplet path in green

exhibits five individual blocks of size one corresponding to |Ψ(2;mz)
0 〉 for mz = −2,−1, 0, 1, 2.

The symmetrized basis has many useful properties. First, CGCs ensure the orthogonality and

normalization of the basis states for different paths. Second, the isotropic Hamiltonian converses
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SN and mz by construction such that it is block diagonal:

〈Ψ(S′N ;m′z)
i |Ψ(SN ;mz)

j 〉 =δijδS′NSN δm′zmz (2.16)

〈Ψ(S′N ;m′z)
i |HXXX |Ψ(SN ;mz)

j 〉 =0 for S′N 6= SN and m′z 6= mz (2.17)

Third, the eigenvalues for all magnetization subspaces, mz = −SN , . . . , SN , for a fixed total spin

SN are identical. The eigenvalues for systems with N = 4, 6, 8 spin-1/2 sites on a chain with

periodic boundary conditions are shown in Figure 2.5. Lastly, the full magnetization subspace,

mz = −SN , . . . , SN , of a particular state |Ψ(SN ;mz)
i 〉 can be generated by the lowering and raising

operators.

The general procedure to derive the basis and the Hamiltonian is summarized by four steps:

(a) Generate the diagram with allowed transition from Sn to Sn+1.

(b) Find all valid paths connecting S1 with the SN of interest.

(c) Determine the basis states |Ψ(SN ;mz)
i 〉 according to Equation 2.14 along each path i.

(d) Derive the specific block of the Hamiltonian the by H
(SN ;mz)
ij = 〈Ψ(SN ;mz)

i |HXXX |Ψ(SN ;mz)
j 〉

Exploiting the SU(2)-symmetry reduces the maximal dimension of the blocks compared to

the total magnetization alone. The maximal block dimension depends on the spin-S and number

of sites. However, generating the basis states and the Hamiltonian is expensive, so the benefits

are limited. Also, it is only applicable to the fully isotropic Hamiltonian. The main disadvantage

is the loss of sparsity. While the Hamiltonian is sparse when represented in the computational

basis states, it is dense in the SU(2)-symmetrized basis. The dense structure is inherited from

the basis states, which are a massive superposition of states in the computational basis. There-

fore, exploiting SU(2)-symmetry is only practical for full diagonalization where the complete

Hamiltonian is stored.

2.1.4 Spatial symmetries

Whereas previously discussed symmetries act globally on the whole spin space, spatial symmetries

take the actual lattice structure into account. Translational invariance is an essential concept

in physics. For example, single-particle eigenstates are labeled by their momentum, thereby

defining the first Brillouin zone. In interacting many-body systems, spatial symmetries provide a

powerful tool to reduce the complexity as it block-diagonalizes the Hamiltonian, which conserves

the total “many-body” momentum. While the allowed momenta in the thermodynamic limit

become continuous, numerical simulations handling a finite number of sites are restricted to a

discrete set of momenta. This section describes an automatic algorithm to identify, optimize, and

apply spatial symmetries in spin systems. The approach extends beyond usually applied spatial

symmetries like translations, rotations, or reflections and by using abstract automorphisms, which
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have proven extremely valuable in the case of the pyrochlore lattice. The ideas were developed

within this thesis.

A finite lattice is described by a graph. The simplest form of the graph includes (uniform)

nodes and edges. We identify the spins in the lattice with its nodes; the nearest-neighbor exchange

terms are its edges. More generally, nodes and edges can exhibit a specific color or direction.

For example, different bonds in the Kitaev model or weaker next-nearest-neighbor interactions

are described by an edge color. Different node colors can be induced by a non-uniform magnetic

field which is the case for the dipolar-octupolar pyrochlores, cf. Section 3.3.

The spatial symmetries of a Hamiltonian are graph automorphisms. An automorphism is a

(bijective) permutation of nodes and an element of the symmetric group SN for N sites. Given

a set of nodes N = {1, . . . , N} and edges E , σ ∈ SN is an automorphism if it conserves the edges

and thereby leaving the Hamiltonian invariant:

{i, j} ∈ E ⇒ {σ(i), σ(j)} ∈ E for i, j ∈ N (2.18)

If the graph additionally exhibits different color attributes, these have to be fulfilled as well.

That means the color of node i has to be identical to the color of σ(i), and the edge color

of {i, j} has to be identical to the edge color of {σ(i), σ(j)}. The automorphism implies the

commutation between the operator Pσ associated with the permutation and the Hamiltonian.

Therefore, diagonalizing the operator induces the block structure in the Hamiltonian labeled by

its eigenvalues – the discrete momenta. The action of a permutation σ to the computational

basis is as follows:

Pσ|α1, α2, . . . , αN 〉 = |ασ(1), ασ(2), . . . , ασ(N)〉 with αi ∈ {−S, . . . , S} (2.19)

The matrix representation Pσ associated with the permutation σ is orthogonal, PT
σ Pσ = 1, and

idempotent with nσ < N : Pnσσ = 1. The orthogonality of Pσ induces 〈Ψ|PT
σ = 〈Ψ|P−1

σ =

〈Ψ|Pσ−1, where σ−1 ∈ SN is the inverse permutation of σ. Similar to the total momentum in a

periodic chain with length N , a single permutation induces nσ blocks with eigenvalues e2πik/nσ

for k = 0, . . . , nσ − 1, which follows from Pnσσ = 1.

In general, the underlying graph exhibits a vast number of independent automorphisms. Two

automorphisms σ and η are said to be independent if η 6= σk for any k, e.g. translations along

different axes, x and y. Applying multiple automorphisms and deriving the symmetrized basis

takes several steps: (i) we need to identify all automorphisms, (ii) find the largest commut-

ing subgroup, (iii) determine a set of generators, and (iv) generate the basis to calculate the

Hamiltonian.

(i) First, the group of all automorphism A has to be determined, which can be done using

highly optimized graph tools like Nauty & Traces [123]. Typically, the automorphisms do

not commute among themselves!
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Figure 2.6: Illustration of the maximal commuting subgroup C ⊆ A, (ii). The sample graph, two
coupled tetrahedra with a single node and edge color, is shown in panel (a). All 71 non-trivial
(excluding the identity for the sake of visibility) automorphisms, A, of the graph are shown as
nodes in panel (b). Each automorphism corresponds to a permutation of nodes in (a), leaving
the graph invariant. Two automorphisms in panel (b) exhibit an edge if they commute. The
largest (red) and second largest (blue) commuting (fully connected) subgroups are highlighted
in panel (b). The choice is not unique.

(ii) Second, it is necessary to identify the largest commuting (abelian) subgroup C ⊆ A of the

automorphism group A to maximize the number of blocks. However, finding the largest

commuting subgroup is a challenging problem in itself. Luckily, we can exploit another

tool from graph theory to solve this problem: clique maximization [124]. We identify the

group of all automorphisms as a second graph. Each automorphism σ, η ∈ A corresponds

to a node, and we draw an edge between them if they commute ση = ησ. Then, the

clique maximization algorithm determines the largest fully connected (abelian) subgroup

C such that all elements commute amongst themselves and with the Hamiltonian. Each

automorphism of the subgroup can be identified with a block in the Hamiltonian, reducing

the complexity. The block sizes typically vary depending on a set of generators and the

elements of C. The largest clique is not uniquely defined, and it happens (in some rare

cases) that smaller subgroups generate a smaller maximal block size. The procedure is

illustrated in Figure 2.6.

(iii) Third, it is necessary to determine a minimal set of generators U = {u1, . . . , uU} ⊆ C
covering the complete commuting subgroup of automorphisms C. For each element in
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Algorithm 2: Determining generators for a commuting subgroup of automorphisms C.
Data: List of commuting automorphisms C
Determine the order O[σ] of each automorphism σ ∈ C such that O[σ] = nσ with σnσ = 1
Initialize empty lists of permutations: U ,D = [ ]
Add the identity to D: D.append(1)
while max[O] > 0 do

Find permutation u with maximal order Lu in O // not uniquely defined

Add u to U : U .append(u)
Create a copy of D: D′ = D
for k in [1, . . . , L− 1] do

for η in D′ do
π = ηuk

Add π to D: D.append(π)
Set O[π] = 0

end

end

end
return U // set of generators

σ ∈ C, there must be a unique multiindex nσ = (n1, . . . , nU ) ∈ NU with |U| = U such that

σ =

U∏
i=1

unii for ui ∈ U , (2.20)

where each ni refers to one generator (symmetry). The product of permutations refers

to their composition. The ordering is arbitrary since all elements of U commute. Each

generator ui exhibits a maximal order Li ≤ N such that uLii = 1. Therefore, the multiindex

(n1, . . . , nU ) is restricted by 0 ≤ ni < Li. Each symmetrized eigenbasis defining the

individual blocks of the Hamiltonian corresponds to one multiindex, which defines the

phases of permuted states (similar to momentum along different axes). The number of

blocks is |C| = ∏i Li. Referring to the example in Figure 2.6: the largest subgroup includes

nine (the identity was omitted for the sake of clarity) automorphisms, and the minimal set

of independent generators are the two C3 permutations of the outer surfaces.

Finding the set of generators is not as demanding as steps (i) and (ii) and is computationally

cheap. The procedure is summarized in Alg. 2.

(iv) Lastly, we can generate the symmetrized basis associated with the commuting generators

derived in (iii). Each permutation σ ∈ C exhibits a unique multiindex (n1, . . . , nU ). This

multiindex defines the momenta, which labels an invariant block of the Hamiltonian. Sim-

ilar to the spin inversion, the basis is obtained by a minimal representative subset of the

computational basis, R ⊆ SSnup
. We directly exploit the total magnetization, but the pro-

cedure can be applied analogously without it, as demonstrated in Section 4.3. Applying

all permutations σ ∈ C to R has to cover SSnup
. The representative subset is generated
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by iterating over |Ψ〉 ∈ SSnup
, which is added to R if and only if it has the lowest integer

representation compared to {Pσ|Ψ〉 |σ ∈ C}.

Each state inR represents a possible state in the symmetrized basis – its existence depends

on the applied momenta and automorphisms. Therefore, the maximal block size can be

at most of dimension |R| which is true for nB = (0, . . . , 0). The possible basis state for

|r〉 ∈ R for a specific multiindex nB = (n1, . . . , nU ) has the following form:

|rnB 〉 =
1√
Nr,nB

∑
σ∈C

e2πi
∑U
i=1 nB(i)nσ(i)/LiPσ|r〉 (2.21)

=
1√
Nr,nB

∑
σ∈C

U∏
i=1

e2πinB(i)nσ(i)/LiPnσ(i)
ui |r〉 (2.22)

Here, Nr,nB is the normalization constant and depends on the specific state and the applied

permutations. Notably, the phase factors can be destructive and annihilate a representative

state in a particular symmetry sector nB . Therefore, the block sizes typically vary and can

be smaller than |R|. The simplest example is a fully polarized state |r〉 = | ↑, . . . , ↑〉 with

is only present in the nB = (0, . . . , 0). The eigenvalue referring to a generator ui ∈ U is

Pui |rnB 〉 = e2πinB(i)/Li|rnB 〉. (2.23)

The phase factors and Nr,nB ensure the orthogonality and the normalization of the basis

states:

〈 r′n′B | rnB 〉 = δrr′δnBn′B (2.24)

The basis states define the unitary transformation yielding the desired block structure.

For a specific sector nB , the matrix elements are constructed by the symmetrized (and

non-vanishing) representative states:

HnB
r′r = 〈 r′nB |H | rnB 〉 (2.25)

=
1√

Nr′,nBNr,nB

∑
σ,σ′∈C

e2πi
∑U
i=1 nB(i)(nσ(i)−nσ′ (i))/Li〈 r′ |Pσ ′

T

HPσ | r 〉 (2.26)

=
1√

Nr′,nBNr,nB

∑
σ,σ′∈C

e2πi
∑U
i=1 nB(i)(nσ(i)−nσ′ (i))/Li〈 r′ |Pσ ′

−1

PσH | r 〉 (2.27)

=
1√

Nr′,nBNr,nB

∑
η∈C

ϕηnB 〈 r′ |PηH | r 〉 (2.28)

We used that the Hamiltonian commutes with the permutations HPσ = PσH, their or-

thogonality PT
σ = Pσ−1 , and the closeness of the subgroup σ′

−1

σ = η ∈ C. Therefore, the

two sums, σ′, σ ∈ C, are reduced to a single sum over η ∈ C by absorbing the phase factors
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Algorithm 3: Derivation of the spatially symmetrized Hamiltonian H =
∑
i hi in a

specific sector nB .

Determine ϕηnB for all possible η ∈ C // cf. Equation 2.29

RnB ,NnB = [ ] // valid representative states and norms

for |r〉 ∈ R do
Nr,nB =

∑
η∈C ϕ

η
nB 〈 r | η | r 〉

if |Nr,nB | > 0 then
RnB .append(|r〉)
NnB .append(Nr,nB )

end
HnB = zeros (|RnB |, |RnB |) // dimension is |RnB |
for |r〉 ∈ RnB do

for hi ∈ H do
Calculate α|S〉 = hi|r〉 for α ∈ R and |S〉 ∈ SSnup

Determine Λ = {λ1, . . . λf} ⊆ C such that |r′〉 = λi|S〉 ∈ RnB
// |r′〉 is a valid representative states

HnB
r′r+ = α√

Nr′,nBNr,nB

∑
λi∈Λ ϕ

λi
nB // cf. Equation 2.28

end

end

in

ϕηnB =
∑

σ,σ′∈C, s.t. σ′
−1
σ=η

e2πi
∑U
i=1 nB(i)(nσ(i)−nσ′ (i))/Li . (2.29)

Allowing two different sectors nB and nB′ for the combined phase factor Equation 2.29

yields zero, reflecting the orthogonality of the basis states. In general, H|r〉 produces non-

representative states |q〉 /∈ R. There is – at least one – permutation(s) λi ∈ C that maps

the state to its representative state: Pλi |q〉. These permutations are the only contributing

terms in Equation 2.28. The whole procedure of deriving the matrix elements is outlined

in Alg. 3.

While the above description was considering a spin system, it can be extended to fermions where

an up-/down-spin on a specific site refers to the occupation/absence of a fermion. However,

dealing with fermionic sign requires special care when applying a permutation σ ∈ SN to a

fermionic state. Let |0〉 denote the vacuum, a simple product state with nup fermions in a

system of N orbitals is given by

|Ψ〉 = c†k1 . . . c
†
knup
|0〉 with 1 ≤ k1 < · · · < knup

≤ N. (2.30)

The operators c†i and ci denote the usual creating and annihilation operators. The procedure

from above applies analogously, but the permutation of fermions has to obey the commutation
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relation:
{
c†i , cj

}
= δij . The permutation operator associated with σ is

Pσ =
∑

k1<···<knup

c†σ(k1) . . . c
†
σ(knup )ck1 . . . cknup

. (2.31)
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2.2 Numerical linked cluster expansions

Cluster expansion methods are frequently used in many areas of physics. Their great ad-

vantage is the absence of finite-size effects, making them powerful in three dimensions where

other established methods are limited. In particular, the numerical linked cluster expansions

(NLCE) [125, 126, 127, 128] is a promising alternative to study finite-temperature properties in

strongly interacting and frustrated many-body systems. In a spirit similar to a high-temperature

expansion, the algorithm systematically builds up the infinite lattice by pre-defined units to de-

termine extensive thermodynamic quantities in the thermodynamic limit. Frequently studied

observables are energy, magnetic susceptibility, entropy, heat capacity, magnetization, spin cor-

relations, and more involved ones. The broad applicability of the approach allows its application

to arbitrarily complex systems.

The method has already been successfully applied to quantum magnetism on various lattices

including the square, kagomé, or pyrochlore [125, 126, 127, 129, 130, 131, 128, 132, 133]. Besides

studying thermodynamic properties of these systems, it allows for a better understanding of phase

translations [134, 135, 136] and can be applied to more complicated systems [137, 138, 139, 140].

Further, it has been generalized to non-equilibrium properties [141, 142, 143, 144] and even

dissipative systems [145].

The basic idea is the following: the algorithm systematically generates all possible trans-

lationally invariant subclusters starting from an elementary building block(s) (BBs) order by

order. By comparing their topological structure, equivalent clusters are reduced to topologically

invariant cluster with a multiplicity counting the number of possible translationally invariant

embeddings. Note that there is a crucial difference between translationally and topologically

invariant clusters! For example, the two translationally invariant dimers on the square lattice

pointing along x and y are reduced to one topologically distinct dimer with a multiplicity of two.

All topologically invariant clusters contribute to the thermodynamic observable, converging to

the correct result in the thermodynamic limit. Each cluster’s contribution is composed of its

weight and multiplicity. The weight refers to the observable of interest, e.g. heat capacity at

some temperature, and is defined recursively as it includes contributions of smaller subclusters.

After the BBs is identified, the algorithm can be summarized in three steps: (i) The expansion

starts from the pre-defined unit(s) and successively generates larger connected clusters. (ii) The

number of clusters is reduced by evaluating their topological structure. (iii) Each topological

invariant cluster has to be solved using full ED such that the observable of interest is determined.

Its weighted contribution is obtained by subtracting the weights of smaller subclusters.

The algorithm faces two bottlenecks. First, the number of generated clusters scales superex-

ponentially. Second, the computational cost of solving larger clusters scales exponentially with

the Hilbert space dimension. However, reducing topologically equivalent graphs and maximiz-

ing the benefits of symmetries, as discussed in Section 2.1, significantly reduce the complexity.

Therefore, sufficiently high orders become reachable to access non-trivial temperature regimes.
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Figure 2.7: Reduced graph (left) for a triangular-based NLCE in the kagomé lattice (right). The
up- and down-pointing triangles are identified with the sites in the honeycomb lattice.

The lowest accessible temperature depends on the particular phase of the model and the utilized

BBs.

We present a general formulation of the NLCE algorithm for complex lattices allowing arbi-

trary decompositions based on different expansion units. This section is split into three parts.

First, we describe the basic recipe to determine topologically invariant clusters, their multiplic-

ity, and their weight for arbitrary BBs. We further examine the application of resummation

algorithms which have proven valuable in many – but not all – models. Second, we present

some results for different models, discuss similarities and differences, and address the advantages

of different building blocks. Lastly, we summarize the most important results and give a brief

outlook for future goals.

2.2.1 Basic recipe

The motivation behind the algorithm is the following: while observables at high temperatures

are essentially determined by small units, e.g. triangles in the kagomé lattice, due to the short

correlation length, lower temperatures require contributions of larger clusters as the correlation

length increases. The NLCE algorithm regulates the contribution of larger clusters by smaller

clusters yielding a recursive summation order by order. It generates a set of topologically invari-

ant clusters c ∈ Tn for each order and multiplicities Lc, counting the number of translationally

invariant embeddings of c. The thermodynamic observable of interest is evaluated for all clusters

〈Oc〉β . Each cluster enters with respect to its multiplicity Lc and a weight W [〈Oc〉β ] which is
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obtained from the observable:

〈O〉mβ =

m∑
n=0

∑
c∈Tn

LcW [〈Oc〉β ] with W [〈Oc〉β ] = 〈Oc〉β −
∑
c′⊂c

W [〈Oc′〉β ] (2.32)

The weight is obtained by determining the observable and subtracting contributions of all con-

nected subclusters c′ ⊂ c. The recursive definition induces that any extensive quantity, like

energy, heat capacity, or entropy, vanishes for disconnected clusters2. Therefore, only connected

clusters are included in the expansion.

Elementary building blocks The initial – and most important – step is identifying the unit

cell and its BBs. A proper choice of the building blocks is crucial as both bottlenecks, the number

of topologically invariant clusters, and their sizes should be reached simultaneously. The chosen

unit cell for the expansion does not have to correspond to the unit cell of the underlying Bravais

lattice but has to cover the entire lattice. It can be composed of multiple (sometimes overlapping)

BBs. The number of blocks per unit cell is denoted by NC ≥ 1. For example, the unit cell of

a triangular-based expansion in the kagomé lattice exhibits two blocks: up- and down-pointing

triangles. It is helpful to introduce the reduced lattice formed by the BBs of each unit cell. Edges

between different blocks arise from different mechanisms, as they can represent a physical bond

or a shared physical site between both BBs. The latter applies to the triangle-based expansion

in the kagomé lattice where two adjacent triangles share a site. Notably, the expansion is carried

out in the reduced lattice! In the case of the kagomé, the reduced lattice corresponds to the

honeycomb lattice where its A and B sites are identified as the up- and down-pointing triangles

as illustrated in Figure 2.7. The algorithm determines the thermodynamic observable for one

unit cell. This corresponds to two triangles in the case of the triangular expansion in the kagomé

lattice. However, since each node is shared between two instances, the unit cell consists of 6/2 = 3

physical nodes. In general, nodes can also be shared between more BBs.

Connected clusters Each order in the expansion generates a set of connected and transla-

tionally – not topologically – invariant clusters Cn in the reduced lattice. These clusters are built

of n BBs, e.g. connected vertices in the honeycomb lattice. Each cluster c ∈ Cn represents a

physical cluster in the full lattice by expanding its reduced nodes, denoted by E [c]. For example,

two connected reduced nodes in the honeycomb refer to an hourglass composed of two adjacent

triangles in the kagomé lattice. While the expansion is performed on the reduced lattice, the

topological structure and the physical observables are examined in the expanded physical lattice.

Topological invariance All connected clusters in Cn contribute to the thermodynamic ob-

servable. However, many clusters are topologically equivalent, exhibiting the same Hamiltonian

2Let a cluster c contain two disconnected parts c1, c2 ⊂ c. Any extensive quantity is written as 〈Oc〉β =
〈Oc1 〉β + 〈Oc2 〉β . Then, the recursive definition of the weight yields W

[
〈Oc〉β

]
= 0.
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n = 1

n = 2

n = 3

(a) (b) (c) (d)

Figure 2.8: Different steps of the NLCE algorithm for a triangular-based expansion in the kagomé
lattice. Column (a) shows clusters obtained from expanding translationally invariant clusters
Cn−1. Translationally invariant clusters are listed in column (b). Column (c) shows the topo-
logical reduction Tn obtained from column (b), Cn. The expanded full (physical) lattice E [c] for
c ∈ Tn is shown in column (d).

and, therefore, the same physical observable. Two clusters c, c′ ∈ Cn are equivalent if their ex-

panded graphs E [c] and E [c′] are topologically invariant. This means an automorphism mapping

E [c] to E [c′] exists, which preserves the internal structure, such as edges and color attributes. In

that way, it is possible to reduce the number of connected clusters Cn to topologically invariant

cluster Tn. Hence, each invariant cluster c exhibits a multiplicity Lc counting the number of

equivalent instances in Cn. Connected and translationally invariant (b), topologically invariant

(c), and their expanded clusters (d) are shown in Figure 2.8 for the triangular expansion in the

kagomé lattice.

Expansion n → n + 1 We now describe the precise expansion procedure from order n to

n+ 1. The first order includes all isolated BBs within the unit cell. These are all translationally

invariant clusters consisting of a single block and define C1 with |C1| = NC . In the case of

the kagomé lattice, the first order refers to both sites in the unit cell of the honeycomb lattice:

the blue and red nodes corresponding to the up- and down-pointing triangles, cf. Figure 2.7.

The expansion from the order n to n + 1 is organized in the following steps: (i) expanding

all clusters in Cn and removing translationally invariant clusters to obtain Cn+1, (ii) reducing

Cn+1 to obtain topologically equivalent clusters Tn+1 and their multiplicity, and (iii) solving the

individual clusters and determine their weights.

(i) The bare expansion is performed in the reduced graph. All translationally invariant clusters
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(a) Breathing py-
rochlore. (b) Breathing hyperkagomé. (c) Kitaev model.

Figure 2.9: Cluster generated from different expansions in different lattices. The color code
illustrates different anisotropic bonds.

c ∈ Cn of order n are expanded individually. Each cluster c is extended by all unoccupied

adjacent nodes to generate new clusters containing n + 1 BBs. Translationally – not

topologically – equivalent clusters are discarded, and only translationally invariant clusters

are collected in Cn+1. The translational symmetries are defined by the Bravais vectors

referring to the chosen unit cell, which do not necessarily refer to the Bravais vectors of the

underlying lattice. Figure 2.9 illustrates different clusters arising in different expansions.

(ii) After all clusters in Cn+1 are determined, their topological structure is examined. The

topological comparison is made on the level of the full lattice, and the reduced nodes

have to be expanded E [c]. Identifying the clusters as graphs with nodes, edges, and color

attributes allows us to exploit graph tools like Nauty & Traces [123]. It is advisable

to introduce hashes that include the number of sites, number of edges, and potentially

number of color attributes to simplify the topological comparison. Thereby, the set Cn+1 is

reduced to Tn+1 and each topological cluster c exhibits a multiplicity counting the possible

embeddings:

|Cn+1| =
∑

c∈Tn+1

Lc (2.33)

(iii) The observable of interest, 〈Oc〉β , is determined for all clusters in c ∈ Tn+1. Symmetries,

as discussed in Section 2.1, reduce the complexity significantly. The weighted contribution

to the final expansion is obtained by Equation 2.32. Notably, the embedding of connected

subclusters c′ ⊂ c is performed in the reduced graph! The procedure is illustrated in

Figure 2.10.

The whole expansion procedure is illustrated for the kagomé in Figure 2.8. Column (a) shows

all expanded clusters obtained from Cn−1. The expanded clusters are reduced to translationally

invariant clusters Cn in column (b). Reducing the number of these clusters according to their

topological structure yields column (c). The full physical graph of the topologically invariant
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W [ ]= O [ ]− W [ ]− W [ ]

−W [ ]− W [ ]− W [ ]

= O [ ]−2W [ ]−3W [ ]

Figure 2.10: Definition of the NLCE weight for a specific cluster occurring in a triangular-based
expansion in the kagomé lattice, cf. Equation 2.32. W and O refer to the weight and observable.

clusters is shown in column (d).

It is possible to exploit additional point group symmetries to reduce the computational com-

plexity of the expansion. The symmetries lower the number of translationally invariant clusters

to symmetrically invariant clusters before reducing them to topologically invariant clusters. Ap-

plying point group symmetries induces additional complexity to the algorithm and must be

carefully examined depending on the BBs. However, in practice, using point group symmetries

is not necessary as the derivation of the topological clusters and their multiplicity is not the

limiting factor.

If some building blocks are sharing sites, it is necessary to include the zeroth order in the

expansion for some observables, e.g. entropy or energy in a magnetic field. These observables

have a non-zero contribution for a single isolated spin, which, therefore, has to be included in

the expansion. Thus, the weight of each cluster of size N is obtained by additionally subtracting

the contribution of N single spins. For example, the weight of a single triangle is regulated by

its three individual spins.

Resummation algorithms Typically, the breakdown of convergence is well-marked when

consecutive orders diverge from each other at some temperature. The individual orders separate

rapidly. In these cases, series acceleration algorithms are powerful as they boost the convergence

to much lower temperatures. Two commonly used resummation algorithms are Euler’s transfor-

mation and Wynn’s algorithm [126, 128]. The following relation defines Euler’s transformation:

〈O〉∞β =

∞∑
n=0

(−1)nun =

∞∑
n=0

(−1)n

2n+1
[∆nu0] (2.34)

Here, un includes the nth NLCE order un = (−1)n
(
〈O〉nβ − 〈O〉n−1

β

)
and ∆ is the forward

difference operator3. The convergence is boosted by including the first k bare NLCE orders and

3The first few orders are:

∆0un = un, ∆1un = un+1 − un, ∆2un = un+2 − 2un+1 + un (2.35)
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then applying the difference operator:

〈O〉∞β =

k−1∑
n=0

(−1)nun +

∞∑
n=0

(−1)n

2n+1
[∆nuk] (2.36)

Usually, the diverging behavior is induced by a single “misbehaving” cluster. Applying the

resummation algorithm regulates this contribution. As discussed in the following subsection,

some models do not exhibit the rapid divergence, and neither approach allows for a reliable

convergence boost. Counterexamples are the Kitaev honeycomb model, cf. Figure 2.12a, or

a hexagon-based expansion in the pyrochlore lattice, cf. Section 5.3. Other acceleration series

might be applicable in these cases. Detailed information about different resummation algorithms,

their implementation, and validity, as well as limitations, are given in Ref. [146, 147, 148].

2.2.2 Results and convergence

The general implementation of the algorithm allows its applications to diverse models and various

BBs to study the algorithm’s convergence. The convergence criterion is defined as the agreement

between consecutive orders up to some temperature. The lowest accessible temperature depends

on the model, its parameters, and the applied BBs. Understanding convergence and the influence

of different BBs is essential for future applications.

In a trivial paramagnetic phase at high temperatures, all properties are captured by small

clusters if the correlation length is short enough. Hence, the weights of larger clusters are es-

sentially zero since the observable is extensive and the weight is recursively defined. Therefore,

including the first (or a few) order(s) is sufficient to capture the high-temperature regime. How-

ever, the behavior at lower temperatures with an increasing correlation length is not evident.

Let us start by evaluating the effect of different BBs. Choosing an optimal building block

is not trivial, as various aspects must be considered. Most importantly, both bottlenecks, the

Hilbert space dimension, and the number of topologically invariant clusters should prohibit

further calculations at the same order. Depending on the reduced graph’s connectivity, adequate

blocks contain around two to three sites. Furthermore, the BBs should represent essential features

of the model, such as frustrated tetrahedra in the pyrochlore lattice, which are extremely powerful

at finite temperatures. Figure 2.11 evaluates three expansions on the pyrochlore lattice based

on different BBs – single site, tetrahedron, and its (non-overlapping) unit cell. The underlying

Bravais lattice is an fcc lattice with four, two, and one BBs, respectively4. It compares the heat

capacity and magnetic susceptibility per site for the three expansions and reveals the superiority

of the tetrahedron expansion, as it is converged down to T ≈ 0.2 J . While the number of clusters

for the single-site expansion scales too rapidly to reach sufficiently large clusters, the unit-cell

expansion does not represent the essential physical features – the frustrated tetrahedra.

4Similar to the triangular expansion in the kagomé, the reduced lattice of the tetrahedron-based expansion’s
is the diamond lattice.
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(a) Heat capacity per site.
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(b) Magnetic susceptibility per site.

Figure 2.11: Benchmarking different expansions in the pyrochlore lattice. (a) and (b) compare
the specific heat and magnetic susceptibility per site for the individual expansions. The 6th
order of unit cell expansion only includes 48 of 100 topologically invariant clusters with full
exact diagonalization and 8 clusters in combination with canonical typicality.

The general implementation presented in this thesis allows for studying various models. Sev-

eral frustrated two-dimensional lattices like the kagomé, the ruby, the checkerboard, and the

Shastry-Sutherland model were investigated. Figure 2.12a fully resolves the Schottky anomaly

in the kagomé Heisenberg antiferromagnet (J = 1) located at Tmax = 0.66 with Cmax/N = 0.19.

Extensive numerical calculations in three dimensions were preformed for the pyrochlore, simple

fcc, and hyperkagomé lattices. In addition to frustrated magnets, more exotic systems like the

Kitaev honeycomb model were studied, cf. Figure 2.12b. The expansion is based on the star

illustrated in Figure 2.9c, where the different bond colors reflect the different couplings of the

model. The topological reduction exploits the fact that the colors can rotate by simply ap-

plying a global rotation in spin space. Furthermore, all clusters exhibit dangling bonds (i, j),

which induce a large number of conserved quantities as the exterior operator Szi S
z
j is diagonal.

Exploiting this allows calculating clusters containing up to 28 spins using full ED. It reveals a

striking agreement with exact QMC data [149], resolving both the high- and low-temperature

peak. However, it does not fully cover the intermediate-temperature range yet. The Kitaev

model on the honeycomb is exactly solvable and, therefore, well understood [69]. Crucially, it

hosts a spin liquid at low temperatures, which is likely favorable for NLCE calculations as it does

not break any symmetry. However, it is remarkable that finite clusters can capture the ground

state and low-lying excitations responsible for the low-temperature peak.

Understanding the convergence of the algorithm is not trivial as demonstrated with both

examples in Figure 2.12. In the most common case, a single or few clusters start to “misbe-

have” below some temperature. The reasons for this are diverse, as it can be induced by an

increasing correlation length or due to the geometry of these clusters. The latter was frequently

observed in the kagomé and pyrochlore lattices when larger clusters with additional hexagonal



2.2. NUMERICAL LINKED CLUSTER EXPANSIONS 43

10−1 100 101

T in J

0.00

0.05

0.10

0.15

0.20

0.25

C
/N

NLCE 9

NLCE 10

NLCE 11

Euler 9

Euler 10

Euler 11

(a) Heisenberg model on the kagomé lattice.
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(b) Kitaev model on the honeycomb lattice.

Figure 2.12: (a) Specific heat per site in the antiferromagnet Heisenberg model on the kagomé
lattice and (b) the Kitaev model on the honeycomb lattice. The expansion in the kagomé (Kitaev)
model is based on the triangular expansion in Figure 2.8 (star expansion in Figure 2.9c). The
11th order in the kagomé contains 86 of 113 topologically invariant clusters. Gray lines represent
lower orders. Exact QMC data are available for the Kitaev model for comparison [149].

loops were included. Even if the observable disagrees slightly from smaller clusters scaling it with

the multiplicity – which grows exponentially – induces a rapid divergence, signaling the failure

of the expansion. Including the next order might regulate the diverging contribution, regaining

convergence, or amplify the diverging behavior. Due to the recursive definition of weight, the

misbehaving cluster is subtracted from the larger ones; this often induces an alternating behav-

ior. Crucially, we further identified models that do not exhibit the divergent behavior as just

described. Interestingly, they capture the high- and low-temperature limit but fail to resolve

the intermediate-temperature regime. Examples are the Kitaev model on the honeycomb lattice,

cf. Figure 2.12b, and a hexagon-based expansion in pyrochlore lattice. These models seem to

exhibit a particular simple (for NLCE) ground state. The pyrochlore case is discussed in detail

in Section 5.3.

2.2.3 Final remarks

To summarize, NLCE provides a powerful tool to evaluate the thermodynamic properties of

complex models in arbitrary dimensions at finite (and zero, cf. Section 5.3) temperatures.

Its advantages are

• its broad applicability,

• its independence of dimensionality, and

• its unbiased and controlled nature producing data in the thermodynamic limit.

Maximizing the benefits of symmetries and exploiting current computational resources allow

predictions down to non-trivial temperatures. That way, we can push the state-of-the-art calcu-
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n N |Cn| |Tn|
0 1 4 1
1 4 2 1
2 7 4 1
3 10 12 1
4 13 44 2
5 16 182 3
6 18,19 796 6
7 21,22 3612 10
8 24,25 16786 24
9 26,27,28 79426 49

Table 2.1: Number of connected |Cn| and topologically distinct |Tn| clusters for the tetrahedron-
based expansion.

lation down to much lower temperatures than previously accessible [125, 126, 127, 137, 138, 139,

140, 129, 131, 130, 128, 134, 141, 132, 142, 143, 133, 135, 136, 144, 145].

The most significant progress was achieved in a tetrahedron-based expansion on the py-

rochlore, where hexagonal and octagonal loops were included for the first time [130, 131, 132,

135, 133, 136]. The progress was possible due to the automatic detection algorithm for spatial

symmetries, which have proven extremely valuable for clusters of tetrahedra as they reveal an

enormous number of automorphisms. Clusters containing N ≈ 24 sites exhibit up to two million

automorphisms. Exterior tetrahedra exhibit multiple independent sets of generators rotating

two (or even three) spins not attached to any other tetrahedron yielding a massive number of

symmetry sectors. Thus, symmetries enable full diagonalization of clusters with up to N = 25

spin-1/2 – unprecedented for generic clusters – in the eighth order. The numbers of connected

and topologically invariant clusters per order are displayed in table Table 2.1.

Results for the Kitaev model and the hexagon-based expansion on the pyrochlore suggest

that NLCE can capture the low-temperature limit while diverging at intermediate temperatures.

As we do not observe the convergence in the zero temperature limit for other building blocks in

the pyrochlore, the choice of BBs is essential and might reflect a possible symmetry breaking of

the ground state. The zero-temperature convergence is conceptually interesting as it suggests

that NLCE – a finite-temperature expansion – provides insights into the low/zero-temperature

limit. A similar observation was made earlier [139]. Applicable resummation algorithms for

the intermediate temperature regime might provide further insights and should be considered in

future studies.

As the expansion is extremely sensitive to errors, most results presented above are obtained

using full ED. This limits the maximal cluster sizes to approximately 25 spins depending on the

symmetries of the clusters. Hence, it is desirable to push the number of sites using approxi-

mate methods by the cost of a small error: W [〈Oc〉β ] + δW [〈Oc〉β ]. However, combining the

errors, even if they are controlled, with the exponentially increasing multiplicities induce diver-
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gencies5. The divergent behavior occurs when the ratio between the weight and its error is small,

|W [〈Oc〉β ] |/|δW [〈Oc〉β ] | � 1. This usually happens in the high-temperature regime when the

weights of large clusters are small. A possible controlled approach to include approximate meth-

ods in future studies is to carefully evaluate the ratio between the weight and its error. The

contribution of a larger cluster is included if the ratio is above some threshold and otherwise

set to zero. Note that the Lanczos algorithm [107] is exact in the zero-temperature limit and

allows for including larger clusters at T = 0 [139]. Hence, the sparsity of the Hamiltonian can

be exploited to reach higher orders.

All in all, NLCE is particularly well suited to study the finite-temperature properties of

frustrated magnets in three dimensions as it does not suffer from the dimensionality or the frus-

trated character. The generic description in the thermodynamic limit, based on a unit cell, allows

adopting the code to arbitrarily complex models. It produces reliable and unbiased results in the

thermodynamic limit down to non-trivial temperatures previously inaccessible. Chapter 4 dis-

cusses the application of NLCE to the pyrochlore lattice – the archetype of frustrated magnetism

in the three dimensions. It presents extensive numerical data for Heisenberg antiferromagnet [1]

and demonstrates the broad applicability of NLCE by modeling experimental data of Ce2Sn2O7

and Ce2Zr2O7 [3].

5One-dimensional systems are an exception, as the multiplicities remain constant [144].
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2.3 Cluster expansion for exponentials

Variational approaches are commonly used in physics to optimize different properties. This

section discusses a generic method to evaluate variational wavefunctions obtained from an ex-

ponential. Exponential operators are frequently used in quantum mechanics as they describe

real- and imaginary-time evolution [110, 150, 111, 151]. Here, the algorithm aims to achieve a

suitable “dressing” of valence-bonds crystals to minimize their energy. The idea is motivated by

the observed zero-temperature convergence of the hexagon-based NLCE in the pyrochlore lattice

and is discussed in Section 5.3.

Starting from some initial state |Ψ0〉, the variational wavefunction is described by

|Ψλ〉 = e−S(λ)|Ψ0〉, (2.37)

where λ is a set of variational parameters and S(λ) is an arbitrary operator. Many numer-

ical methods are restricted to clusters of finite size and do not provide an unbiased estimate

in three dimensions. Therefore, we introduce a cluster expansion allowing us to evaluate the

wavefunctions reliably in the thermodynamic limit. The procedure is based on the linked cluster

theorem [112, 113], which makes a systematic expansion possible. Note that the expansion is

fundamentally different from NLCE.

The algorithm decomposes the lattice such that each site participates in precisely one group

p, which we call “plaquettes”. The decomposition of the lattice separates the Hamiltonian into

terms acting on a plaquettes and connecting two plaquettes:

H0 =
∑
p

Hp and V =
∑
e

Ve (2.38)

The family of valence-bond crystals discussed in Section 5.3 has a particularly simple form suited

for the variational approach Equation 2.37. Hence, for the sake of simplicity, we assume that

all plaquettes are given by a closed ring of length Lp coupled by a quartet of doubly frustrated

bonds. In the pyrochlore lattice, the plaquettes refer to hard (non-overlapping) hexagons cou-

pled with four bonds provided by the tetrahedra. The same decomposition (squares instead of

hexagons) applies to the checkerboard lattice, as illustrated in Figure 2.13 (right side). The lo-

cal Hamiltonians on the plaquettes are simple unfrustrated loops that exhibit a non-degenerate

singlet ground state accompanied by a robust finite-size gap of order 1 J (∼ 0.69 J) for Lp = 4

(Lp = 6) for the isotropic Heisenberg model. As we are interested in the low-energy limit, the

wavefunction is initially prepared in the ground state of H0 – a simple product state:

|Ψ0〉 =
⊗
p

|0〉p. (2.39)

While the energy density on the plaquettes is minimized by |Ψ0〉, two plaquettes are uncor-
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related, and V does not contribute any energy: 〈Ψ0 |V |Ψ0 〉 = 0 Hence, we consider a relatively

simple variational approach depending only on one parameter α, which induces correlations be-

tween the plaquettes. It is equivalent to an imaginary-time evolution of |Ψ0〉 with a time step

α ∈ R performed on the connecting bonds:

|Ψα〉 = e−αV |Ψ0〉 (2.40)

The isolated plaquette ground state is recovered for α = 0. Evolving |Ψ0〉 in imaginary time

yields a trade-off as it lowers the energy density on the inter-plaquette bonds but increases the

energy on the plaquettes. The variational energy per site consists of H0 and V :

Eα
N

=
1

Lp

1

Np

〈Ψα |H0 + V |Ψα 〉
〈Ψα |Ψα 〉

=
1

Lp

1

Np

〈Ψ0 | e−αV (H0 + V )e−αV |Ψ0 〉
〈Ψ0 | e−2αV |Ψ0 〉

(2.41)

Np is the number of plaquette. Strikingly, it turns out that evolving |Ψ0〉 in imaginary time

reveals a pronounced minimum exhibiting a competitive ground-state energy for the models

discussed in Section 5.3. The remainder of this section focuses solely on the algorithm and does

not interpret the physical results.

Similar to NLCE, it is convenient to introduce the notation of the reduced lattice. Thereby, we

identify the plaquettes with its nodes and edges between the reduced nodes include the quartet

of doubly frustrated bonds. The reduced lattice of the checkerboard lattice corresponds to a

simple square lattice as shown on the left side of Figure 2.13. The coordination number of the

reduced lattice counts the attached edge operators Ve and equals the plaquette length c = Lp.

The initial wavefunction is a spin-singlet and symmetric on each plaquette. Since V acts

equally on all plaquettes, the resulting wavefunction |Ψα〉 has a uniform energy density on the

plaquettes and a different uniform energy density on the edge terms. Therefore, we can exploit

the invariance of the evolved state, and computing the energy locally is sufficient as all plaquette

and edge terms are equivalent:

Eα =
1

Lp

(
〈Hp〉α +

c

2
〈Ve〉α

)
(2.42)

The coordination number c refers to the number of attached edge operator Ve, c = 4 (6) for the

square (hexagon), and the expectation value refers to 〈O〉α = 〈Ψα |O |Ψα 〉. Hence, to compute

the variational energy, it is necessary to determine the plaquette Oloc = Hp and edge Oloc = Ve

contributions.

2.3.1 Linked cluster theorem

The linked cluster theorem permits a reliable and unbiased estimate of the variational energy

in the thermodynamic limit. It evaluates Eα/N in powers of α using a systematic expansion

including clusters composed of linked plaquettes. Local operators 〈Oloc〉α are computed system-
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Figure 2.13: Reduced lattice of the checkerboard lattice. Nodes in the reduce lattice (left)
are identified with plaquettes of the checkerboard lattice (right). Doubly frustrated bonds are
reduced to a single edge connecting two plaquettes.

atically by evaluating connected diagrams attached to these operators. The contributing terms

are regulated by connected correlation functions – also known as Ursell functions [152, 153, 154]

– with respect to the initial wavefunction |Ψ0〉. The contribution of disconnected terms vanishes

due to the recursive definition ensuring the extensive scaling of the energy. The first three orders

of the Ursell functions are:

U|Ψ〉 [A] =〈Ψ |A |Ψ 〉 (2.43)

U|Ψ〉 [A,B] =〈Ψ |AB |Ψ 〉 − 〈Ψ |A |Ψ 〉〈Ψ |B |Ψ 〉 (2.44)

U|Ψ〉 [A,B,C] =〈Ψ |ABC |Ψ 〉 − 〈Ψ |AB |Ψ 〉〈Ψ |C |Ψ 〉 − 〈Ψ |AC |Ψ 〉〈Ψ |B |Ψ 〉
− 〈Ψ |BC |Ψ 〉〈Ψ |A |Ψ 〉+ 2〈Ψ |A |Ψ 〉〈Ψ |B |Ψ 〉〈Ψ |C |Ψ 〉 (2.45)

Higher-order Ursell functions are determined recursively or as derivatives from an exponential

function [154].

The Taylor series of the exponential functions in e−αVOloce
−αV generates the contributing

terms for the linked cluster theorem. Both exponentials induce two sums running over a and b,

where V a is acting from the left and V b is acting from the right of the local observable. Powers

of V generate multiple independent sums running over all edges. The Ursell functions annihilate
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all disconnected terms such that the sum can be restricted to connected diagrams:

〈Oloc〉α =
〈Ψα |Oloc |Ψα 〉
〈Ψα |Ψα 〉

(2.46)

=

∞∑
a,b=0

∑
e1,...,ea+b

connected to Oloc

(−α)a+b

a!b!
U|Ψ0〉

[
Ve1 , . . . , Vea , Oloc, Vea+1

, . . . , Vea+b
]

(2.47)

There are a few things two point out. First, note that the expectation value of the Ursell

function is defined with respect to |Ψ0〉. Second, edges can be occupied multiple times, e.g. ei

= ej , as they originate from independent sums. Third, the order of edges matters. Fourth, a

collection of edges is connected if their subgraph, together with the support of the local operator,

is connected. Therefore, the expansion differs for both operators in Equation 2.42 as Hp only

covers a single plaquette, and Ve covers two plaquettes.

As the expression is quite abstract, we explicitly evaluate the nominator and denominator in

Equation 2.46 and compare them to the linked cluster theorem Equation 2.47 in the first power

of α. Edge operators Ve connected to Oloc are contained in N [Oloc]. For example, four edges

are attached to a plaquette in the checkerboard lattice, cf. Figure 2.13. Note that disconnected

operators factorize, which simplifies the calculation:

〈Ψ |VeOloc |Ψ 〉 = 〈Ψ |Ve |Ψ 〉〈Ψ |Oloc |Ψ 〉 for Ve /∈ N [Oloc] (2.48)

Following the linked cluster theorem, only connected terms to Oloc have to be considered.

Expanding Equation 2.47 up to a+ b ≤ 1 yields only three possibilities:

〈Oloc〉α =U|Ψ0〉 [Oloc]− α
∑

Ve∈N [Oloc]

U|Ψ0〉 [Ve, Oloc]− α
∑

e∈N [Oloc]

U|Ψ0〉 [Oloc, Ve] +O
(
α2
)

(2.49)

=〈Ψ0 |Oloc |Ψ0 〉 − 2α
∑

Ve∈N [Oloc]

〈Ψ0 |VeOloc |Ψ0 〉

+ 2α
∑

Ve∈N [Oloc]

〈Ψ0 |Ve |Ψ0 〉〈Ψ0 |Oloc |Ψ0 〉+O
(
α2
)

Similarly, we can evaluate the nominator and denominator on the full lattice. Thereby, we
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use the factorization property of disconnected operators:

〈Ψα |Oloc |Ψα 〉 =〈Ψ0 |
(
1− αV +O(α2)

)
Oloc

(
1− αV +O(α2)

)
|Ψ0 〉 (2.50)

=〈Ψ0 |Oloc |Ψ0 〉 − 2α
∑
Ve

〈Ψ0 |VeOloc |Ψ0 〉+O(α2)

=〈Ψ0 |Oloc |Ψ0 〉 − 2α
∑

Ve∈N [Oloc]

〈Ψ0 |VeOloc |Ψ0 〉

− 2α
∑

Ve /∈N [Oloc]

〈Ψ0 |Ve |Ψ0 〉〈Ψ0 |Oloc |Ψ0 〉+O(α2)

〈Ψα |Ψα 〉 =〈Ψ0 | 1− 2αV +O
(
α2
)
|Ψ0 〉 = 1− 2α

∑
Ve

〈Ψ0 |Ve |Ψ0 〉+O(α2) (2.51)

Multiplying the observable computed using the linked cluster theorem [Equation 2.49] with the

denominator [Equation 2.51] yields the nominator [Equation 2.50] up to α2:

〈Oloc〉α · 〈Ψα |Ψα 〉 = 〈Ψα |Oloc |Ψα 〉+O
(
α2
)

(2.52)

This verifies the linked cluster theorem in the first order. The procedure can be carried out

analogously for higher orders. Even though the algorithm is restricted to connected terms, the

complexity of identifying all connected graphs scales factorially!

2.3.2 Algorithm

This subsection presents a systematic way to identify all contributing terms such that variational

energy can be computed in powers of α: Eα/N =
∑
n=0 cn(−α)n. Note that all combination

of a + b = n have to considered in Equation 2.47 to determine a specific coefficient cn. The

complexity of this problem lies in the vast number of terms. Expanding the sum straightforwardly

is not feasible for large powers. The procedure for a given a and b in Equation 2.47 can organized

in four steps:

(i) Expansion. We identify sets of edges {q1, . . . , qk} that are, together with Oloc, connected

and store them in Ck for k = 1, . . . , n. The order does not matter, making this step

computationally cheap. Note that the expansions for Hp and Ve are different.

(ii) Operator sequence. Each term exhibits n edge operators that are placed independently,

respecting the connectivity restriction. A particular set of connected edges {q1, . . . , qk} ∈ Ck
derived in (i) induces a large number of operator sequences. Each sequence contains n edges

(e1, . . . , en) with ei ∈ {q1, . . . , qk}. Note that the order is important for the sequence! To

ensure connectivity, each edge has to be occupied at least once. The set of all edge sequences

is denoted by S.

(iii) Ursell function. Each sequence (e1, . . . , en) ∈ S represents an individual term in the equa-

tion. Combining the corresponding edge operators with the local operator, inserted at the
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S = 1/2 S = 1
Eα0/N (α0) Eα0/N (α0)

Checkerboard −0.51344 (0.30529) −1.53393 (0.19406)
Bethe (Lp = 4) −0.51344 (0.30513) −1.53414 (0.19702)
Pyrochlore −0.48947 (0.39321) −1.48969 (0.24199)
Ruby −0.48947 (0.39349) −1.48984 (0.24307)
Bethe (Lp = 6) −0.48955 (0.39606) −1.48978 (0.24264)
Bethe (Lp = 8) −0.48274 (0.43243) −1.49355 (0.44012)

Table 2.2: Lowest variational energy Eα0/N and the optimal parameter α0 for all models con-
sidered and different spin lengths (J = 1).

(a+ 1)th position, generates an operator string containing n+ 1 component. The resulting

operator string is evaluated using (n+1)th Ursell function, U|Ψ0〉
[
Ve1 , . . . , Vea , Oloc, Vea+1

, . . . , Vea+b
]
,

which produces many factorized terms as in Equation 2.43 to Equation 2.45.

(iv) Evaluation. Lastly, the individual factorized operator terms are computed with respect to

|Ψ0〉. Each computation involves at least one (two) and at most n + 1 (n + 2) plaquettes

for Oloc = Hp (Oloc = Ve). The sparsity of spin operators can be exploited. Note that

many factorized terms might be simplified further as they are not necessarily connected

anymore.

While the expansion allows a controlled and unbiased way to compute the variational energy in

the thermodynamic limit reaching sufficiently large orders is challenging. All individual steps

presented above scale either exponentially or even factorially with n. Even though the expansion

does not rely on full diagonalization (as NLCE), the vast number of terms is too demanding.

Luckily, the particular ground state of investigated models – even plaquette length with the

doubly frustrated bonds – simplifies the problem significantly. The expectation value of any

edge operator Ve between two plaquettes vanishes when one is in its ground state |0〉:

(〈0| ⊗ 〈ψ|) Ve (|0〉 ⊗ |ψ〉) = 0, ∀|ψ〉. (2.53)

Therefore, all operator strings are zero unless each plaquette is touched by at least two Ve. This

is true if all edge operators occur twice or if they are periodically arranged – a periodic loop

of plaquettes. Thus, sequences generated in (ii) only contribute if each node is touched by two

edges. This significantly reduces the number of possible terms and makes computation up to

order seven feasible.

2.3.3 Results

We carried out the expansion for various lattices – consistent with the constraints – and spin

lengths. The models are composed of a plaquette with even length coupled via a quartet of doubly

frustrated bonds. While the plaquette energy (Estrong) increases with α > 0, the energy of the
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Figure 2.14: Variational energy Eα/N in the Heisenberg S = 1/2 model on the (a) pyrochlore and
(b) checkerboard lattices. The plaquettes refer to a hard-hexagon (hard-square) decomposition
in the pyrochlore (checkerboard). Both decompositions are shown in Figure 5.6. Gray lines
indicate the convergence by displaying lower orders of expansion. In the pyrochlore, the sixth-
order contribution of 〈Ve〉α omitted the largest clusters containing six and seven hexagons for
computational reasons; however, we do not expect any significant influence around the minimum.
Both estimates are compared to second order NLCE at T = 0, cf. Section 5.3. The pyrochlore
data is further compared to an estimate of the ground-state energy found in Section 5.1 [2]. The
two-dimensional checkerboard lattice allows additional ED and TDVP calculations. ED (N = 36)
is performed using the finite-temperature Lanczos method [111] revealing pronounced finite-size
effects. In contrast, TDVP (N = 100) using a bond dimension χ = 2000 agrees perfectly with
the expansion [155, 105].

inter-plaquette bonds (Eweak) decrease, yielding a pronounced minimum at α0 ∈ [0.2, 0.4]. Next

to the checkerboard composed of squares, the ansatz is applied to a fixed hard-hexagon tiling in

the pyrochlore and the ruby lattice with additional frustrated couplings. The lattices are shown

in Section 5.3. The expansion is carried out up to order six (seven) for the pyrochlore (checker-

board) and is fully converged around the minimum. Figure 2.14 reveals the good convergence

and the pronounced minimum found for a hexagon (square) decomposition in the pyrochlore

(checkerboard) lattice. Table 2.2 lists the lowest variational energy and optimal imaginary time

α0. The individual coefficients for 〈Hp〉α and 〈Ve〉α are shown in Table 2.3.

As a consistency check, we implemented the imaginary-time evolution on the checkerboard

lattice using the time-dependent variational principle (TDVP) with the ITensor package [155,

105] on a cluster with N = 100 sites with periodic boundary conditions yielding an excellent

agreement. Finite-temperature Lanczos [111] on a cluster with N = 36 sites demonstrates a

qualitative agreement for small α but suffers from finite-size effects, cf. Figure 2.14b.

In addition to the Bravais lattice, we considered generalized “Bethe” lattices where the re-

duced lattices correspond to the Bethe lattice with the coordination number Lp = 4, 6, 8 – a

regular tree of degree Lp. A plaquette with circumference Lp replaces each vertex of the Bethe

lattice, and each edge contains the quartet of doubly frustrated bonds. Hence, the resulting

lattice does not contain periodic loops apart from the plaquettes. Despite the absence of the
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periodic loops (of plaquettes), we observe the same physics indicating its robustness.

Strikingly, the doubly frustrated bonds induce very weakly coupled plaquettes such that the

precise geometry and dimensionality of the problem have little impact. This can be observed

in Table 2.2 and Table 2.3, where coefficients for a fixed plaquette length are nearly identical

regardless of the underlying lattice. Differences occurring at higher order n, induced from the

different topology of the lattices, are suppressed by αn0 . Crucially, the plaquette ground state is

even robust if closed loops (of plaquettes) are present. However, we expect the breakdown of the

valence-bond crystal for larger plaquette lengths for two reasons. First, the energy per site for

larger circumferences is reduced, and second, more bonds are attached to the plaquette, making

them more important.

The approach produces a robust dressing yielding competitive ground-state energies for all

models considered. Most importantly, the approach does not suffer from finite-size effects and is

fully converged, providing an upper bound on the ground-state energy. Also, it can be extended

to other models and arbitrarily decoupled motifs, such as various dimer coverings frequently

proposed for frustrated magnets. Additionally, multiple variational parameters can be introduced

by acting on different bonds. Besides the ability to dress ground states, the ansatz might be a

suitable description for dressed plaquette excitations – when the kinetic energy of excitations is

suppressed. The results and the consequences of the expansion are discussed in detail Section 5.3.
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coefficients of Estrong = 〈Hp〉α/Lp

Model
Order

0 1 2 3 4 5 6 7

Checkerboard, S = 1/2 -0.50000 0.00000 0.16667 -0.08333 0.18461 -0.11343 0.10520 -0.05644
Bethe (Lp = 4), S = 1/2 -0.50000 0.00000 0.16667 -0.08333 0.18461 -0.11343 0.10376 -0.05440

Checkerboard, S = 1 -1.50000 0.00000 1.00000 -0.50000 3.02500 -2.34290 8.45032 –
Bethe (Lp = 4), S = 1 -1.50000 0.00000 1.00000 -0.50000 3.02500 -2.34290 8.41575 –

Pyrochlore, S = 1/2 -0.46713 0.00000 0.17618 -0.08809 0.14804 -0.08124 0.03410 –
Ruby, S = 1/2 -0.46713 0.00000 0.17618 -0.08809 0.14561 -0.08292 0.01199 –
Bethe (Lp = 6), S = 1/2 -0.46713 0.00000 0.17618 -0.08809 0.14699 -0.07885 0.02905 –

Pyrochlore, S = 1 -1.43624 0.00000 1.07960 -0.53980 2.71700 – – –
Ruby, S = 1 -1.43624 0.00000 1.07960 -0.53980 2.69478 – – –
Bethe (Lp = 6), S = 1 -1.43624 0.00000 1.07960 -0.53980 2.69158 – – –

Bethe (Lp = 8), S = 1/2 -0.45639 0.00000 0.17867 -0.08933 0.13663 – – –

Bethe (Lp = 8), S = 1 -1.41712 0.00000 1.10135 -0.55067 – – – –

coefficients of Eweak = 〈Ve〉α/4

Model
Order

0 1 2 3 4 5 6 7

Checkerboard, S = 1/2 0.00000 0.04167 -0.02083 0.05324 -0.03819 0.04884 -0.03658 0.03050
Bethe (Lp = 4), S = 1/2 0.00000 0.04167 -0.02083 0.05324 -0.03819 0.04853 -0.03609 0.02622

Checkerboard, S = 1 0.00000 0.16667 -0.08333 0.51111 -0.44753 1.68815 -1.87512∗ –
Bethe (Lp = 4), S = 1 0.00000 0.16667 -0.08333 0.51111 -0.44753 1.68321 -1.86689 –

Pyrochlore, S = 1/2 0.00000 0.05334 -0.02667 0.05507 -0.03644 0.03260 -0.01600∗ –
Ruby, S = 1/2 0.00000 0.05334 -0.02667 0.05461 -0.03767 0.02707 -0.01267 –
Bethe (Lp = 6), S = 1/2 0.00000 0.05334 -0.02667 0.05507 -0.03656 0.03265 -0.01683 –

Pyrochlore, S = 1 0.00000 0.21189 -0.10594 0.54542 -0.47087∗ – – –
Ruby, S = 1 0.00000 0.21189 -0.10594 0.54611 -0.47811∗ – – –
Bethe (Lp = 6), S = 1 0.00000 0.21189 -0.10594 0.54541 -0.47054 – – –

Bethe (Lp = 8), S = 1/2 0.00000 0.05747 -0.02874 0.05479 -0.03510 – – –

Bethe (Lp = 8), S = 1 0.00000 0.22650 -0.11325 0.54815 – – – –

Table 2.3: Coefficients describing the energy contribution of the two different bonds derived
using the linked cluster theorem in powers of α for different lattices and spin lengths (J =
1). Each site is associated with one strong and two weak bonds yielding a final energy of
Eα/N =

∑
k Estrong(k)(−α)k+2

∑
k Eweak(k)(−α)k. Some calculations, marked with an asterix,

omitted the contributions of the largest clusters for Eweak – (model; order; number of plaquettes):
(checkerboard, S = 1; 6, 6 & 7), (pyrochlore, S = 1/2; 6; 6 & 7), (pyrochlore, S = 1; 4; 4 & 5),
(ruby, S = 1/2; 6; 6 & 7), (ruby, S = 1; 4; 4 & 5).
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Chapter 3

THE PYROCHLORE HEISENBERG

ANTIFERROMAGNET ...

If possible, antiferromagnets favor an anti-alignment of spins: the Néel state. A lattice is geo-

metrically frustrated if it fails to host a simple Néel order and, therefore, fails to minimize all

exchange interactions simultaneously [26, 27, 23, 156, 157, 25]. In the classical limit, many ge-

ometrically frustrated magnets have an extensive manifold of degenerate ground states and will

remain disordered but strongly correlated, even at zero temperature. While quantum fluctua-

tions are expected to lift the degeneracy, they often do so only weakly, leaving many competing

low-energy states. Moreover, the states formed in the presence of quantum fluctuations are often

of exotic nature, including both unconventionally ordered states and disordered quantum spin

liquids (QSLs). Therefore, geometrically frustrated magnets provide a fertile ground to realize

intriguing novel phases, making it a promising target to study. Despite the fascinating properties

of frustrated magnets and decades of intense research, many questions remain unanswered due

to a lack of controlled and unbiased methods [158].

Among all frustrated materials, the pyrochlore antiferromagnet is probably the most cele-

brated example in three dimensions. This archetype is a promising candidate to realize QSL or

other exotic magnetic states in nature [21, 159]. It consists of a network of corner-sharing geo-

metrically frustrated tetrahedra as illustrated in Figure 3.1. In the classical Heisenberg model on

the pyrochlore lattice, pioneering work was performed by Jacques Villian [23], yielding a classical

spin liquid [25] with an emergent gauge field exhibiting a Coulomb phase [160, 161, 162]. Equally

exciting are the Ising spins [163, 164, 165, 166]. Famously, Philip W. Anderson [27] noticed -

based on Linus C. Pauling’s estimate for water ice [167] - its exponentially large degeneracy and,

hence, extensive residual entropy. Allowing quantum tunneling between the degenerate states

leads to the formation of quantum spin ice and its emergent low-energy gauge theory [168, 169].

Despite the tremendous efforts aiming at a deeper understanding of these exotic phenomena, it

withstands analytical and numerical attempts in the quantum realm, making it a long-standing

problem of quantum magnetism. The nature of the ground state and even finite-temperature

properties of the pyrochlore Heisenberg antiferromagnet are mostly unknown in the quantum

57
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(a) Pyrochlore lattice. (b) Kagomé lattice.

Figure 3.1: Pyrochlore (Kagomé) lattice consisting of corner-sharing tetrahedra (triangles). The
underlying crystal structure is a face-centered cubic lattice described by the lattice vectors a1 =
(1, 1, 0)

T
, a2 = (1, 0, 1)

T
, a3 = (0, 1, 1)

T
for the pyrochlore and a triangular lattice described by

the lattice vectors a1 = (1, 0)
T

, a2 =
(
0.5,
√

3/2
)T

for the kagomé lattice. The basis vector of
the tetrahedral (triangular) unit cell are given b0 = 0 and bi = 1

2ai.

case. Hence, due to its complexity and lack of applicable methods, many questions about py-

rochlore and its two-dimensional cousin, the kagomé, remain unanswered. Both lattices are

shown in Figure 3.1.

This chapter introduces essential aspects of frustration by referring to the pyrochlore anti-

ferromagnet. It starts with a brief overview of spin liquids and presents some ideas on where

to find them. The second section introduces quantum spin ice as it provides important insights

into the physics of pyrochlore magnetism. Experimental candidates to realize spin liquids on

the pyrochlore lattice include the dipolar-octupolar pyrochlores R2M2O7 (e.g. R=Ce, Nd, Sm;

M=Zr, Sn, Hf) [21, 22, 170]. The third section presents some background on these materials,

and Section 4.3 discusses experiments on Ce2Sn2O7 and Ce2Zr2O7 [3].
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3.1 Spin liquids

There are disordered phases beyond a trivial paramagnet: spin liquids [171, 172, 173, 174]. While

a transition into a magnetically ordered phase is accompanied by an order parameter, a liquid

phase does not exhibit any conventional order [175, 173] even at low temperature.

This raises the question of how one could characterize such a state? Phase transitions are

driven by temperature and indicated by a qualitative change of the equilibrium state. As a system

seeks to minimize its free energy, the competition between energy and entropy is controlled

by temperature. At infinite temperatures, the system simply maximizes the entropy without

regard to energy. This produces a uniform distribution of states and results into a featureless

paramagnetic state. The paramagnetic state usually extends into a high but finite-temperature

regime and slowly builds up correlations as energetically lower states are favored. Lowering the

temperature further introduces stronger correlations, yielding multiple possible scenarios.

Most materials exhibit a finite-temperature transition into an ordered state characterized by

an order parameter that spontaneously breaks the symmetries of the Hamiltonian. This scenario

is realized in simple ferromagnetic materials such as magnetite and antiferromagnets, which are

not geometrically frustrated. Note that some antiferromagnets order despite their frustration,

e.g. on the triangular lattice. Transitions into an ordered state are typically accompanied by

peaks in the specific heat, cusps in the susceptibility, and the development of Bragg peaks in

neutron scattering.

The other possibility is conceptually more interesting. Some systems do not show signs of

(conventional) order down to low or even zero temperature. In generic models, the energetic

part in the free energy dominates at low temperatures making the state strongly correlated yet

remaining disordered. Historically, these states are classified as liquids due to their absence of

order. However, a naive negative definition1 – A strongly correlated, but disordered state – only

focusing on the absence of order would include somehow trivial models like the Shasty-Sutherland

model [177] or a Heisenberg model on the ruby lattice, cf. Section 5.3 [6]. However, the sometimes

exotic phenomena and properties of QSLs exceed the naive negative definition and go far beyond.

Besides the absence of order, a common feature is the presence of elementary non-local and

fractionalized excitations that local operators cannot generate. The associated quasiparticles

can show some form of long-range interaction, such as an effective Coulomb interaction [165].

A modern QSL definition is based on an effective low-energy gauge theory emerging from local

constraints [178]. However, formulating a clear positive definition of QSLs or even classical spin

liquids has posed a challenge for theorists over the past decades. Different types of spin liquids

are classified by their low-energy excitations, the entanglement structure, as well as the emergent

gauge field in the low energy limit: U(1) [168, 179, 180, 181], Z2 [70, 69, 182], chiral [183, 184],

nematic [185, 135], and many more [171, 186, 187, 188].

1“You do not define a thing in terms what it is not !” from Eugene John Mele [176] who referred to the
statement that “An insulator is not a conductor” even though it is intuitive and simple.
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Many insights we have today are obtained from exactly solvable but fine-tuned models [189],

which allow a deep understanding of their internal structure and, more importantly, their ex-

citations. Two of the most famous models, introduced by Alexei Kitaev, are the toric code

model [70] and the Kitaev model on the honeycomb lattice [69]. Both are Z2 QSL exhibiting

exotic physical properties like anyonic and fermionic quasi-particles, topological entanglement,

complex fusion rules, and topological order. While a full introduction into the rapidly developing

field of spin liquids is beyond the scope of this work, many detailed reviews are available in the

literature: [190, 191, 192, 173, 193, 158, 194, 178, 33]

Generally, low coordination number, small spin S, and competing interactions amplify quan-

tum fluctuation, such that spontaneous symmetry breaking can be suppressed, even down to zero

temperature. Despite the enormous number of QSL candidate materials, the endeavor to realize

a QSL in nature is notoriously difficult and faces several obstacles. First, materials suffer from

different types of disorder, that makes it hard to distinguish the supposed signatures of a QSL.

Crucially, the actual experiment already starts with crystal growth which is highly delicate and

strongly depends on the applied synthesis technique. The quality of the sample2 might induce

fundamentally different phases. Second, the exchange energy scale of many quantum materi-

als is often small, and, therefore, experiments require extremely low temperatures. Finally, the

theoretical hallmarks of QSLs, such as fractionalized excitations and emergent gauge fields, are

notoriously hard to detect in experiments as their signals are disturbed by other sources. Iden-

tifying ordered states of matter is much simpler as they exhibit pronounced features like Bragg

peaks or thermodynamic anomalies. Therefore, combining the effects of disorder, the relevant

temperature scale, and the complex theoretical description makes a definite experimental verifi-

cation challenging [178]. Many experiments claim to realize a QSL at low temperatures due to

the absence of order; however, providing evidence is tricky.

2As Wolfgang E. Pauli said ”Festkörperphysik ist eine Schmutzphysik” [195].
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3.2 Quantum spin ice

Frustrated materials are prime candidates to host such exotic states [158, 178]. Strikingly, the

pyrochlore allows a perturbative treatment around its classical Ising limit, revealing a QSL

when additional quantum fluctuations enter the stage. This section summarizes the fascinating

phenomena emerging from the QSL description, known as quantum spin ice (QSI). The theory

of QSI emerges from classical spin ice (CSI) [163, 196, 164], which exhibits an extensive ground-

state manifold [167, 27]. Quantum fluctuations on top of the spin ice manifold yield a compact

U(1) lattice gauge theory in the low-energy limit. The gauge theory is a lattice analog of quantum

electrodynamics and gives rise to deconfined magnetic and electric charges and gapless photonic

excitations. We follow Ref. [168, 33, 197, 82] for the rest of the section.

The nearest-neighbor Ising model on the pyrochlore is simply given (up to a constant c) by

the square of the cluster spin Lzt , which is defined for each tetrahedron t:

HCSI = J
∑
〈i,j〉

Szi · Szj = J
∑
t

(Lzt )
2

+ c with Lzt = Szt1 + Szt2 + Szt3 + Szt4 (3.1)

where ti denote the individual site participating in the tetrahedron t. The cluster spin Lzt has

to vanish to minimize the energy. A simple counting argument for classical spins reveals a

macroscopic ground-state degeneracy[23, 25].

Classical spin ice What is the connection between magnetic spins and (water) ice? The clas-

sical antiferromagnetic Ising ground states share the same physical properties as water ice which

fulfills the famous “ice rule”. When water freezes, it arranges according to the two-near-two-far

rule, yielding a non-vanishing residual entropy as first estimated by Linus C. Pauling [167, 198].

The oxygen atoms form a diamond lattice, and hydrogen atoms are placed on the links between

adjacent oxygen atoms. At low temperatures, the lattice arranges such that two hydrogen atoms

are near to one oxygen, and two are far [199, 167, 200, 201, 170].

The low-energy (water) ice states are equivalent to low-energy states of Ising spins in the

pyrochlore. The tetrahedra of the pyrochlore form a diamond lattice, and the spins represent the

links between two tetrahedra. In spin ice, magnetic moments exhibit an easy axis zi pointing in or

out of a tetrahedron with a magnetic moment proportional to Szi zi. Ferromagnetic interactions

between two neighboring spins induce an effective antiferromagnetic Ising model due to the

spatial orientation of the respective easy axis: Si · Sj = Szi S
z
j zi · zj = − 1

3S
z
i S

z
j . Summing up

the total spin of the tetrahedron and demanding it to be zero yields an equivalent rule: two

spins have to point (locally) up, and two spins point (locally) down. By pointing up and down,

the Ising spins are identified as the hydrogen atoms located near or far from an oxygen atom.

Therefore, the low-energy states of spin ice follow an equivalent rule: two-in-two-out.

The extensive spin ice manifold yields a finite residual entropy. Based on Pauling’s estimate

for water ice [167], Anderson introduced a first approximation of the residual entropy in CSI,
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which reflects the number of possible ground-state configurations.

ST=0

N
= log

√
3

2
(3.2)

This rather crude approximation assumes uncorrelated tetrahedra, but it gives a reasonable

estimate of the residual entropy up to a few percentages in water ice [202] and CSI [203, 131].

The enormous number of ground-state configurations is already observed for a single tetrahedron,

where six out of sixteen configurations minimize the energy.

One prominent characteristic feature of spin ice, a direct consequence of the emergent gauge

theory, is the presence of pinch-points [168, 160, 204, 205, 206]. Pinch points are singulari-

ties in the Fourier transform of the spin correlator and are induced by the divergenceless field.

Importantly, they can and are observed in experiments. For example, spin diffuse scattering mea-

surements on Ho2Ti2O7 display pronounced pinch-points reflecting a classical Coulomb phase at

low temperature [207, 3].

Besides the extensive manifold and its consequences, another fascinating phenomenon is the

presence of fractionalized excitations in the form of magnetic monopoles [208, 165]. Violating

the ice rule by flipping a single spin induces two defects such that the neighboring tetrahedra

exhibit a cluster spin of Lt = ±1, respectively. These defects are deconfined; they can be

separated from one another to an infinite distance without an additional energy cost. The

tetrahedra can be viewed as sources and sinks of a magnet field as both are connected via

strings of flipped spins. Many rare-earth pyrochlores exhibit essential long-range dipole-dipole

interactions [209, 210, 211, 212, 165, 170, 33] inducing an effective Coulomb interaction between

these monopoles [165, 166].

Quantum spin ice Quantum effects permit transitions between different ice configurations

without any thermal activation. Additional weak transverse (non-Ising) terms lift the spin ice

degeneracy and introduce a variety of exotic phenomena: gapless photonic excitation, gapped

electric gauge charge and gapped magnetic gauge charges [168, 33]. The simplest approach to

QSI includes additional weak transverse coupling Jxy:

HQSI = HCSI +Hxy = Jz
∑
t∈T

(Lzt )
2

+
Jxy
2

∑
〈i,j〉

(
S+
i S
−
j + h.c.

)
(3.3)

In the limit of strong anisotropy, Jz � |Jxy|, quantum fluctuations are perturbatively included

and break the spin ice’s classical degeneracy. Quantum effects could induce order into the sys-

tem by choosing a specific ice configuration or generate a massive superposition of various ice

states. The effective Hamiltonian is derived within the framework of degenerate perturbation

theory [213]. The first non-trivial off-diagonal contribution preserving the ice rule is the ring ex-
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change term3. Therefore, the effective Hamiltonian (up to a constant) in third-order perturbation

theory can be written as:

H7 =
3J3
xy

2J2
z︸ ︷︷ ︸

=g

∑
7

(
S+
70
S−71

S+
72
S−73

S+
74
S−75

+ h.c.
)

(3.4)

The sum runs over all hexagons in the pyrochlore lattice, and 7i refers to the ith site of the

hexagon. The compact lattice U(1) gauge theory is obtained by softening the spin-1/2 restriction

using twisted rotors :

Szj → Ej and S±j → e±iAj (3.5)

We impose the canonical commutation relation between both variables Ak and Ej : [Ak, Ej ] =

δkji

Then, e±iAj acts as the usual raising and lowering operators by the cost of enlarging the physical

spin-1/2 Hilbert space. An additional term controlled by U is introduced artificially to restrict

the enlarged (non-physical) space:

HQSI =g
∑
7

cos (curl(A)7) + U
∑
i

(
E2
i −

1

4

)
(3.6)

The effective ring exchange term in Equation 3.4 causes curl(A)7 = A70
−A71

+A72
−A73

+

A74
−A75

and describes the magnetic flux going through a hexagon. The derived Hamiltonian is

a compact (Ai is defined up to 2π) and “lattice version” of quantum electrodynamics. Although

it looks somewhat artificial, it is a valid description of QSI Hamiltonian – in the limit of U →∞
and Jz � |Jxy|. However, it has been shown that low-energy physics extends to a finite value of

U , which allows for relaxing the constraint U →∞ [214, 168, 215, 216, 217].

The system enters different phases depending on the ratio between g and U . If Ei were integer

variables, then there would be two different phases, depending on the ratio: confined phases for

U/g � 1 and a deconfined Coulomb phase for U/g � 1. However, since Ei is a half-integer,

the E2
i term is minimized by either Ei = ±1/2 and is therefore frustrated. This enables the

deconfined phase to exist up to finite values of U [217]. In the deconfined phase, fluctuations

of A are small, and one can expand the cosine to yield the standard quadratic Hamiltonian of

electrodynamics (on a lattice):

HEM = g′
∑
7

curl(A)2
7 + U

∑
i

E2
i (3.7)

3While the first order contribution vanishes trivially as it violates the ice rule, the second order enters as a
constant energy shift by including forth and back hopping on a single bond. Besides a diagonal term caused by
hoppings on a triangular surface in the third order, hexagonal loops induce the first non-vanishing off-diagonal
terms.
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The gapless excitations of this model are similar to photons in the case of electrodynamics in the

vacuum. These “pyrochlore-photons” exhibit a linear dispersion at small momentum allowing

the extraction of the fine structure constant [108]. They are also responsible for the T 3-scaling

of the heat capacity at low temperatures. In addition to photonic excitation, the gauge theory

supports electric and magnetic charges. While the electric charges have a characteristic energy

scale of Jz, the magnetic charges4 and photons exhibit an energy scale of |Jxy| � Jz. The

ground-state wavefunction in the Coulomb phase exhibits a massive superposition in any local

basis [168, 169, 134, 194, 197, 218].

If quantum fluctuations are small, |Jxy| � Jz, it is expected that the low-energy limit

is described by U(1) gauge theory with distinct fluxes: 0-flux in the ferromagnet (Jxy < 0)

and π-flux in the antiferromagnet (Jxy > 0) case. The coupling constant g in Equation 3.6

changes sign for both cases; hence, the energy is minimized by cos (curl(A)7) = +1 [0-flux] and

cos (curl(A)7) = −1 [π-flux], respectively.

However, the arguments above are perturbative, and their validity beyond a small perturba-

tion is questionable. Luckily, ferromagnet transverse couplings, Jxy < 0, allow sign-free QMC

simulations. Indeed, it reveals that the Coulomb QSL regime extends into a finite regime,

|Jxy|/Jz . 0.1, before making way for a XY -ordered ferromagnet [215, 76, 77]. In contrast, frus-

trated transverse couplings, Jxy > 0, induce the infamous sign problem, which prohibits QMC

approaches. Combining cluster mean-field theory, variational arguments, and exact diagonaliza-

tion allows the estimation of possible phases for the fully frustrated model [219, 220]. However,

due to its complexity and lack of controlled methods, the pyrochlore antiferromagnet withstands

a definite understanding, as indicated by the vast number of proposals. Therefore, this thesis

tries to shed light on whether the disordered spin liquid regime [221, 222, 223, 224, 185, 135]

extends to non-perturbative parameters or gives way to an ordered state [225, 226, 227, 228,

229, 230, 231, 232, 233, 234, 95]. Chapter 5 presents extensive numerical [2, 4] and recent ana-

lytical [6] arguments supporting a spontaneous symmetry breaking at the isotropic Heisenberg

point Jxy = Jz.

4Note that the electric charges emerging in QSI refer to the magnetic monopoles of CSI.



3.3. MATERIALS 65

3.3 Materials

The pyrochlore is the most promising candidate to realize a three-dimensional QSL in nature. It

exhibits a well-established and well-understood low-energy theory supporting gapped and gapless

excitations around the Ising limit. A prominent class of materials revealing QSI physics are the

rare-earth pyrochlore magnets. The family comprises a trivalent 4f rare-earth ion R and a non-

magnetic tetravalent transition metal ion M: R2M2O7. This section briefly presents the essential

mechanisms responsible for the microscopic Hamiltonian description. More details and further

literature can be found in Ref. [21, 22, 170].

Famously, the dipolar exchange interaction in Dy2Ti2O7 [235] and Ho2Ti2O7 [163, 207, 236]

yields a CSI limit [237] exhibiting the residual Pauling entropy at low temperatures5 [238, 235].

If one replaces the rare-earth component R with other materials, quantum fluctuations enter the

stage and induce a wealth of exotic phenomena with competing exchange interactions [217, 239].

Prominent chemical elements for the trivalent ion are R ∈ {Pr,Tb,Er,Yb,Ce,Nd} and for the

tetravalent ion are M ∈ {Hf,Pt, Sn,Ti,Zr, Sn}. It yields a series of fascinating phenomena,

including exotically ordered, classical and quantum spin ice, spin glass freezing, and order-by-

disorder effects [21].

Although the CSI Hamiltonian [Equation 3.1] on the pyrochlore lattice looks somewhat ar-

tificial, there are materials (approximately) realizing this model. Their existence in nature is

motivated by fundamental microscopic mechanisms acting at well-separated energy scales. The

magnetism arises from unpaired well-localized 4f electrons in the rare-earth ions. The effective

microscopic model is based on a hierarchy of energy scales in the material. Most importantly,

single-ion physics dominates over two-ion exchanges. The following applies to the rare-earth ions:

Coulomb interaction > spin-orbit coupling > electric crystal field

First, despite the heavy ion, the atomic orbitals are categorized according to four quantum

numbers: n, l, ml and ms. Equivalent to states of the hydrogen atom, the principle number n

refers to the shell, l to the angular momentum, ml is the magnetic quantum number, and ms

is the spin of the electron. Second, spin-orbit couplings allow Hund’s rules to determine the

lowest energy configurations and to define a total angular momentum J composed of the angular

momentum and the electron spin [18]. Kramers (non-Kramers) ion exhibit an odd (even) number

of 4f electrons yielding a half-integer (integer) total angular momentum J . Third, the crystal

field, generated by the surrounding oxygen atoms, lifts the 2J + 1 degeneracy induced by Hund’s

rules. This yields a low-energy doublet which is effectively described by pseudospin operators

with S = 1/2. For Ce3+, a Kramers ion, the doublet exhibits a total angular momentum of

J = 5/2 and magnetization of mj = ±3/2. Generally, the surrounding crystal field determines

5A residual entropy at zero temperature violates the third law of thermodynamics. In water ice, further
cooling induces lattice distortion, realizing Pauling’s entropy [167]. In the pyrochlore case, the system falls out
of equilibrium or magnetic order induced by interactions beyond the nearest-neighbor become important at lower
temperatures.
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the size of the effective moment, its anisotropy, and allowed exchange terms.

The low-energy doublet exhibits a relatively large gap (∼ 100 K). In particular, it is much

larger than exchange interactions between neighboring ions allowing an effective pseudospin-

1/2 description at sufficiently low temperatures. Depending on the symmetry properties of the

doublet, the pseudospin-1/2 operator can transform in different ways under the symmetries.

This constrains different nearest-neighbor exchange interactions, of which the dipolar-octupolar

Hamiltonian is one case [240, 241, 242, 22]:

HDO =
∑
〈i,j〉

[
JxS

x
i S

x
j + JyS

y
i S

y
j + JzS

z
i S

z
j

]
− gzµB

∑
i

h · zi (Szi cos θ + Sxi sin θ) (3.8)

The spin operators refer to the local frames of the pseudospins [243, 244]. Two transform as a

dipole (x and z), and one transforms as an octupole (y) under lattice and time-reversal symmetry.

Note that an external magnetic field acts differently on each site of the tetrahedron as the local

zi-axis differs. In particular, the Hamiltonian applies to Cerium-based (Ce3+) pyrochlore oxides,

Kramers ions with a single 4f electron, which is discussed in Section 4.3. The g-factor gz can be

calculated from the crystal electric field wavefunctions or fitted from experiments [245, 246, 247].

µB is the Bohr magneton.

Besides the rare-earth pyrochlores, other materials exhibit a pyrochlore structure like ZnCr2O4,

NaCaNi2F7, or spinel compounds [248, 249]. ZnCr2O4 and NaCaNi2F7 realize an isotropic

Heisenberg antiferromagnet with spin-3/2 and spin-1, respectively. While the S = 3/2 com-

pound shows a finite-temperature ordering transition [250, 230, 251], the S = 1 compound does

not [252, 253, 254]. Besides isotropic antiferromagnets, some materials, like CuInCr4S8 [255],

exhibit a breathing anisotropy where the interaction strength on one type of tetrahedra is dom-

inant.

While experiments turned out to be challenging, much progress was made during the past

years. Even though we still lack an (isotropic) pyrochlore S = 1/2 Heisenberg material (studied

in Section 4.2 and Chapter 5), promising QSL candidates are available today. Section 4.3 provides

a details analysis of experiments on Ce2Sn2O7 and Ce2Zr2O7 [3], demonstrating the diversity

and complexity in frustrated magnets.



Chapter 4

... AT FINITE TEMPERATURE

Ferromagnetic transverse couplings enable sign-problem free QMC simulations providing deep

insights into the thermodynamic properties in the pyrochlore model and revealing the wealth of

magnetic phases associated with frustration in three dimensions [76, 77]. However, due to the lack

of controlled methods, the fully frustrated Heisenberg model with antiferromagnetic transverse

couplings remains inaccessible and continues to pose a challenging problem – even at finite tem-

peratures. This chapter aims at a better understanding of the thermodynamics in the pyrochlore

antiferromagnet using state-of-the-art numerics. In particular, the combination of NLCE with

graph- and group-theoretic approaches to maximize the benefits of symmetries provides reliable

and unbiased results in the thermodynamic limit without any parameter restriction.

The first section presents a brief introduction into thermodynamics in quantum systems and

the important observables accessible in both numerical simulations and experiments. The sec-

ond section focuses on the isotropic Heisenberg model. Pushing NLCE up to the eighth order

in a tetrahedron-based demonstrates its capabilities by reaching non-trivial temperatures up to

Tconv = 0.25 J [1]. The broad applicability of the algorithm allows for its application beyond

the SU(2)-symmetric model. Section three presents an systematic analysis of experimental data

obtained for the dipolar-octupolar pyrochlores Ce2Sn2O7 and Ce2Zr2O7 [3]. Extensive NLCE

calculations provide constraints on the microscopic exchange parameters of both materials. De-

spite a comparable chemical structure, both materials display significant differences. As the

applied methodology is similar for both materials, they are discussed side by side.

67
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4.1 Thermodynamics in spin systems

This section provides a brief overview of thermodynamics in spin systems and introduces fre-

quently evaluated observables. An ab initio full microscopic description of an interacting system

is hopeless, even within the framework of classical mechanics. Instead, thermodynamics de-

scribes the equilibrium state with a few macroscopic variables like volume V , pressure p, entropy

S, temperature T , chemical potential µ, or particle number N . The concept of thermodynamics

is one of the oldest and most well-established theories in physics and is reviewed in great detail

in many textbooks [79, 256]. The equilibrium state of a system is defined as the extrema of

thermodynamic potentials. The most commonly used potentials are internal energy, enthalpy,

grand canonical potential, or free energy.

A quantum spin systems exhibit an exponentially large but discrete energy spectrum: E1 ≤
· · · ≤ ED. The full state of a system with N spins is expressed in the form of a density matrix

ρ ∈ C2N×2N for S = 1/2. The Gibbs canonical density matrix ρβ defines the equilibrium quantum

state for the inverse temperature1 β = 1/kBT :

ρβ = e−βH =

D∑
i=1

e−βEi |Ψi 〉〈Ψi | (4.1)

Ei is the spectrum of H and |Ψi〉 is the referring eigenstate. The partition sum Z and the

thermal exception value 〈O〉β of an operator O are defined by the trace over the density matrix

ρβ :

Z = Tr (ρβ) =

D∑
i=1

e−βEi (4.2)

〈O〉β = Tr (Oρβ) /Z =

D∑
i=1

e−βEi〈Ψi |O |Ψi 〉/Z (4.3)

Referring to Section 2.1, the partition sum and expectation value can be computed in any basis

despite a possible block structure of the Hamiltonian. Evaluating the partition sum analytically

for interacting models is extremely challenging and only succeeds in special cases like the Ising

model [257, 258]. The partition sum defines the free energy of the model

F = − 1

β
logZ = 〈H〉β −

1

β
S, (4.4)

which is minimized by the equilibrium state. 〈H〉β is the internal energy at β, and S is the

entropy. The energy-entropy competition of macroscopically different states to minimize the free

energy is responsible for phase transitions.

1kB ≈ 8.3 JK−1mol−1 is the Boltzmann constant and relates energy of the system to its temperature. If not
stated differently, we will set kB = 1 throughout this thesis.
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Heat capacity Being experimentally accessible down to low temperatures and well-defined

in numerical simulations, the heat capacity becomes an important quantity when we want to

understand the physics within real materials. It defines the amount of heat necessary to raise

the temperature by a predefined value of the sample. The simplest way to extract the heat

capacity in numerical simulations is to determine the variance of the energy, as frequently done

in QMC simulations. It only depends on the spectrum of the Hamiltonian:

C =
∂〈H〉β
∂T

= β2
(
〈H2〉β − 〈H〉2β

)
= β2

(∑
iE

2
i e
−βEi∑

i e
−βEi −

[∑
iEie

−βEi∑
i e
−βEi

]2
)

(4.5)

At infinite temperate, the equilibrium state minimizes the free energy by maximizing the entropy.

All energy levels are evenly populated, neglecting the energetic contribution. As the temperature

is lowered, the spectral weight of low energy states increases, yielding a release in entropy. This

entropy release induces a broad peak in the heat capacity known as the Schottky anomaly.

The heat capacity identifies a phase transition from a paramagnetic phase into an ordered

phase in temperature by a sharp peak due to the discontinuity in some thermodynamic potentials.

The low-temperature limit depends on the microscopic details of the system. While the heat

capacity decreases exponentially with gap size for T → 0 for gapped systems, gapless modes

induce a power law decay. Hence, precise measurements at low temperatures provide insight into

the microscopic excitations of the system. Important for this thesis, the photonic excitation in

the pyrochlore induces a T 3-decay for T → 0 [168].

Entropy The thermodynamic entropy is closely related to the heat capacity and measures the

“amount” of populated states at a specific temperature. It can be directly extracted from the

partition sum

S = log(Z) + β〈H〉β =
∑
i

e−βEi + β
∑
i

Eie
−βEi , (4.6)

or from the heat capacity

S(T2)− S(T1) =

∫ T2

T1

dT
C

T
, (4.7)

where one integration constant, S(T1) or S(T2), has to be fixed. At T =∞ (β = 0), the entropy

is equal to the logarithm of possible states, which is log(D) = log((2S + 1)N ) = N log(2S + 1)

in the case of N spin-S. In the other limit, T = 0 (β = ∞), the residual entropy has to vanish

according to the third law of thermodynamics – for generic systems. CSI is a famous counter

examples exhibiting a finite residual entropy S(0) ≈ log
(√

3
2

)
[167]. Similarly, Ising spins the

on triangular lattice exhibit a finite residual entropy [26].
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Total magnetization A finite total magnetization 〈M〉β identifies a ferromagnetically ordered

state. Ferromagnetic materials can spontaneously break symmetries and realize order. A promi-

nent example is the two-dimensional Ising model exhibiting a spontaneous magnetization below

a critical temperature such that it breaks the discrete spin symmetry [258, 190]. While the total

magnetization can be defined along an arbitrary polarization axis e with |e| = 1

〈m〉β =

N∑
j=1

〈e · Sj〉β =

N∑
j=1

∑
i〈Ψi | e · Sj |Ψi 〉e−βEi∑

i e
−βEi , (4.8)

we usually refer to the magnetization along the z-axis, e =
(

0 0 1
)

.

Susceptibility Similar to the heat capacity, the magnetic susceptibility is easily accessible in

experiments and provides direct access to the magnetic correlations of the system. It measures

the response of the material to an external magnetic field. The susceptibility is defined by the

derivative of the total magnetization with respect to the external field strength h or as the

variance of the total magnetization, which is possible in possible. For simplicity, we consider the

magnetization along the z-axis which is aligned with the external field:

χ =
〈mz〉β
∂h

= β
(
〈mz

2〉β − 〈mz〉2β
)

= β

(∑
i〈Ψi |mz

2 |Ψi 〉e−βEi∑
i e
−βEi −

[∑
i〈Ψi |mz |Ψi 〉e−βEi∑

i e
−βEi

]2
)

(4.9)

However, effective spin models, strong crystal fields, or anisotropies induce a more complicated

response to the external field. This is the case for dipolar-octupolar pyrochlores, cf. Equation 3.8.

Spin correlation The spin correlation, and its Fourier transform, are frequently discussed

throughout the thesis. An important quantifier for different phases of matter is the scaling of

the correlation length with distance

〈Sn · Sm〉β =

∑
i〈Ψi |Sn · Sm |Ψi 〉e−Eiβ∑

i e
−Eiβ =


constant long-range order

∝ |rn − rm|−γ algebraic decay

∝ e−γ|rn−rm| exponential decay

(4.10)

At high temperatures in a paramagnetic regime, all spin are essentially uncorrelated expressed by

an exponentially decaying correlation function. Lowering the temperature enhances correlations

yielding an algebraic decay or long-range order. This occurs in both classical and quantum

systems alike.

The spin structure factor 〈S(Q)〉β , where Q is a reciprocal lattice vector, is the Fourier
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transform of the spin correlator and can be measured in neutron experiments [259, 260]:

〈S(Q〉β =

N∑
n,m=1

e−iQ·(rn−rm)〈Sn · Sm〉β (4.11)

It encodes the correlations in reciprocal space and identifies characteristic fingerprints of various

phases. While a disordered paramagnet is mainly featureless, ordered states develop pronounced

Bragg peaks induced by long-range order. But frustrated magnets, like CSI, also have distinct

features like bowties and pinch-points, as discussed in the following sections.
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4.2 Thermodynamics of the pyrochlore Heisenberg anti-

ferromagnet

Pyrochlore S = 1
2 Heisenberg antiferromagnet at finite temperature

Phys. Rev. B 102, 054408 (2020)

R. Schäfer, I. Hagymási, R. Moessner, and D. J. Luitz

Despite intense research, the lack of methods due to its frustration and three-dimensionality

leaves many open questions concerning zero and finite temperature of the quantum pyrochlore

S = 1/2 Heisenberg antiferromagnet. Indeed, not only its ground is state under debate, cf. Chap-

ter 5, we also lack an understanding of its thermodynamic properties [130, 131, 134, 132, 133,

135, 261, 254]. This section focuses on the thermodynamics of the isotropic Heisenberg model

using a combination of advanced numerical techniques: NLCE, finite-temperature DMRG, and

quantum typicality. As it does not suffer from dimensionality, frustration, and entanglement

growth, the NLCE algorithm [125, 126, 127, 128] provides unbiased insight into this otherwise

barely accessible model. The extensive use of symmetries presented in Section 2.1 and the gen-

eralized framework of NLCE presented in Section 2.2 allows us to push state-of-the-art numerics

and to include clusters with non-trivial hexagonal and octagonal loops in a tetrahedron-based ex-

pansion for the first time [130, 131, 134, 132, 133, 135]. Boosting the convergence using the Euler

resummation algorithm makes temperatures around Tconv = 0.25 J accessible, thereby fully re-

solving the Schottky anomaly with a pronounced maximum in the specific heat at Tmax = 0.57 J .

Strikingly, even though the data is fully converged beyond the peak, only half of the residual

entropy per spin, 0.47kB log(2), is released within the limit of the convergence. Assuming a com-

plete release of entropy as expected for generic models like this, the residual entropy provides the

option for additional low-energy features, e.g. a second peak or a shoulder in the heat capacity.

As we still lack a S = 1/2 Heisenberg pyrochlore candidate material, our data is compared to

experiments on the (approximate) S = 1 Heisenberg material, NaCaNi2F7 [254], and the classical

spin ice material Dy2Ti2O7 [235].

4.2.1 Model and Methods

We investigate the isotropic Heisenberg model on the pyrochlore lattice with an additional local

field:

H = J
∑
〈i,j〉

Si · Sj + h
∑
i

Szi (4.12)

The field strength h is in units of J and orientated in the [001] direction. Most results presented

are obtained by the NLCE algorithm as it provides unbiased insights into the thermodynamic

limit. The efficient usage of symmetries in Section 2.1 combined with the generalized framework

https://journals.aps.org/prb/abstract/10.1103/PhysRevB.102.054408
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introduced in Section 2.2 allows us to carry out the tetrahedron-based expansion up to the

eighth order. Many non-trivial exchange processes, such as the ring-exchange term in QSI,

only occur by including hexagonal and octagonal loops and are crucial in frustrated systems.

Their contributions, included in clusters of size six, seven, and eight, are significant even at high

temperatures. Hence, expansions up to order five and lower [130, 131, 134, 132, 133, 135] fail to

capture the three-dimensionality of the model and are essentially equivalent to a Husimi cactus

of tetrahedra.

The bottleneck of the algorithm is the full diagonalization. Using graph and group-theoretic

approaches, we can fully diagonalize the arising clusters containing up to 25 spins within the

pyrochlore lattice, unprecedented for generic clusters of a similar size. A tetrahedron-based

expansion is particularly well suited for the use of spatial symmetries as individual clusters

contain (sometimes macroscopically) many automorphisms. Most tetrahedra of a specific cluster

exhibit two or even three exterior sites. These sites can independently be permuted, yielding a

huge number of possible symmetries. This makes it possible to include larger clusters to reach

non-trivial temperatures. The NLCE algorithm and the efficient use of symmetries is described

in detail in Chapter 2.

In addition to the extensive use of spatial symmetries, we exploit the total magnetization

and spin inversion symmetry. Notably, the total magnetization sorts all eigenstates according to

their magnetization. Therefore, an additional external field, h > 0, simply manifests itself as a

shift of the eigenvalues within each magnetization sector mz: Ei → Ei + hmz. Hence, different

field strengths can be easily computed without the need to diagonalize each cluster for each value

of h.

Complementary to NLCE, we present results from canonical typicality calculations on a finite

cluster consisting of 2 × 2 × 2 unit cells (32 sites) and a larger system (48 sites) with periodic

boundary conditions using a finite-temperature tensor network method. In contrast to NLCE,

quantum typicality uses matrix exponentials and can be computed using Krylov space meth-

ods [110, 150], making larger systems traceable as they exploit the sparsity of the Hamiltonian.

Canonical typicality [262, 263] approximates an observable by an ensemble of typical thermal

wavefunctions at an inverse temperature β, |βi〉 = e−β/2H |Ψi〉.

〈O〉β =
Tr
(
e−βHO

)
Z

=
∑
i

〈βi |O |βi 〉
〈βi |βi 〉

+O
(
e−N

)
(4.13)

Sampling over different states |Ψi〉 reduces the statistical error [264, 265, 111, 151]. The initial

states are randomly initialized and correspond to infinite-temperature states. Furthermore, we

demonstrate that tensor-network methods are capable of reaching non-trivial temperatures and

providing accurate results for thermodynamic quantities [99, 100, 266]. The two most prominent

approaches for imaginary-time evolution are the time-evolving block decimation (TEBD) [97, 98]

and time-dependent variational principle (TDVP) [267, 268, 269], which is utilized in this work.

Performing Krylov space methods with MPS fails at an early stage as the MPS can not capture
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Figure 4.1: Heat capacity per site in the isotropic pyrochlore Heisenberg S = 1/2 antiferromagnet
(J = 1). The red curve shows the converged data obtained by the tetrahedron-based Euler
transform up to the eighth order (this work). The data is compared to a single tetrahedron
for the quantum (dashed) and classical (dotted) calculation, as well as experimental data for
an (approximate) Heisenberg spin-1 material NaCaNi2F7 [254] (green) and the classical spin ice
component Dy2Ti2O7 [235] (blue). The temperature axis was adjusted such that the peak of
the experimental data matches the peak obtained by NLCE. The data of the single classical
tetrahedron was shifted to match the high-temperature tail. To compensate the different spin
length, the NaCaNi2F7 data was scaled by ln(2)/ ln(3). Additionally, the plot shows unpublished
NLCE data of the kagomé Heisenberg antiferromagnet up to the eleventh order (86 of 113
topologically invariant clusters were included), cf. Figure 2.12a. Similarly, the inset shows the
entropy per site as a function of temperature, where the black line represents Pauling’s estimate
for the residual entropy of CSI. The yellow vertical line indicates the position of the maximum.

the entanglement efficiently [270]. By its construction, MPS approaches are one-dimensional.

Therefore, long-range interactions are induced from the one-dimensional “snake path” placed in

the three-dimensional system inducing long-range entanglement. In order to capture the growing

entanglement at non-trivial temperatures, up to χmax = 10 000 SU(2)-symmetric states are used.

The energy is extrapolated to an infinite bond dimension which then defines the heat capacity

as its derivative.

4.2.2 Results

Various thermodynamic observables are examined using NLCE down to the limit of convergence,

Tconv ≈ 0.25 J . We start by discussing the heat capacity and entropy. Notably, the heat capacity

is well defined and accessible in experiments down to low temperatures and encodes low-energy

excitations. The entropy, closely related to the specific heat, describes the spectral weight.

Further, we consider the magnetic susceptibility and magnetization process as a function of the
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(a) Specific heat for h = 0, NLCE.
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Figure 4.2: Heat capacity of quantum pyrochlore Heisenberg S = 1/2 antiferromagnet (J = 1)
calculated with NLCE, quantum typicality, and finite-temperature DMRG. The blue curve refers
to quantum typicality data obtained from the cluster shown in (a) with 2×2×2 unit cells, N = 32.
DMRG was performed on a cluster with N = 48 sites with periodic boundary conditions.

field strength, h > 0. Lastly, we address the static spin structure factor and discuss prominent

features like bowties and pinch-points already observed at high temperatures. By comparing

the applied numerical techniques, we demonstrate the capability of MPS approaches down to

non-trivial temperatures and identify finite-size effects in the 32-sites cluster.

Heat capacity The heat capacity measures the amount of internal energy needed to change

the temperature by a predefined amount. It is extracted as the derivative with respect to the

temperature or as the variance of the internal energy. Being easily accessible in experiments

makes it an important quantity as it identifies possible phase transitions by a sharp peak as

well as low-energy excitations. This paragraph solely discusses results obtained for pyrochlore

Heisenberg S = 1/2, and a comparison to other models, cf. Figure 4.1, is made in the conclusion.

The convergence of individual NLCE orders and their Euler transform up to the eighth

order are illustrated in Figure 4.2a. It reveals the characteristic alternating behavior and the

boost in convergence from T ≈ 0.7 J to Tconv ≈ 0.25 J using the Euler resummation algorithm.

These results provide an unbiased benchmark in the thermodynamic limit and unambiguously

resolve the maximum at Tmax ≈ 0.57 J . The inset displays the cubic finite-size cluster with

N = 32 examined using quantum typicality, the blue curve. While the high-temperature tail is

well captured, decaying with 1/T 2, strong finite-size effects already enter the stage around the

Schottky anomaly yielding visible discrepancies. This suggests important correlations beyond

the range of the finite cluster containing only 2×2×2 unit cells. Despite the finite-size effects, the

32-sites cluster (and even smaller) is frequently studied at finite and even zero temperature [271,

261, 272, 95, 273]. The NLCE data further indicates a substantial decay of the heat capacity

beyond its maximum, contradicting the pronounced second peak in the specific heat around

T ≈ 0.15 J of the finite-size cluster. Therefore, we conclude that this peak is unstable in the

thermodynamic limit.
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Figure 4.3: (a) Heat capacity of the quantum S = 1/2 pyrochlore Heisenberg antiferromagnet
(J = 1) in an external field h > 0. Inset shows the maximum of the Schottky anomaly as a
function of the field strength h. (b) Entropy per site for h = 0. The blue curve was obtained by
integrating the specific heat data.

Figure 4.2b demonstrates the convergence of finite-temperature MPS in three dimensions up

to T & 0.6 J for a cluster with 48 sites and periodic boundary conditions. MPS approaches

beyond one dimension are notoriously tricky due to the growth of entanglement. The three-

dimensional pyrochlore is not an exception, as the convergence strongly depends on the bond

dimension χ when the system enters a non-trivial quantum phase below T < 2 J . Enlarging the

bond dimension improves the results such that the extrapolated data reflect the thermodynamic

limit. DMRG, similar to quantum typicality, is also restricted to a cluster of finite size, which

will likely suffer from finite-size effects beyond the maximum.

The NLCE algorithm allows us to easily include an external field in [001] direction as defined

in Equation 4.12. We systemically investigate the specific heat in the presence of a magnetic

field in Figure 4.3a and observe a shift in temperature of the specific heat maximum, as shown

in the inset. In the limit of strong fields, the model is described by a simple uncorrelated para-

magnet exhibiting the overall upward shift of the maximal heat capacity. However, intermediate

fields induce a complex response as indicated by a non-monotonic shift of the maximum height.

The complex behavior is further expressed by the inability of the algorithm to reach similar

temperatures as in the case of zero or strong fields.

Entropy The entropy, Figure 4.3b, is closely related to the specific heat as it can be obtained

by simply integrating the specific heat

S(T2)− S(T1) =

∫ T2

T1

dT
C

T
(4.14)

with S(∞) = N log(2). Therefore, the entropy can be either integrated or directly computed

for the individual clusters in NLCE. Determining the entropy using NLCE requires including



4.2. THERMODYNAMICS OF THE PYROCHLORE HEISENBERGANTIFERROMAGNET77

10−1 100 101 102

T

0.00

0.02

0.04

0.06

0.08

0.10

0.12

χ
/
N

NLCE 7

NLCE 8

Euler 7

Euler 8

32 sites

48 sites, extrap.

DiagMC,
Huang et al.

(a) Susceptibility for h = 0.

10−1 100 101 102

T

0.0

0.1

0.2

0.3

0.4

0.5

m
z
/
N

h = 0.4

h = 0.6

h = 0.8

h = 2.0

h = 2.5

h = 3

h = 4.0

h = 4.5

h = 5.0

10−1 100 101

T

0.000

0.025

0.050

0.075

m
z
/
N

(b) Magnetization for h > 0.

Figure 4.4: Magnetic observables as a function of temperature computed for the quantum py-
rochlore Heisenberg S = 1/2 antiferromagnet (J = 1). (a) Magnetic susceptibility per site
computed with different methods and compared to diagrammatic Monte Carlo data [224]. (b)
Magnetization process per site as a function of field strength for the eighth order NLCE (solid
lines) and a single tetrahedron (dashed lines).

the zeroth order, as described in Section 2.2. Even though the data is converged far below

the first peak, only roughly half of the entropy is released, S/N ≈ 0.47 ln(2). A large residual

entropy is characteristic of frustrated magnets as it reflects the macroscopically large low-energy

manifold and its competing states. The inset in Figure 4.1 compares the spectral weight to other

frustrated models and reveals that the pyrochlore S = 1/2 exhibits the largest among all models.

Particularly, it is greater than the entropy of proposed RVB states, leaving it as an option in

the low-temperature limit [225, 228, 231, 232]. While some classical models, like spin ice in

Section 3.2, or fine-tuned quantum models [274, 275, 276] exhibit a finite residual entropy down

to zero temperature, this is not expected for generic cases such as the investigated model. The

third law of thermodynamics demands the release of all spectral weight at zero temperature. For

example, this is observed for CSI materials such as Dy2Ti2O7 or the entropy of water ice, cf.

Section 3.2.

Magnetic susceptibility The magnetic susceptibility is the derivative of the total magne-

tization with respect to the field strength. Since all eigenvalues are associated with the total

magnetization, the susceptibility can be easily computed as the variance of the magnetization.

Note that the total magnetization is zero for all temperatures h = 0. Therefore, evaluating the

susceptibility in the zero field case simply reduces to

χ = β〈m2
z〉β = β

∑
i〈Ψi |m2

z |Ψi 〉e−βEi∑
i e
−βEi . (4.15)

Similar to the magnetization of an eigenstate, the square of the total magnetization is obtained by

〈Ψi |m2
z |Ψi 〉 = |mz|2. The susceptibility exhibits a similar convergence as the other observables,

Tconv ≈ 0.25 J . The data, shown in Figure 4.4a, reveals a maximum around T ≈ 0.54 J . We
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compared our results to a diagrammatic MC simulation [224]. All methods – NLCE, DMRG,

typicality, and diagrammatic MC – agree in the high-temperature regime T & 1 J . Within the

region of convergence, the finite-size effects of the 32-sites cluster seem less influential than for

the specific heat. However, the MC data indicates a slight increase or a plateau beyond the

NLCE maximum, contradicting the NLCE results revealing a decay. Note that the deviation

occurs parallel with an increase in the errors; hence, the validity of the MC data is questionable

for T < 1 J .

Magnetization While the zero field case does not exhibit any magnetization at finite and

zero temperature, an external field induces a finite magnetization. The magnetization process

as a function of temperature for different field strengths is shown in Figure 4.4b. It shows the

converged results in the eighth order (solid lines) and compares them to a single tetrahedron

(dashed lines). The ground state of a single tetrahedron exhibits only discrete magnetization

values mz/N = 0,±1/4,±1/2. However, accidental degeneracies yield intermediate values for

h = 2 and h = 4. In the high-temperature limit, the NLCE data and the single tetrahedron

follow Curie’s law. While the agreement is remarkably good up to T & 1 J , finite-size effects

enter the stage at lower temperatures.

Both, the NLCE data and the single tetrahedron indicate a maximum in the magnetization

curve at finite temperature for small field strengths, cf. inset in Figure 4.4b. This phenomenon is

not surprising as the ground state remains non-magnetic for small fields and entropic arguments

yield zero magnetization in the high-temperature limit. However, the energy-entropy competition

induces a finite magnetization regime at intermediate temperatures, as magnetic states exhibit

a significant spectral weight. Extensive DMRG calculations indicate a stable half-magnetization

plateau at zero temperature for 2.16J ≤ h ≤ 2.48 J , cf. Section 5.2. This suggests that the

NLCE data of the respective field strengths converges to mz/N = 1/4 in the zero-temperature

limit. The saturation field, where we expect a fully polarized state, is hsat = 4 J .

Static spin structure factor We further computed the spin structure factor at finite tem-

perature using DMRG. It is the Fourier transform of the spin correlator:

S(Q) =
4

3N

∑
〈i,j〉
〈Si · Sj〉β cos [Q · (Ri −Rj)] (4.16)

Figure 4.5a shows the spin structure factor for the cluster with 48 sites. The columns correspond

to different temperatures ranging from T = 10 J to T = 0.77 J , the limitation of the method.

The upper rows display the (H,H,L) plane, Qx = Qy, and the lower rows display (H,L, 0),

Qz = 0, plane.

The model does not exhibit any sign of Bragg peaks. Remarkably, the characteristic features

of the frustrated magnets emerge at a relatively high temperatures above the Schottky anomaly.

Bowties [225, 221, 228, 254, 261], a consequence of a total spin zero on all tetrahedra, emerge
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Figure 4.5: (a) Static spin structure factor of a finite cluster (N = 48) at finite temperature using
DMRG and (b) the total spin per tetrahedron as a function of temperature derived by different
methods. The total spin is encoded in the internal energy 〈H〉β via Equation 4.17.

around T ≈ 2 J . While CSI yields infinitely sharp pinch-points, this is not possible in the

quantum realm, as two tetrahedra sharing a spin can not host two singlets simultaneously [160,

277]. The inability of a quantum system to form a non-vanishing total spin yields fluctuations

inducing a finite width of pinch-points, as observed in Figure 4.5a. The pinch-points are located

at (±2π,±2π,±2π) and (0, 0,±4π). A detailed analysis of their width is not possible within the

limit of our resolution since the correlation length quickly exceeds the linear system size.

Furthermore, the total spin of a tetrahedron can be accessed via the internal energy of the

system (J = 1):

〈H〉β =

〈∑
t∈T

1

2

(∑
i∈t

Si

)2

− 3

2

〉
β

⇒
〈(∑

i∈t
Si

)2〉
β

= 4
〈H〉β
N

+ 3 (4.17)

Pinch-points get infinitely sharp if
∑
i∈t Si = 0. Hence, the total spin can be used as a quantifier

for their widths [277]. We can use the NLCE result of the energy in the eighth order to determine

the total spin of a single tetrahedron in the thermodynamic limit at finite temperatures, cf.

Figure 4.5b. A naive extrapolation to zero temperature yields
∑
i∈t Si ≈ 1, confirming the

inability to host singlets simultaneously on all tetrahedra. This is consistent with the predicted

ground-state energy from Section 5.1 and Section 5.3.

4.2.3 Conclusion

This project provides new insights in two ways: methodological and physical. First, we demon-

strated the application of finite-temperature DMRG to non-trivial temperatures and pushed

current state-of-the-art numerics by reaching the eighth order within a tetrahedron-based expan-

sion. The general NLCE approach allows to compare different expansions – single site, unit cell,
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Figure 4.6: Interpolated specific heat data using with the entropy method [272]. Using the NLCE
data as a high-temperature input and an estimate of the ground-state energy from chapter
Chapter 5, E0 = −0.49 J , allows an interpolation of the entire temperature range. Different
curves model different scaling behaviors of the heat capacity C ∝ Tα for T → 0 and [·, ·] refers
to the Padé approximants. The high-temperature expansion data is from Ref. [278, 279, 272].
The data was kindly provided by Johannes Richter and Taras Hutak using our inputs.

and tetrahedron [cf. Figure 2.11] – up to previously inaccessible orders, which is possible due

the automatic detection algorithm presented in Section 2.1. Notably, we included hexagonal and

octagonal loops for the first time. Second, we generated unbiased insights into thermodynamic

properties of quantum pyrochlore S = 1/2 Heisenberg antiferromagnet, which is not available

to this extent. Especially observables like the specific heat and magnet susceptibility are impor-

tant quantities as they encode excitations and correlations and are easily accessible up to high

precision in experiments.

We compare the specific heat data to other frustrated models and experiments in Figure 4.1.

It includes the unpublished NLCE data for kagomé Heisenberg antiferromagnet, a single tetra-

hedron treated classically as well as quantum mechanically, experimental data for the spin ice

material Dy2Ti2O7 [235], and the spin-1 Heisenberg compound NaCaNi2F7 [252, 253, 254]. The

spin-1 data is rescaled by ln(2)/ ln(3) to compensate for the larger entropy induced by a larger

spin length. A global energy scale induces a rescaling of the temperature axis. Therefore, to allow

for objective comparison, we shifted the experimental data such that the maxima agree with the

numerical simulation. The data from the single classical tetrahedron was shifted to agree with

the high-temperature tail of the NLCE data. While all models agree in the high-temperature

regime, they exhibit qualitative differences as the height and form of the peak differ. This is,

however, not surprising as we are dealing with similar but, in the end, different models.

The inset of Figure 4.1 evaluates the released entropy of the different models. All models,
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except the kagomé, show a significant downshift in the spectral weight compared to the NLCE

calculation of S = 1/2 Heisenberg antiferromagnet. The most rapid release of the spectral

weight is observed by the spin ice compound exhibiting the Pauling entropy S = 1
2 log 3

2 at low

temperatures. Also, due to the large singlet gap, a single tetrahedron shows a rapid decrease in

entropy. NaCaNi2F7 exhibits a broader peak in the specific heat than the previous two models

and initially shows a similar release of entropy as the NLCE calculation. However, the release

increases around the peak, yielding a downshift in spectral weight at lower temperatures. There

is a striking resemblance between the spectral entropy of the pyrochlore and the kagomé S = 1/2

Heisenberg antiferromagnet. The kagmoé’s entropy is larger than predicted by high-order series

expansion, which yields 0.475 ln(2) already at T ≈ 0.3 J . The NLCE calculation predicts a

similar value around T ≈ 0.2 J . Despite the larger order in the two-dimensional case, both

NLCE calculations on the kagomé and the pyrochlore break down around a similar spectral

weight and temperature. While the Heisenberg models on both lattices have a similar spectral

weight, the situation is different for the Ising case. The residual entropy of the Ising magnet on

the kagomé lattice, 0.50183 [280], is much larger than in the case of the pyrochlore, 0.20273 [27],

suggesting a higher degree of frustration.

While our data provide a detailed insights into the model’s high-temperature regime, it

cannot resolve the low-energy subspace. Obtaining an understanding of the intermediate or

low-temperature realm is challenging. However, interpolation methods based on some knowl-

edge of the high-temperature behavior and the ground state (and its excitation) allow value in-

sights [281, 282, 283, 272]. Combining the entropy interpolation scheme utilized in Ref. [272] with

the high-temperature data from NLCE and a precise determination of the ground-state energy

from chapter Chapter 5 provides estimates for the entire temperature regime. The result is shown

in Figure 4.6. The interpolation is based on thermodynamic constraints:
∫∞

0
C(T )dT = −E0

and
∫∞

0
C(T )/TdT = S(T = ∞). The algorithm approximates the entropy as a function

of the energy, [E0, 0], using Padé approximants, where E0 = −0.49 J is an estimate for the

ground-state energy. The ground-state energy is obtained from extensive DMRG calculation,

cf. Section 5.1 [2], and variationally from a hard-hexagon crystal, cf. Section 5.3 [6]. The

low-temperature limit is approximated using some reasonable guesses for the excitations in the

model. For example, a cubic scaling of the heat capacity, as expected from the pyrochlore-

photons [168, 284, 194], for T → 0 induces S(E) ∝ (E − E0)3/4. The experimental data from

NaCaNi2F7 suggests a T 2.2-scaling [254]. Figure 4.6 shows different scenarios. The different

curves suggest the existence of a small second peak or a shoulder around T ≈ 10−2 J in the

heat capacity. The predicted temperature is surprisingly low, even for frustrated magnets, and

comparable to the peak of QSI [76, 77].

To conclude, this work demonstrates the successful application of NLCE and DMRG at finite

temperatures. It lays the foundation for further research on pyrochlores at finite temperatures,

carried out in the following section. All in all, we can say that the pyrochlore S = 1/2 Heisenberg

antiferromagnet is at least as frustrated as other models and provides an exciting playground for
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the exotic physics associated with frustrated magnetism – even at finite temperatures.

Dr. Imre Hagymási performed the finite-temperature DMRG calculation. Based on the NLCE

input, Prof. Johannes Richter and Dr. Taras Hutak interpolated the specific heat using the

entropy method.
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4.3 The dipolar-octupolar Ce2Zr2O7 and Ce2Sn2O7

Case for a U(1)π Quantum Spin Liquid Ground State in the Dipole-Octupole

Pyrochlore Ce2Zr2O7

Phys. Rev. X 12, 021015 (2022)

E. M. Smith, O. Benton, D. R. Yahne, B. Placke, R. Schäfer, J. Gaudet, J. Dudemaine, A.
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Dipolar spin ice regime proximate to an all-in-all-out Néel ground state in the

dipolar-octupolar pyrochlore Ce2Sn2O7

10.48550/ARXIV.2211.15140 (2022)

D. R. Yahne, B. Placke, R. Schäfer, O. Benton, M. Powell, J. W. Kolis, C. Pasco, A. F. May, E.

M. Smith, R. Moessner, B. D. Gaulin, M. D. Frontzek, S. A. Calder, and K. A. Ross

After demonstrating the capabilities of NLCE, its application to more generic models beyond

the Heisenberg point is the next step. We consider models relevant for the description of a

particular class of materials, called dipolar-octupolar pyrochlores. They are composed of a

trivalent rare-earth ion, Cerium in our case, and a non-magnetic tetravalent transition metal.

Well-separated energy scales induce an effective pseudospin-1/2 description on the pyrochlore

lattices as discussed in Section 3.3. Dipolar-octupolar pyrochlores are well known for realizing

exotic and conventional magnetic phases such as spin liquids, dipolar spin ice, and different

ordered states [219, 220].

This section summarizes and analyzes recent experiments on Cerium-based pyrochlores,

Ce2Sn2O7 and Ce2Zr2O7 [3], including low-temperature polarized neutron diffraction data, mea-

surements of the heat capacity, as well as magnetic susceptibility. Ce2Zr2O7 [245, 246, 285, 273]

and its sister compound Ce2Sn2O7 [286, 287, 247] have been actively studied during the past three

years and reveal the wealth of unconventional phenomena associated with pyrochlores. Determin-

ing microscopic Hamiltonians in materials is notoriously a challenging task. The gold standard

to estimate and constrain possible exchange parameters is fitting spin wave spectra, which have

proven valuable for certain pyrochlore oxides [242, 288, 289, 290, 291, 292]. If spin wave data are

absent, other methods are required to obtain a glance into the microscopic model. NLCE is a

powerful and reliable alternative to fit thermodynamic observables to constrain the microscopic

exchange parameters in the material, allowing us to locate them in the phase diagram. Com-

plementary to NLCE, classical and quantum MC, as well as semi-classical molecular dynamics

calculations were performed. A similar procedure for Ce2Zr2O7 was applied in Ref. [273].

Despite their similar chemical structure, we find striking differences during our analysis and

come to fundamentally different conclusions regarding their quantum mechanical nature. Our

https://journals.aps.org/prx/abstract/10.1103/PhysRevX.12.021015
https://arxiv.org/abs/2211.15140
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results place Ce2Zr2O7 in a region on the phase diagram that is expected to host an exotic U(1)π

QSL. In contrast, Ce2Sn2O7 is placed in an ordered phase but in close proximity to a U(1)0 QSL.

4.3.1 Model and Methods

Pyrochlore oxides have become an active research area in the past decade due to the exotic

phenomena that are emerging from frustrated magnetism. The Cerium atoms form a network

of corner-sharing tetrahedra, the pyrochlore lattice. The effective model describing the dipolar-

octupolar pyrochlores is well established [21, 217, 243, 244, 239, 22, 170]. Single-ion physics

dominates over exchange processes. A hierarchy of energy scales – Coulomb interaction over spin-

orbit coupling over the crystal electric field – induces a ground-state doublet effectively described

by a “pseudospin-1/2”. The x and z components of the effective doublet transform as a dipole

and the y component as an octupole under lattice and time-reversal symmetry. The doublet

is protected by a relatively large gap of order ∼ 100K, much larger than the interaction scale

between neighboring ions. Hence, exchange processes can be effectively described by (pseudo-

) spin-1/2 operators at sufficiently low temperatures. For the dipolar-octupolar doublet, the

nearest-neighbor exchange model allowed by symmetry is a XY Z-Hamiltonian:

HDO =
∑
〈i,j〉

[
JxS

x
i S

x
j + JyS

y
i S

y
j + JzS

z
i S

z
j

]
− gzµB

∑
i

h · zi (Szi cos θ + Sxi sin θ) (4.18)

Here, the x, y, and z operators refer to the pseudospins in their local frame [243, 244, 245, 246,

247]. Note that the field acts differently on each site of the tetrahedron according to its local

zi-axis.

Computations for a XY Z-Hamiltonian are more demanding than for the previous XXX-

Hamiltonian from Section 4.2. As the generic XY Z-Hamiltonian does not conserve the total

magnetization (nor the spin inversion), only spatial symmetries – still powerful – are accessible.

Hence, NLCE is limited to the seventh order, still including hexagonal contributions.

The model provides a fruitful playground for the exotic phenomena observed in frustrated

magnets. Indeed, the model supports two U(1) QSL exhibiting a 0- and π-flux through the

hexagonal plaquettes known from QSI, cf. Section 3.2. There is a phase transition between the

two QSLs. Additionally, in the limit of strong ferromagnetic transverse couplings, the model

hosts an ordered XY -ferromagnet, also known as the all-in-all-out state in the dipolar-octupolar

pyrochlore. Note that only half the phase diagram, mainly dominated by the XY -ferromagnet,

is known, as it allows sign-free QMC calculation. The multipolar moments allow for further

classification [293, 294, 295, 296]. A U(1) QSL with a dominate coupling |Jy| > |Jx|, |Jz| has an

octupolar character and a dipolar character if |Jx| > |Jy| or |Jz| > |Jy|. The same distinction

applies to the AIAO state, which is octupolar for Jy < Jx, Jz and dipolar for Jx < Jy or Jz < Jy.

In total, this yields six possible ground states, which are potentially realized by the dipolar-

octupolar pyrochlores [219, 220]: an ordered all-in-all-out (AIAO) state, 0- and π-flux U(1) QSL

– each coming with a dipolar and octupolar character. It should be noted that recent studies
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found evidence for Z2 QSL [77] as well as exotically ordered states beyond the perturbative QSI

regime [2, 6] (more in Chapter 5).

We carry out the NLCE calculation up to sixth order, including non-trivial hexagonal loops,

and determine the heat capacity for all (independent) parameter combinations Jx, Jy and Jz

in Equation 4.18 for |h| = 0. There are redundant parameter combinations when dealing with

the specific heat. First, a global unitary SU(2) rotation in spin space permutes the roles of x,

y, and z but leaves the eigenvalues invariant. Hence, the heat capacity does not exhibit any

directional information as it is purely derived from the eigenvalues. Indeed, the zero-field case

allows a reduced set of parameters Ja, Jb, and Jc, which defines permutations of Jx, Jy, and Jz

and follows the constraints:

|Ja| ≥ |Jb|, |Jc| and Jb ≥ Jc (4.19)

Second, a global energy scale α, Ji → J ′i = αJi, induces a rescaling of the temperature:

C(T ) =
1

k2
BT

2

∑iE
2
i e
− Ei
kBT∑

i e
− Ei
kBT

−

∑iEie
− Ei
kBT∑

i e
− Ei
kBT

2
 (4.20)

→ C ′(T ) =
1

k2
BT

2

∑i α
2E2

i e
− αEi
kBT∑

i e
− αEi
kBT

−

∑i αEie
− αEi
kBT∑

i e
− αEi
kBT

2
 = C(T/α) (4.21)

Hence, the three-dimensional parameter space spanned by (Ja, Jb, Jc) is reduced to two by setting

Ja = 1 in numerical simulations and optimizing the global scale by C(T ) → C(T/α). It is,

therefore, convenient to rewrite the Hamiltonian (h = 0) in terms of J± = − 1
4 (Jb + Jc)/Ja, and

J±± = 1
4 (Jb − Jc)/Ja:

HDO =Ja
∑
〈i,j〉

Sai S
a
j − J±

(
S+
i S
−
j + S−i S

+
j

)
+ J±±

(
S+
i S

+
j + S−i S

−
j

)
(4.22)

All independent parameter sets for the specific heat are obtained by −1 ≤ Jb ≤ 1 and −1 ≤ Jc ≤
Jb. This yields a triangular-shaped phase diagram, as illustrated in Figure 4.7 [220, 77, 219].

Determining the reduced parameters, J± and J±±, places the compounds in the ordered, 0-, or

π-flux QSL phase. However, it does not identify the dominant magnetic moment and therefore

does not reveal the dipolar or octupolar character. Hence, observables sensitive to the form of

the magnetic moment, like the magnetic susceptibility, are required.

Experiments begin with the process of crystal growth. The measurement outcome is very

sensitive to the sample quality and, therefore, the utilized synthesis technique. The synthesis

of high-quality crystals is highly challenging and an important branch of science. A prominent

issue occurring during synthesizing rare-earth pyrochlores is oxidation which reduces (in our

case) the amount of magnetic Ce3+ by non-magnetic Ce4+: Ce3+
2−2δCe4+

2δ B2O7−δ. X-ray diffrac-
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Figure 4.7: Expected phases for the XY Z-Hamiltonian on the pyrochlore lattice for J± and J±±
defined in Equation 4.22. The phase boundaries are determined by Benton (cluster mean-field
theory) [220] and Huang et al. (QMC) [77]. CSI and SU(2) refers to classical spin ice (Ising
magnet) and the isotropic Heisenberg model, respectively. Both Cerium compounds refer to the
optimal parameter set obtained from heat capacity measurements, cf. Figure 4.10.

tion allows an estimate for the oxidation level [297]. The estimate of the oxidation rate for

Ce2Zr2O7 is δ ≈ 0.05 for the single crystal and δ ≈ 0.14 for the powder sample [245]. Without

protection, the oxidation process of the solid-state grown sample of Ce2Zr2O7 is a matter of a

few hours [245]. Ce2Sn2O7 was synthesized hydrothermally, requiring significantly lower tem-

peratures [298]. Therefore, oxidation in the tin compound is lower, which is confirmed by X-ray

refinement. However, note that a non-magnetic impurity in Ce2Sn2O7 makes up ∼ 3% of the

sample mass, inducing a systematic error in our analysis.

4.3.2 Results

Results for both materials are discussed side by side. The experimental data consists of polar-

ized neutron diffraction, measurements of the heat capacity, and magnetic susceptibility at finite

temperatures. We start by briefly discussing the neutron data before we examine the thermody-

namic observables to obtain estimates for the microscopic exchange parameters. The procedure

is based on large-scale NLCE calculations and maximizes the benefits of symmetries as in the

previous Section 4.2.

Polarized neutron diffraction Neutron experiments are extremely complex but allow deep

insights into the microscopic processes happening within the material. While data for Ce2Zr2O7 was

taken on a single crystal, measurements for Ce2Sn2O7 were performed on a powder sample. More

detailed experimental information and additional data of Ho2Ti2O7 can be found in Ref. [3].



4.3. THE DIPOLAR-OCTUPOLAR CE2ZR2O7 AND CE2SN2O7 87

(a) Neutron diffraction (Ce2Zr2O7).
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(b) |Q|-dependent scattering rate (Ce2Sn2O7).

Figure 4.8: (a) Ce2Zr2O7 diffuse scattering profiles in the (H,H,L) plane for the SF chan-
nel in subpanels (A) and (B) and NSF channel in subpanels (C) and (D). Subpanels (A) and
(C) show the temperature-subtracted data obtained from T0 = 45 mK and T1 = 10 K. The
face-centered cubic Brillouin zone is highlighted in gray in subpanel (C). The experimental
data are compared to NLCE calculations, (Jx, Jy, Jz) = (0.064, 0.063, 0.011) meV, with tem-
perature subtraction, T0 = 0.5 K and T1 = 10 K, in the lower subpanels. E. Smith per-
formed measurements, and O. Benton performed the NLCE calculation of the structure factor
up to the order three [3]. (b) |Q|-dependent scattering rate for a hydrothermally synthesized
powder sample of Ce2Sn2O7 compared to classical MC simulation of the best parameter set:
(Ja, Jb, Jc) = (0.045,−0.001,−0.012) meV. The measurements were done at T0 = 0.3 K and the
background subtraction at T1 = 10 K. D. Yahne performed measurements, and B. Placke per-
formed the MC calculation.

Diffraction experiments for a single crystal Ce2Zr2O7 were obtained using the D7 diffrac-

tometer [260] at the Institute Laue-Langevin. It independently determines spin-flip (SF) and

non-spin-flip (NSF) scattering. Figure 4.8a shows the temperature subtracted data, 0.045 K and

10 K, of both channels and compares it to NLCE simulations up to the order three. The material

exhibits quasi-pinch-points scattering in the SF channel around (0, 0, 2), subpanel (A), which

is, however, not as developed as in CSI materials like Ho2Ti2O7. Quasi-pinch-point expected

for (1, 1, 1) and equivalent directions are washed out. Subpanel (B) provides equivalent data

obtained from NLCE up to order three for the best data set; see below. Despite the tempera-

ture difference between NLCE (0.5 K) and the experiment (0.045 K), it allows for a sophisticated

comparison. The SF scattering, subpanels (A) and (B), reveal strong similarities as the enhanced
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Figure 4.9: The lowest converged temperature in Kelvin of the sixth order NLCE data of the
specific heat. The overall energy shift was set to match the high-temperature tail of Ce2Sn2O7.
The convergence Tconv is defined by |CNLCE,6 − CNLCE,5| > 0.1R, where R is the gas constant.

intensity in (1, 1, 1) and equivalent directions. However, sharper features like quasi pinch-points

located at (0, 0, 2) are absent in the numerics. The NSF scattering of Ce2Zr2O7 shows similar

features as Ho2Ti2O7 as the zone-boundary scattering located at the face-centered cubic Brillouin

zone, which is attributed to next-nearest neighbor and long-range dipolar interactions [207]. The

face-centered cubic Brillouin zone is highlighted in gray in subpanel (C). The NLCE calculated

NSF scattering is featureless, subpanel (D), and does not reproduce the zone-boundary scattering

observed in Ce2Zr2O7 or Ho2Ti2O7 [207].

Experiments on Ce2Sn2O7 were performed using WAND2 with a hydrothermally grown pow-

der sample. Diffusive scattering beyond 2 Å−1 is absent and the data exhibit a peak around

0.5 Å−1, as shown in Figure 4.8b. Similar to Ce2Zr2O7, the Q-dependency of the hydrother-

mally grown sample of Ce2Sn2O7 is reminiscent of dipolar spin ice, as found in Ho2Ti2O7.

Note that the NLCE structure factor calculation and the classical MC simulation were not

derived as a part of this thesis, cf. caption of Figure 4.8. This paragraph was included for

completeness.

Heat capacity Both measurements of the specific heat agree with previous experiments on

Ce2Zr2O7 [246] and Ce2Sn2O7 [247]. The heat capacity contains all excitations in the sys-

tem, including phononic and magnetic ones. However, the magnetic contribution is naturally

well separated at sufficiently low temperatures. Measurements confirm this for La2Zr2O7, an

isostructural non-magnetic compound, showing that phononic contributions can be neglected

below 10K. Hence, the magnetic contribution from Ce3+ raising below ∼ 3 K is well isolated.

Both Cerium pyrochlores do not show any sign of an ordering transition. Ce2Zr2O7 exhibits
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an extremely broad plateau of the heat capacity compared to other pyrochlore models, cf. Fig-

ure 4.1, which decreases rapidly after T ≈ 0.08 K. In contrast, Ce2Sn2O7 shows a much steeper

increase and exhibits a slimmer but higher specific heat peak.

The lowest converged temperature defined by the difference between the sixth and fifth order

NLCE is shown in Figure 4.9. Notably, the sixth order includes the hexagonal loop for the first

time. The difference between orders five and six arises mainly due to the inclusion of the hexag-

onal configuration, which is particularly strong in the ordered regime. NLCE fully resolves the

Schottky anomaly associated with CSI constraint yielding a good convergence in the Ising limit.

Strikingly, the convergence is generically better around the expected phase transitions; however,

note that the transition is not resolved as it occurs below the lowest converged temperate.

The great advantage of NLCE is the determination of unbiased data in the thermodynamic

limit without any restriction on the exchange parameters making the whole phase space acces-

sible. We define the goodness-of-fit χ2[C] for each (independent) set of exchange parameters by

comparing the NLCE results with the experimental data. For each set of parameters, J± and

J±±, we determine:

CNLCE(T ) = CNLCE,6(T ) (4.23)

δNLCE(T ) = maxTi>T |CNLCE,6(Ti)− CNLCE,5(Ti)|. (4.24)

However, defining the goodness-of-fit consistently is tricky as it depends on the specific exchange

parameters which affect the convergence of NLCE. First, we use the high-temperature tail of the

measured heat capacity defined on [Thigh
0 ,Thigh

1 ] to fit the exchange scale α. Second, all data

points within [Tlow
0 ,Tlow

1 ] define the goodness-of-fit. The experimental data consists of three

parts, Cexp(T ) ± δunsys(T ) + εC δsys(T ): Cexp is the actual data, and δunsys is the associated

error. An uncertainty of the mass of Ce2Sn2O7 induces a systematic error, which is included via

εC ∈ [−1, 1]. The systematic error for Ce2Zr2O7 is zero. Then, the goodness-of-fit is defined by

χ[C]2 =
∑

Tlow
0 ≤Ti≤Tlow

1

(CNLCE(Ti)− Cexp(Ti)− εC δsys(Ti))
2

δNLCE(Ti)2 + δunsys(Ti)2
. (4.25)

The parameter εC ∈ [−1, 1] is chosen for each set individually to minimize the goodness.

A total of 2279 independent parameter sets, J±/Ja and J±±/Ja, equally distributed over

the phase space, cf. Figure 4.7, were used. The overall energy scale, Ja, was determined by

matching the high-temperature tail of the data [Thigh
0 ,Thigh

1 ] = [1.9 K, 4 K]. The goodness-of-fit

is evaluated for [Tlow
0 ,Tlow

1 ] = [0.1 K, 1.9 K] and shown in a logarithmic scale for both materials

in Figure 4.10. Dark blue regions indicate a good approximation. The optimal parameter sets

are marked Figure 4.10 and explicitly plotted next to the experimental data in Figure 4.11 to

allow for a direct comparison.

Ce2Zr2O7 reveals two distinct regions of good approximation in either the U(1)π QSL or the

ordered phase. The optimal parameters in the QSL phase are (Ja, Jb, Jc) = (0.064, 0.062, 0.01) meV,
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Figure 4.10: Goodness-of-fit of the heat capacity as defined in Equation 4.25. The overall energy
scale was adjusted on [1.9 K, 4 K] and the goodness was estimated on [0.1 K, 1.9 K] using sixth-
order NLCE calculation. Note that the Euler transform was not applied here as it misbehaves in
the ordered region yielding unphysical data. The exchange parameters of the respective minima
are given in the main text. The phase boundaries are determined by Benton [220] and Huang et
al. [77].

and the ordered phase are (Ja, Jb, Jc) = (0.054, 0.052,−0.05) meV. Notably, both estimates are

close to an XXZ-Hamiltonian. Both minima exhibit an equally good approximation according

to the goodness-of-fit defined in Equation 4.25. However, a direct comparison in Figure 4.11

provides strong evidence for the QSL scenario. Both parameter sets fully reproduce the high-

temperature limit for T > 1 K. The specific heat for the parameters in the ordered phase for

Ce2Zr2O7 is shown in yellow and performs poorly compared to the experimental data. It nev-

ertheless generates a small χ2[C] since the error obtained from NLCE increases as soon as the

curve deviates, yielding a lower weight for these data points. The approximation obtained from

the QSL point is superior as it agrees much better with the experimental data. However, using

the Euler resummation indicates a rapid decay shortly after the maximum is reached, contra-

dicting the broad plateau observed experimentally. We attribute these differences between the

experiment and the simulated nearest-neighbor Hamiltonian to additional weak further neighbor

interactions as suggested by the zone-boundary scattering observed in the neutron data. The

same calculations were additionally performed by assuming 5% vacancies without significant

changes.



4.3. THE DIPOLAR-OCTUPOLAR CE2ZR2O7 AND CE2SN2O7 91

Figure 4.11: Comparison between the experiments on a single crystal for Ce2Zr2O7 and
Ce2Sn2O7 and proposed exchange parameters of the heat capacity using seventh order NLCE.
The systematic error in the specific heat for Ce2Sn2O7 was included yielding an overall downshift
εC = −1: Cexp → Cexp +εC δsys. The optimal exchange parameters for Ce2Zr2O7 in the QSL
U(1)π phase are (Ja, Jb, Jc) = (0.064, 0.062, 0.01) meV (red, left) and in the AIAO phase are
(Ja, Jb, Jc) = (0.054, 0.052,−0.05) meV (yellow, left). Parameters predicted for Ce2Sn2O7 are
(Ja, Jb, Jc) = (0.045,−0.001,−0.012) meV (red, right) located in the ordered regime. The gray
lines indicate the convergence by displaying the sixth (fifths) order NLCE calculation for the
red (yellow) curves. Note that the proposed AIAO parameters for Ce2Sn2O7 lay within a sign-
problem free regime, which allows comparison with QMC simulations performed by Benedikt
Placke.

In contrast, Ce2Sn2O7 reveals an isolated minimum located in the AIAO phase in close prox-

imity to a U(1)0 QSL. The optimal exchange constants are (Ja, Jb, Jc) = (0.045,−0.001,−0.012) meV.

The curve for Ce2Sn2O7 is shifted to lower temperatures indicating smaller exchange parame-

ters. The approximation for Ce2Sn2O7 fully recovers the peak of the specific heat, which is also

the limit of convergence. Note that the systematic error from the uncertainty of the sample

mass introduces an additional fitting parameter, εC = −1 for the best dataset. The proposed

parameter set is located in the sign-problem free AIAO phase, which enables QMC simulations

to provide further insights into the low-temperature limit. Crucially, an ordered ground state

induces a phase transition accompanied by a sharp peak in the heat capacity. However, neither

Ce2Zr2O7 nor Ce2Sn2O7 indicates any sign of a possible ordering transition within the limits

of the experiments. Extensive QMC simulations, performed by Benedikt Placke, around the

optimal parameter determined by NLCE reveal a strong sensitivity to the critical temperature

due to the proximity to the QSL phase. This suggests the existence of a phase transition below

temperatures probed by experiment.
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Magnetic susceptibility The heat capacity of both materials allows us to obtain elaborate

constraints on exchange parameters determining a U(1)0 QSL, U(1)π QSL, and an ordered AIAO

ground states. However, it is insensitive to the form of magnetic moments formed microscopi-

cally. By applying a finite external field, the temperature-dependent magnetic susceptibility is

sensitive to the magnetic moments and provides further insights into the pseudospin components.

Hence, the same procedure as for the specific heat can be applied analogously to the magnetic

susceptibility to resolve multipole order

Determining the magnetization and susceptibility is much more evolved for the pseudospin

Hamiltonian compared to Section 4.2 since eigenvalues do not refer to a fixed magnetization

sector.

Since the local magnetic dipole associated with each pseudospin is parallel to the easy axis

zi, cf. Equation 4.18, the response to the magnetic field is not uniform throughout the lattice.

Choosing a specific field direction makes the four sublattices non-equivalent. In particular, the

magnetic field is orientated in [1,1,1]-direction, yielding h ·zi = |h| for one site and h ·zi = − 1
3 |h|

for the remaining three sites in the tetrahedron. This makes it necessary to incorporate color

indices to the vertices for each arising cluster in the expansion. The number of topologically

invariant clusters increases and the number of automorphisms for each cluster decreases, making

computation more demanding. The directional dependency in spin space induces three inde-

pendent permutations (abc), (bac) and (bca) that have to be considered in the presence of an

external field:

(Jx, Jy, Jz) = {(Ja, Jb, Jc), (Jb, Ja, Jc), (Jb, Jc, Ja)} (4.26)

The magnetic moment exhibits an additional free parameter, the mixing angle θ. Different

values of θ ∈ [0, π/2) have to be computed for each permutation. This covers all non-symmetry

equivalent scenarios. The overall energy scale α is already fixed by the high-temperature tail of

the heat capacity.

While the susceptibility was previously defined as the variance of the magnetization, cf. Sec-

tion 4.2, we determine it here by the derivative of the magnetization with respect to the external

field strength. This is simpler to implement and further reflects the experimental procedure for

measuring magnetic susceptibility. The total magnetization is defined by

mDO = gzµB
∑
i

e · zi (Szi cos θ + Sxi sin θ) . (4.27)

The vector e is normalized and aligned with the field in [1, 1, 1]-direction. In the limit of small

fields like |h| = 0.01T in our case, the derivative of the magnetization is approximated by

χ = c
mDO

|h| (4.28)

with c = 9.65 emuT2/mol-Ce/meV. The susceptibility was measured at higher temperatures
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Figure 4.12: Goodness-of-fit χ2[χ] for the optimal parameters for Ce2Zr2O7: (Ja, Jb, Jc) =
(0.064, 0.062, 0.01) meV, and Ce2Sn2O7: (Ja, Jb, Jc) = (0.045,−0.001,−0.012) meV.

∼ 0.4 K than the heat capacity, and an expansion up to fourth order is sufficient as it is fully

converged for the relevant temperatures. Hence, we define the NLCE data and its error by:

χNLCE = (χNLCE,4 + χNLCE,3)/2 (4.29)

δNLCE = (χNLCE,4 − χNLCE,3)/2 (4.30)

The experimental data, χexp(T )±δunsys(T ), do not exhibit any systematic error for Ce2Zr2O7 nor

Ce2Sn2O7. Since the specific heat already fixes the overall energy scale, we consider the full

temperature range to compute the goodness-of-fit

χ2[χ] =
∑
Ti

(εχ χNLCE(Ti)− χexp(Ti))
2

ε2
χ δNLCE(Ti)2 + δunsys(Ti)2

. (4.31)

Note that χ is used for both the susceptibility and goodness-of-fit. We introduce an additional

scaling factor, εχ ∈ [0.5, 1.5], which is interpreted as an effective g-factor induced by single-ion

physics or vacancies in the sample2. The effective g-factor is obtained by g′z →
√
εχgz since

χNLCE ∝ g2
z . Similar to εC , εχ is chosen to minimize the goodness-of-fit.

For each permutation of {Ja, Jb, Jc} defined in Equation 4.26 and different mixing angles

θ ∈ [0, π/2), we determine the magnetic susceptibility according to Equation 4.28. Then we

optimize εχ ∈ [0.5, 1.5] by minimizing χ2 [χ]. Using the optimized value, we obtain the goodness-

2Note that it is possible to systematically include the vacancies within NLCE by averaging over all disorder
configurations for each cluster in the expansion [299, 3]. Simply scaling the NLCE results is a zeroth order
approximation but valid for small disorder strengths, as expected in this case.
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Compound (Jx, Jy, Jz) in meV θ εχ

Ce2Zr2O7 (0.064, 0.062, 0.010) 0π 0.85
Ce2Zr2O7 (0.062, 0.064, 0.010) 0π 0.85
Ce2Sn2O7 (0.045,−0.001,−0.012) 0.18π 0.72
Ce2Sn2O7 (−0.001,−0.012, 0.045) 0.39π 0.72

Table 4.1: Optimal exchange parameters obtained from best-fit NLCE calculation from the
specific heat and magnetic susceptibility.

of-fit according to Equation 4.31. Figure 4.12 shows the goodness for the optimal exchange

parameter set (Ja, Jb, Jc) found for Ce2Zr2O7 and Ce2Sn2O7 based on the specific heat as a

function of on the mixing angle θ. The optimal exchange parameters revealing the multipolar

character are explicitly listed in Table 4.1. For Ce2Zr2O7, two permutations [(abc) and (bca)]

display a similar behavior since the optimal parameter set is close to a XXZ-Hamiltonian.

One permutation has a dominant x component (dipolar) and the other one has a dominant y

component (octupolar). Hence, Ce2Zr2O7 is placed close to the boundary between a dipolar and

octupolar U(1)π QSL with a mixing angle of θ ≈ 0. The corresponding scaling factor εχ = 0.85

is consistent with the expected vacancies of 14% in the powder sample [245]. On the other side,

the optimal parameters of Ce2Sn2O7 exhibit two sharp minima for a finite value of θ [(abc) and

(bca)]. Both suggest a dipolar character since the y component in not dominant. The sharpness

is illustrated by the logarithmic inset. Since we do not assume any vacancies for Ce2Sn2O7, the

scaling factor εχ describing the effective g-factor is associated with single-ion physics: g2
z ∝ εχ

yields g′z ≈ 2.18. The experimental measurements of the magnetic susceptibility and the optimal

parameter sets are shown in Figure 4.13.

4.3.3 Conclusion

We find drastic differences during our analysis between both Cerium-based compounds, despite

their similar chemical structure. Indeed, the only difference is the non-magnetic transition metal.

Our analysis is based on novel neutron diffraction data at low temperatures, heat capacity,

and magnetic susceptibility measurements. The optimal parameters obtained by combining the

NLCE results from the heat capacity and the magnetic susceptibility are listed in Table 4.1.

This places Ce2Zr2O7 in a dipolar U(1)π QSL phase but very close to the boundary to an

octupolar character. In contrast, our analysis suggests an ordered dipolar AIAO ground state

for Ce2Sn2O7 in close proximity to a U(1)0 QSL. Neutron diffraction data for both materials

reveal strong similarities to the dipolar spin ice Ho2Ti2O7.

The estimated microscopic parameters for Ce2Zr2O7 reside close to a XXZ model. The

measured heat capacity down to 0.058 K does not indicate a thermodynamic anomaly, and neu-

tron data do not indicate any magnetic Bragg peaks. Both findings support the QSL scenario.

The best-fit NLCE provides a good agreement for high and intermediate temperatures up to

T > 0.4 K but fails to resolve the broad plateau as extrapolating to lower temperatures us-
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Figure 4.13: Magnetic susceptibility measurements for Ce2Zr2O7 and Ce2Sn2O7 on a powder
sample and NLCE calculation up to order four for the optimal parameter sets and their permu-
tations - Ce2Zr2O7: (0.064, 0.062, 0.01) meV, and Ce2Sn2O7: (0.045,−0.001,−0.012) meV.

ing Euler’s transform suggests a narrow peak. Furthermore, we find qualitative agreement in

the neutron diffraction data between the NLCE simulation and experiments in the SF channel.

However, NLCE does not reproduce the data in the NSF channel. The observed zone boundary

scattering in the NSF data is reminiscent of Ho2Ti2O7, which is attributed to further neighbor in-

teractions [207]. Both discrepancies, the NSF channel and the broad plateau, suggest additional

weak couplings beyond the simulated nearest-neighbor XY Z-Hamiltonian.

In contrast, Ce2Sn2O7 is placed in a dipolar AIAO-state similar to Nd2Zr2O7 [300, 301], which

is classically ordered. The proposed ferromagnetic transverse couplings enable QMC simulations

to obtain insights into the low-temperature regime and resolve the expected phase transition. The

proximity to a U(1)0 QSL induces a strong sensitivity of the transition temperature. Although we

do not have experimental evidence for a phase transition, we expect a thermodynamic anomaly

below the experimentally accessible temperatures due to the constraints made by NLCE. No-

tably, the precise location ordered phase of the estimated parameters is classically unstable but

stabilized by quantum effects. Therefore, Ce2Sn2O7 experiences a quantum order-by-disorder

mechanism as quantum fluctuations drive the classically disordered spin-ice phase into an or-

dered state. The strong similarities of Q-dependency between Ce2Sn2O7 and Ho2Ti2O7 suggest

a dipolar spin-ice regime above the AIAO-ordered state predicted by NLCE.

While the estimate for the Zr-compound is in agreement with other experiments [273] the

hydrothermally grown Sn-sample is in stark contrast to the octupolar scattering observed previ-

ously for a solid-state synthesised sample [247]. The solid-state synthesised Ce2Sn2O7 suggests

an U(1)π QSL state in the octupole sector contradicting our findings. The reported diffuse
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scattering at large momentum (|Q| > 5 Å−1) is attributed to an octupolar character [287]. In

contrast, the hydrothermally grown sample only shows scattering at small momentum peaked

around |Q| ≈ 0.5 Å−1 and diffusive scattering beyond 2 Å−1 is absent, cf. Figure 4.8b. It is

more reminiscent of dipolar spin-ice observed for Ho2Ti2O7. The incompatible conclusions raise

questions about the role of disorder and the influence of the synthesis technique: hydrothermal

versus solid-state synthesis.

Disorder in pyrochlore magnets places undoubtedly a significant role as it strongly affects the

ground-state selection. This is well known for Yb2Ti2O7 [302, 303, 304, 305, 306, 307]. These

effects are also expected in Cerium as it has two stable oxidation states: Ce3+ (magnetic) and

Ce4+ (non-magnetic). However, detailed analysis using neutron structure refinement atomic pair

distribution function (PDF) measurement does not detect any sign of oxidation or other disorder

in the hydrothermally grown samples. Resolving these contradictions calls for further studies

aiming at the effect of synthesis techniques and the role of disorder in Cerium-based pyrochlores.

Our analysis reveals similarities but also stark differences for both compounds suggesting a

strong influence of the transition metal: tin versus zirconium. Both materials are placed close

to phase boundaries which is not uncommon for pyrochlores oxides [132, 308, 309, 310, 311, 312,

292]. This opens up the possibility of stabilizing various phases by disorder or pressure. The

small value of θ ≈ 0π for Ce2Zr2O7 explains the (almost) complete absence of single-magnon

spin wave branches in elastic neutron scattering measurements at zero field and a suppressed

response to an external field. In contrast, the finite value for Ce2Sn2O7 implies a single-magnon

response in the zero and finite field case [313] and has to be investigated in future studies. The

consequences of disorder and the impact of next-nearest-neighbor interactions, as observed for

Ho2Ti2O7 [207], have to be investigated further to arrive at a definite understanding of Cerium-

based pyrochlore magnets. Also, the experiments and the numerical methods were performed at

finite temperatures raising the question of how reliable the ground state can be predicted. To the

extent that further interaction, disorder and finite-temperature effects do not affect the ground-

state selection, our analysis provides substantial constraints for possible exchange parameters.

Despite the uncertainties, it can be safely stated that the wealth of exotic phenomena associated

with dipolar-octupolar pyrochlores [217, 239] is present for Cerium-based compounds.

Both projects demonstrate the applicability of NLCE and call for its broader use in the

quantitative modeling of quantum magnets. While the ground state is known for ferromag-

netic transverse couplings, its nature for antiferromagnetic transverse couplings, like predicted

for Ce2Zr2O7 , is largely explored using uncontrolled methods, cf. Figure 4.7, making reliable

predictions impossible. Approaches aiming at the zero temperature limit of the fully frustrated

pyrochlore Heisenberg antiferromagnet are presented in the following chapter.

Note that the optimal parameters for Ce2Zr2O7 slights differ from the publication [3] due to

additional computations. Benedikt Placke conducted the MC simulations, and Dr. Owen Benton

computed the structure factor. Experiments were led by Evan Smith and Dr. Danielle Yahne.
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... AND ZERO TEMPERATURE

The ground state of the quantum pyrochlore Heisenberg antiferromagnet is even less accessible

than its thermodynamics. Despite tremendous efforts during the past decades, remarkably little

definite is known about the fully frustrated regime beyond the perturbative description of QSI.

The absence of controlled and unbiased methods yields a zoo of possible ground-state candidates,

including various QSLs [221, 222, 168, 223, 242, 169, 224, 185, 135] as well as several sometimes

quiet exotically ordered states [225, 314, 226, 227, 228, 229, 231, 232, 233, 183, 315, 185, 135,

234, 2, 95, 4, 6].

This chapter focuses on the most frustrated and least accessible point in the phase space: the

isotropic Heisenberg model. Approaching the model from the finite temperature in Section 4.2

reveals a large residual entropy far below the Schottky anomaly within the limit of convergence,

making the exotic phenomena associated with frustration in three dimensions possible.

Motivated by the great success on the kagomé lattice [316, 317, 318, 319, 320], the first section

presents extensive and controlled DMRG calculations that provide a reliable estimate of the

ground-state energy for the first time. Strikingly, the calculation detects a robust spontaneous

inversion symmetry breaking expressed by an energy difference on the tetrahedral sublattice,

which is stable across finite clusters up to 128 sites – unprecedented in three dimensions [2]. The

second section is in a spirit similar to the first section as the applied methodology is analogous

but considers the magnetization process in an external magnetic field. Again, DMRG detects a

stable 1/2-magnetization plateau breaking the rotational symmetry of the model [4]. The last

section is conceptually the most interesting as it introduces a family of valence-bond crystals –

exponentially numerous in linear system size – taking the form of hard-hexagon coverings. Besides

a competitive ground-state energy, which is valid in the thermodynamic limit, the hard-hexagon

crystals suggest a change in perspective on frustrated quantum magnets [6]. The discoveries

presented in this chapter suggest a transition into a symmetry-broken state at low temperatures,

thereby contradicting the prominent spin-liquid assumption.

97
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5.1 Possible inversion symmetry breaking

Possible Inversion Symmetry Breaking in the S = 1/2 Pyrochlore Heisenberg

Magnet

Phys. Rev. Lett. 126, 117204 (2021)

I. Hagymási, R. Schäfer, R. Moessner, and D. J. Luitz

Despite the great success of DMRG in the two-dimensional kagomé Heisenberg antiferromag-

net [316, 317, 318, 319, 320], we still lack comparable advances in three dimensions. While

highly optimized ED methods are limited to roughly 48 sites [107] corresponding to 2 × 2 × 3

unit cells in the three-dimensional pyrochlore, we demonstrate that extensive DMRG calcula-

tions are capable of providing reliable insights into clusters with up to 128 sites with full periodic

boundary conditions. In agreement with earlier perturbative treatments [225], our results re-

veal a spontaneous inversion symmetry breaking contradicting the spin liquids assumption at

zero temperature. The observed energy density difference on the tetrahedral sublattice reflects

the inability of two corner-sharing tetrahedra to host singlet states simultaneously. A careful

finite-size scaling allows for a precise estimate of the ground-state energy: E0/N = −0.490(6) J .

This is supported by a complementary extrapolation of the NLCE data from Section 4.2 to zero

temperature, which rules out several estimates from the literature [226, 183, 315, 261].

5.1.1 Model and Methods

As illustrated in the previous chapters, frustrated three-dimensional models provide a fertile

ground for exotic physics but are hardly accessible to numerical methods. We are interested

in the zero-temperature properties of the isotropic antiferromagnetic Heisenberg model on the

pyrochlore lattice as studied in Section 4.2

H = J
∑
ij

Si · Sj . (5.1)

The sign-problem and the limitation of ED require the use of approximate methods like DMRG,

which has become the method of choice to study strongly correlated systems in one dimension [83,

84, 321, 86, 87]. Extensive research made the application to two-dimensional systems such as

the kagomé lattice possible and revealed the great capabilities of this method [316, 317, 318,

319, 94, 320]. By extending the originally one-dimensional technique to the three-dimensional

pyrochlore, we demonstrate the recent advances in computational physics by studying clusters

up to 128 sites with periodic boundary conditions. We obtain reliable results for clusters with

N = 32, 48, 64, 108, 128 sites (defined in Table 5.1) far beyond the reach of ED, which only

considered 36 sites in the pyrochlore [322]. The clusters exhibit either full cubic or an increased

or reduced set of point group symmetries compared to the full pyrochlore lattice. As in two

dimensions, the system is linearized by a one-dimensional “snake” path introducing long-range

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.126.117204


5.1. POSSIBLE INVERSION SYMMETRY BREAKING 99

cluster v1 v2 v3 length
32 2a1 2a2 2a3 4
48a ( 3

2 ,
1
2 , 0)T (0, 1, 1)T (0, 1,−1)T 4

48b ( 3
2 ,

1
2 , 0)T (0, 1

2 ,
3
2 )T (0, 1,−1)T 4

48c ( 3
2 , 1,

1
2 )T (0, 1,−1)T (1,−1, 0)T 4

48d (1, 1, 1)T (1, 0,−1)T (1,−1, 0)T 4
64 (1, 1, 1)T (1, 1,−1)T (−1, 1, 1)T 6
108 3a1 3a2 3a3 6
128 (2, 0, 0)T (0, 2, 0)T (0, 0, 2)T 8

Table 5.1: Vectors v1, v2, and v3 framing the eight clusters considered in Section 5.1 and
Section 5.2. The last column describes the minimal length of non-physical resonance loops
induced by periodic boundaries. The clusters of sizes 32 and 108 respect all lattice symmetries.
The lattice vectors are defined in the caption of Figure 3.1.

interactions. The growing entanglement, induced by this one-dimensional topology, is captured

by an increasing bond dimension χ. The calculation exploits the SU(2)-invariance and contains

up to χmax = 20 000 SU(2)-symmetric states [323, 324, 325, 326] roughly equivalent to 80 000

U(1) states. The convergence is improved by minimizing the bandwidth of the connectivity

matrix [85, 327, 1]. If possible1, the final energy is obtained by extrapolating the two-site

variance for each cluster [328]. Besides precisely determining the ground-state energy, we further

calculate the spin structure factor and excitations.

5.1.2 Results

Enlarging the variational manifold by systemically increasing the bond dimension allows for a

controlled estimate of the ground-state energy. Hence, pushing the DMRG simulation to a high

bond dimension makes a controlled calculation on the pyrochlore in three dimensions possible.

The final ground-state energy in the thermodynamic limit is obtained by extrapolating the two-

site variance for a specific cluster and extrapolating the cluster sizes. The extrapolated ground-

state energies and excitations (if accessible) for all eight clusters are listed in Table 5.2. Their

extrapolation to the thermodynamic limit is shown Figure 5.1a. The ground-state energy strongly

depends on the cluster size and its geometry indicated by a monotonic growth, which is attributed

to pronounced finite-size effects. Even by pushing state-of-the-art numerics to N > 100 sites, the

linear dimension only scales by N1/3, inducing competing non-physical resonance loops through

the periodic boundaries. In the bulk, the low-energy physics is determined by hexagonal loops.

However, only the largest cluster considered here, N = 128, does not incorporate competing non-

physical loops of size six from periodic boundaries, cf. Table 5.1. Hence, smaller clusters exhibit

lower energies due to these resonance loops, which were particularly influential for clusters of

size N . 48. The finite-size scaling 1/N suggests a quadratic fit to obtain the thermodynamic

1Two-site DMRG was used for χ ≤ 2000 and one-site DMRG for larger bond dimensions. For N = 108, we
fall back to two-site DMRG for larger χ, and the extrapolation is based on the truncation error.
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(a) Extrapolated ground-state energy. (b) Real-space correlation, N = 128.

Figure 5.1: (a) Finite-size scaling of the extrapolated ground-state energies for different cluster
sizes and geometries (J = 1). The DMRG results for periodic clusters are extrapolated to infinite
bond dimension using a quadratic polynomial. Converged NLCE results from a tetrahedron-
based expansion up to order eight (Tconv & 0.25) define an upper bound ruling out energies
above Ebound = −0.471 (blue line). Extrapolating the NLCE results to zero temperature yields
an estimate for the ground-state energy, ENLCE = −0.495 ± 0.01, (black line). The confidence
interval is shown in gray. The results are compared to different literature results: Burnell et
al. −0.4473 [315], Müller et al. −0.4509 [261], Isoda and Mori −0.4578 [226], Kim and Han
−0.459 [183], Astrakhantsev et al. −0.477 [234], Harris et al. −0.487 [225, 229], Derzhko et
al. −0.52 [272], Canals and Lacroix −0.56 [222], Sobral and Lacroix −0.572 [314]. The plot
in the upper right corner highlights the tetrahedral sublattice. (b) Real-space spin correlation
of the ground state for N = 128 truncated to a cubic cluster. The thickness of the red bonds
corresponds to their magnitude. The black lines indicate negligible correlations.

limit 1/N → 0. Gaussian resembling based on the DMRG error bars allows for estimating the

confidence interval2 E0/N = (−0.4898± 0.0057) J .

The excitation analysis, only possible for N ≤ 48, suggests a finite triplet gap while the singlet

gap is one order of magnitude smaller and potentially unstable. The reduced lattice symmetries

for the clusters with N = 48 and strong finite-size effects induced by the periodic resonance loops

do not allow a sophisticated analysis. However, the scenario of a finite triplet gap is compatible

with predictions in Ref. [227, 231, 234, 6].

The finite-temperature NLCE data from Section 4.2 provides a complementary approach. The

tetrahedron-based expansion up to the eighth order does not allow direct insight into the zero-

temperature regime but provides unbiased results for the thermodynamic limit at finite temper-

ature Tconv & 0.25 J . This already admits an educated guess using a quadratic extrapolation to

zero temperature and defines an upper bound for the ground-state energy as it is a monotonically

decreasing function with temperature. The extrapolated energy, ENLCE = (−0.495±0.01) J , lies

within the error bars of the DMRG calculations. Importantly, the converged data at T ≈ 0.25 J

2The fit only includes cluster 48d, as it is most consistent.
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Cluster GS energy Singlet gap Triplet gap
32 −0.5168 0.0318 0.6872
48a −0.5161 0.2166(4) 0.6709(4)
48b −0.5077 0.027(2) 0.554(2)
48c −0.5060(1) 0.053(7) 0.42(2)
48d −0.5040(5) 0.06(3) 0.36(3)
64 −0.4972(25) — —
108 −0.4935(50) — —
128 −0.4928(10) — —

Table 5.2: Extrapolated ground-state energy, singlet, and triplet excitations for different clusters
with periodic boundary conditions.

defines an unbiased upper bound, Ebound = −0.471 J , and thereby rules out several predictions

from the literature [226, 183, 315, 261]. The energy per site up to order eight in the tetrahedron-

based expansion, including non-trivial hexagonal and octagonal loops, is shown in Figure 5.2a.

Besides the precise determination of the ground-state energy, we present strong numerical

evidence for a spontaneous inversion symmetry breaking. Carefully evaluating the real-space

correlations reveals a breathing instability reflected as an energy density difference between

both tetrahedral sublattices shown in Figure 5.1b. One tetrahedral sublattice (A-type) of the

tetrahedron exhibits two strongly anticorrelated dimers on opposite edges, while the other (B-

type) exhibits weak uniform correlations. The two strong bonds exhibit a correlation strength

of ∼ −0.53 J ; they are only weakly coupled with another ∼ −0.01 J . The uniformly correlated

B-type tetrahedra have a correlation of ∼ −0.15 J . The values are obtained from the best

variational wavefunction of the N = 128 cluster. The precise pattern depends on the cluster size,

its geometry, and the chosen snake path. The cleanest pattern (and best convergence for the

larger clusters) is found for the largest cluster. We attribute this to the absence of competing

non-physical resonance loops across the periodic boundaries, as they are of size eight in this case.

Smaller clusters host periodic loops with even smaller circumferences than the bulk (hexagon of

length six).

It is well known that DMRG has biases towards low entanglement and ordered states and

is influenced by the one-dimensional topology of the snake path. Therefore, we carried out

a careful analysis to prove that the symmetry broken state is intrinsic and not an artifact of

the path and the finite bond dimension. Similar to a pinning field, a breathing anisotropy

is applied to enhance the couplings on one sublattice and reduce the couplings on the other:

J → J ± ε. The selection process between both broken states associated with the spontaneous

symmetry breaking is illustrated in Figure 5.2b and is be controlled by ε → −ε. The order

parameter corresponding to the inversion symmetry is the squared total spin on one tetrahedral

sublattice, which essentially encodes the tetrahedral energy density, cf. Equation 4.17. An

extrapolation of the order parameter for the 64-cluster yields (
∑
i∈A-type Si)

2 = 1.211 ± 0.068

and (
∑
i∈B-type Si)

2 = 0.819± 0.037.
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Figure 5.2: (a) Converged NLCE results (tetrahedron expansion, eighth order) defining an upper
bound, ENLCE = −0.471 J , and allow the extrapolation to zero temperature via a quadratic fit:
Eextra = (−0.495 ± 0.01) J . (b) Order parameter to detect spontaneous inversion symmetry
breaking in the pyrochlore. We show the extrapolated energy density on the A- and B-type
tetrahedra separately in the presence of a symmetry-breaking pining filed: H = (1−ε)HA +(1+
ε)HB. The left (right) panel shows data for the cluster with N = 64 (N = 108).

Symmetry-breaking manifests itself in the spin structure factor:

S(Q) =
4

3N

∑
ij

〈Ψ0 |Si · Sj |Ψ0 〉 cos [Q · (Ri −Rj)] (5.2)

It is evaluated for different lattice sizes, N = 32, 64, 108, 128, in Figure 5.3. In principle, it is

accessible in neutron experiments as done in Section 4.3 – if a pyrochlore S=1/2 Heisenberg

material would be available in nature. The upper/lower panels refer to the (H,H,L)/(H,L, 0)

scattering profile. Figure 4.5 shows both scattering planes at finite temperature for a cluster with

48 sites and reveals both similarities and discrepancies. Bowties, a hallmark for pyrochlores [225,

221, 160, 261, 254, 277], are well recognizable. The different structure of 64 site cluster is

attributed to its reduced symmetry. The larger clusters exhibit a drastic change compared to

smaller clusters in the (H,L, 0) plane, reflecting the broken symmetry.

5.1.3 Conclusion

The three-dimensionality and its frustration make the pyrochlore antiferromagnet inaccessible

for most approaches and only little definite is known despite decades of intense research. Ex-

tensive SU(2)-DMRG calculations make it possible to obtain reliable results for clusters up to

128 sites, which do not exhibit competing hexagonal winding loops induced by the periodic-

ity. We extended the great achievement of DMRG in the two dimensions to this long-standing

problem and demonstrated the applicability of DMRG to strongly correlated problems in three

dimensions. Although two approximations are used to derive the final ground-state energy, ex-

trapolation to infinite bond dimension and extrapolation to the thermodynamic limit, the careful
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Figure 5.3: Spin structure factor in (H,H,L) and (H,L, 0) plane for N = 32, 64, 108, 128 sites
using χ = 20 000, 16 000, 16 000, 12 000, respectively.

analysis provides a precise estimate firmly ruling out several theoretical proposals. Besides the

estimate, previously unavailable cf. Figure 5.1a, strong evidence for a broken inversion symme-

try in the ground state of the S = 1/2 pyrochlore Heisenberg antiferromagnet is presented. The

symmetry-broken state violates the QSL assumption at zero temperature; hence, the findings

suggest a transition from a finite-temperature liquid regime into an ordered state. The derived

DMRG estimate in the thermodynamic limit is consistent with extrapolated NLCE data to zero

temperature within error bars, which additionally provides an upper bound on the ground-state

energy.

The strong dimer correlations observed in the A-type tetrahedra are reminiscent of the sin-

glet ground states on a tetrahedron which motivates several perturbative approaches. Notably,

our ground-state energy agrees well with the perturbative pioneering result by Harris, Berlinsky,

and Bruder from three decades ago [225]. The idea, also studied by others [226, 221, 227, 228],

naturally discards the lattice inversion by reducing all bond strengths on one tetrahedral sublat-

tice, the B-type, similarly to a breathing anisotropy denoted by λ. The limit λ = 0 yields fully

uncoupled and isolated tetrahedra exhibiting two degenerated singlet ground states. A finite

perturbation, λ > 0 on the B-type bonds, is examined by an effective Hamiltonian defined on

the degenerate subspace. The resulting effective Hamiltonian is diagonal up to third order, which

is solved by a mean-field approach yielding E0/N = −0.487 J [225]. The proposed dimer cov-

ering [225, 227] is consistent with the observed correlation pattern in Figure 5.1b. Hence, their

first pioneering approach might be closer to the solution to this long-standing and much-studied

problem than expected during the last decades. The dimerization tendencies was observed nu-

merically by other methods afterwards [234, 329].

Dr. Imre Hagymási performed the DMRG calculation.
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5.2 Magnetization process and ordering

Magnetization process and ordering of the S = 1/2 pyrochlore Heisenberg

antiferromagnet in a magnetic field

Phys. Rev. B 106, L060411 (2022)

I. Hagymási, R. Schäfer, R. Moessner, and D. J. Luitz

Frustrated magnets exposed to an external magnetic field are similarly inaccessible but also ex-

perience the same wealth of exotic and conventional magnetic phases of matter [330]. Due to

the computational complexity, the magnetization process is largely unexplored in the pyrochlore

S = 1/2 Heisenberg antiferromagnet. Extending the methodology applied in the last section al-

lows sophisticated insights into its magnetic properties at zero temperature. Targeting individual

magnetization sectors using large-scale DMRG reveals a pronounced half-magnetization plateau

that breaks the lattice’s rotational symmetry. Continuing the careful analysis of the bond dimen-

sion and different clusters provides strong evidence that the corresponding magnetization plateau

is stable in a finite range of magnetic field strengths in the thermodynamic limit. An analogous

state, known as kagomé ice [331, 332, 333], is known in spin ice, where the symmetry-breaking is

not spontaneous, suggesting a responsible quantum order-by-disorder mechanism in the Heisen-

berg case. The magnetization jump at the saturation field is consistent with a magnon crystal

description equivalent to the kagomé lattice but potentially unstable in the thermodynamic limit.

Magnetic properties such as magnon crystals and magnetization plateaus are frequently studied

in frustrated magnets [334, 335, 336, 337, 338, 339, 340, 341, 342, 343, 344, 345, 346, 111, 347].

5.2.1 Model and Methods

Particularly little is known about the magnetization process of pyrochlore [348, 337, 349, 350,

330, 351, 347]. Its two-dimensional relative, the kagomé Heisenberg antiferromagnet, is far more

accessible by ED and MPS methods allowing detailed insights into the magnetic properties [334,

336, 338, 341, 343, 342, 344, 345, 352, 353, 111, 346]. The applied methodology is similar to

Section 5.1 but additionally includes an external field in [001] direction:

H = J
∑
ij

Si · Sj − h
∑
i

Szi . (5.3)

The XXZ-Hamiltonian conserves the total magnetization, Sztot =
∑
i S

z
i , such that each sym-

metry sector corresponds to a fixed magnetization eigenvalue mz = −N/2, . . . , N/2 − 1, N/2.

Using SU(2) and U(1) DMRG we determine the ground-state energies for all clusters defined

in Table 5.1 for different magnetization sectors mz. As done in Section 4.2, the ground-state

energies E0
m(h = 0) are determined in each sector for h = 0 and a finite field is included via:

E0
m(h) = E0

m(0)− hm.

https://journals.aps.org/prb/abstract/10.1103/PhysRevB.106.L060411
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Figure 5.4: (a) Magnetization curve for different cluster sizes and geometries at zero tempera-
ture. Full magnetization curves are only accessible for smaller clusters. (b) Extrapolation to the
thermodynamic limit using a linear fit in 1/N for different magnetization plateaus. We addition-
ally include a periodic cluster with N = 16 sites.

While the ground state in the zero-field case is spin singlet with zero magnetization, the

magnetization of the ground state monotonically increases with increasing field strength. This

happens precisely when energies of two adjacent sectors agree for a critical value of h. The jump

from sector m to m′ occurs at

E0
m − hm = E0

m′ − hm′ ⇒ h =
E0
m − E0

m′

m−m′ . (5.4)

Note that multiple transitions can occur simultaneously, inducing a larger jump in the mag-

netization of the ground state. The final ground-state energy is obtained by extrapolating the

truncated error or variance [323, 87, 324, 325, 326, 328].

5.2.2 Results

A robust gap of adjacent magnetization sectors in the thermodynamic limit yields a stable

magnetization plateau whose width is proportional to the gap size, cf. Equation 5.4. In contrast,

the absence of a gap in the thermodynamic limit induces a smooth and continuous increase of

the magnetization in the sample. This leads to the characteristic magnetization curve shown in

Figure 5.4a for the pyrochlore antiferromagnet evaluated for various clusters sizes and geometries.

The ground state is fully polarized, mz/msat = 1, for sufficiently large fields. The saturation

field marks the jump to the fully polarized state, hsat = 4 J .

Equivalently to the kagomé lattice [335, 330], the ground state in high magnetic fields is

described by a magnon crystal responsible for the saturation jump. This is one of the rare cases

where analytic solutions for an interacting quantum many-body system can be constructed. A

single magnon contains one magnetic excitation and reduces the energy by 4 J compared to the

fully polarized state. Magnons are localized on non-overlapping and non-neighboring hexagons,
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meaning that at least one site separates adjacent magnon excitations. Therefore, magnons are

energetically favored over the ferromagnetic state for field strengths below hsat = 4 J . The densest

packing of non-overlapping magnons requires three unit cells (12 sites) which can be placed

on parallel kagomé planes. Each localized magnon exhibit one magnet excitation (compared

to the fully polarized state) yielding the mz/msat = (11 − 1)/12 = 5/6 plateau. While the

predicted saturation field is consistent with Figure 5.4a, only a few clusters are commensurable

(e.g. N = 108) with the densest magnon tiling. The resulting 5/6-plateau is very slim and

potentially unstable in the thermodynamic limit.

The influence of periodic winding loops is even more severe than in the non-magnetic case,

as they allow extremely dense magnon packings in smaller clusters. The circumferences of these

non-physical magnons living on periodic winding loops can be smaller than six (e.g. four). Hence,

they are not representative in the thermodynamic limit, and induce an artificial 3/4-plateau for

clusters of size 32 or 48.

Besides the saturation jump at hsat/J = 4, the m/msat = 1/2-plateau seems to be stable

across all cluster sizes. Other features strongly depend on the specific cluster and are likely

to be unstable in the thermodynamic limit. We analyze the stability of various plateaus by

extrapolating their width using a linear fit in 1/N as visualized in Figure 5.4b. Except for

mz/msat = 1/2, It indicates the instability of all plateaus as their width goes to zero for N →∞.

Indeed, it provides evidence (red lines) for a robust 1/2-plateau in the thermodynamic limit

located within h
1/2
− ≤ h ≤ h1/2

+ with h
1/2
− = 2.16 J and h

1/2
+ = 2.48 J .

The triplet gap in the thermodynamic limit determines the zero-magnetization plateau. Ob-

taining a reliable estimate for the gap (and therefore its width) is not possible as it varies

non-monotonically with cluster size. However, the predicted triplet gap of the 64-sites cluster,

∼ 0.42 J , is consistent with variational MC simulations predicting a gap of ∼ 0.40 J in the ther-

modynamic limit [234]. Both estimates are further consistent with a recent estimate [6] on the

ruby lattice ∼ 0.36 J ; the connection between the pyrochlore and the ruby lattice is discussed in

the following section. The finite gap suggests a stable non-magnetic plateau for small but finite

field strengths.

We further investigate the structure of the 1/2-magnetization plateau. While the ground state

of smaller clusters like N = 32 exhibit a uniform magnetization, 〈Ψ0 |Szi |Ψ0 〉 = 0.25, larger

clusters develop a distinct magnetic order. It reveals a 3 : 1 spin polarization ratio restricted

to alternating kagomé and triangular (not connected) planes as visualized in Figure 5.5a. The

pattern breaks the rotational symmetry of the lattice. The alternating layers can be orientated

in four directions, each corresponding to a single spin of the tetrahedral unit cell, which forms

the intermediate triangular layer. Therefore, each tetrahedral unit cell contributes three spins

to the triangular unit cell in the kagomé layer and the remaining apex spin participates in the

intermediate triangular layer. Due to the absence of competing winding loops, the cleanest

pattern was obtained for the 128-sites cluster yielding an average magnetization on the polarized

kagomé planes of 0.43 and −0.28 on the anti-polarized triangular planes. Smaller clusters exhibit
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Figure 5.5: (a) Real-space magnetization for the N = 128 cluster truncated to a cubic cell.
The radius of the balls is proportional to the on-site magnetization, 〈Ψ0 |Szi |Ψ0 〉. The color
corresponds to the sign. The gray triangles highlight the alternating kagomé planes. (b) Spin
structure factor in (H,H,L) and (H,L, 0) plane.

defects in the form of non-magnetic chains passing through the planes, which are attributed to

non-physical resonance loops induced by periodic boundaries.

The symmetry breaking of the plateau state is different from the previously found in Sec-

tion 5.1. Unlike the zero-field case, where the inversion symmetry, encoded via energy difference

on the tetrahedral sublattice, is broken, the plateau state is invariant under inversion. It breaks

the rotational symmetry where the rotational axis is not perpendicular to the planes. The bro-

ken symmetry is further encoded in the spin structure factor, cf. Equation 5.2, in Figure 5.5b.

Similar to the zero-field case, the symmetries for smaller clusters appear intact.

5.2.3 Conclusion

For the pyrochlore magnet, one of the central questions – in zero and non-zero fields – is the exis-

tence of a spin liquid and its competition with possible (sometimes quite exotic) ordered phases.

Like the zero-field case, the pyrochlore Heisenberg antiferromagnet in a field is equally inacces-

sible but exhibits similar phenomena associated with frustrated magnets. We provide evidence

for a robust half-magnetization plateau that is stable in the thermodynamic limit and breaks the

lattice rotation. The observed 3 : 1 ratio of oppositely polarized spins is not surprising as it is the

only way to obtain a half-magnetized tetrahedron for Ising spins. However, the formation of the

specific pattern expressed via alternating kagomé and triangular planes is surprising, taking into

account the exponentially many possible 3 : 1 configurations. Mapping the tetrahedral sublattice

to a diamond lattice allows the identification of valid configurations by a hard dimer covering

where a dimer is associated with a negatively polarized spin shared among two tetrahedra. This
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yields a residual entropy of S ≈ 0.13kB [202, 354, 355]. Order-by-disorder drives the selec-

tion process towards specific configurations over others through fluctuations [24, 356, 357, 158].

Selecting the layered structure is reminiscent of a quantum order-by-disorder mechanism.

The observed plateau state is similar to kagomé ice, but its origin is different. As the layered

structure in the quantum case arises spontaneously selected from an exponentially large config-

uration space, kagomé ice is encoded in the Hamiltonian. Spin-orbit coupling is responsible for

an Ising anisotropy in pyrochlore materials, cf. Section 3.3 or Section 4.3. The local easy-axis

transforms the uniform magnetic field into a staggered Zeeman term acting differently on the

tetrahedral sublattice [196], cf. Equation 4.18. This naturally polarized the triangular planes

more than the kagomé plane. Therefore, the symmetry breaking is explicitly induced by the

Hamiltonian and not spontaneously as in the quantum case.

While an isotropic spin-1/2 Heisenberg material is still lacking today, (approximate) real-

izations of higher spin models NaCaNi2F7 [254] (S = 1) and CdCr2O4 [358] (S = 3/2) are

available. The latter one exhibits a stable half-magnetization plateau. Therefore, putting the

obtained field values into an experimental context is interesting. The closest realization of this

model is the spin-1 Heisenberg compound NaCaNi2F7 which exhibits exchange parameters of the

order J ≈ 3.2 meV. Assuming similar values and the g-factor gz ≈ 2 for the spin-1/2 case yields

a saturation field around Bsat ≈ 110 T and the 1/2-plateau is expected for B ≈ 68 T. These field

strengths are accessible in pulsed field experiments.

Ref. [349] proposed a specific ground state for the S = 3/2 model. Performing a careful

DMRG analysis shows that the R-state has higher energy than the best variational wavefunction

directly obtained from DMRG (∼ 0.05 J). Note that a pinning field at low bond dimensions

compatible with the observed ordered 1/2-plateau state improves the convergence and yields

lower energies.

This work demonstrated that the wealth of mechanisms occurring in frustrated magnets, such

as quantum order-by-disorder, are present in the case of magnetic fields. Studying the magne-

tization process is equally demanding but hosts equally exotic phases. On the methodological

side, the remarkable development of MPS techniques is capable of targeting sectors of finite

magnetization, paving the way for further studies.

Dr. Imre Hagymási performed the DMRG calculation.
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5.3 Hard-hexagon crystal

Abundance of hard-hexagon crystals in the quantum pyrochlore antiferromagnet

10.48550/ARXIV.2210.07235 (2022)

R. Schäfer, B. Placke, O. Benton, and R. Moessner

We continue our endeavor to understand the zero-temperature limit of the pyrochlore Heisenberg

antiferromagnet but take a different route than in the previous two sections. Indeed, instead of

targeting clusters of finite size, we propose a family of valence-bond crystals in the form of hard

hexagons as potential ground states. The ensemble emerges from resonating valence-bond rings

localized on hard (non-overlapping) hexagons breaking rotation, inversion, and translation sym-

metries spontaneously. Strikingly, the pyrochlore lattice hosts exponentially many hard-hexagon

coverings, demonstrating the abundance of competing low-energy states. A suitable dressing

based on a variational wavefunction provides an exact energy estimate in the thermodynamic

limit, not suffering from winding loops induced by periodic boundaries of finite clusters. The

proposed energy competes, within error bars, with the best numerical estimates from Section 5.1

and, therefore, the hard-hexagon crystals qualify as potential ground states. Besides the compet-

itive energy, several arguments regarding its stability, including a detailed analysis of excitations,

are presented. The broad applicability of the valence-bond state extends beyond the S = 1/2

pyrochlore lattice, as equivalent descriptions apply to higher spin models and other frustrated

lattices. The previously overlooked family of low-energy states suggests a change in perspective

on such frustrated quantum magnets, in which unfrustrated motifs – the resonating valence-bond

rings – are effectively uncoupled by the frustration.

5.3.1 Model and Methods

The family of valence-bond crystals in the S = 1/2 pyrochlore is constructed from a non-

overlapping hexagon covering [359, 230, 360, 361] as visualized in Figure 5.6a. The essential

ingredients yielding its stability and low energy are found in a broader class of models such

as the two-dimensional checkerboard and ruby lattices shown in Figure 5.6b and Figure 5.6c.

All lattices allow a decomposition into non-overlapping unfrustrated motifs exhibiting a robust

finite-size gap. A quartet of bonds from the tetrahedron shared between two adjacent motifs

systematically couples two pairs of neighboring spins. In the valence-bond crystal, these pairs

are strongly antiferromagnetically correlated such that the quartet of bonds is doubly frustrated.

From this moment forth, we focus on the pyrochlore S = 1/2 Heisenberg antiferromagnet and

its hexagon decomposition. However, the arguments apply analogously to the other models. For

a given hard-hexagon tiling, the nearest-neighbor Heisenberg model on the pyrochlore is divided

https://arxiv.org/abs/2210.07235
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Figure 5.6: Unfrustrated motifs (hexagons and squares) in different frustrated lattices coupled
via doubly frustrated bonds. (a) One hard-hexagon decomposition [230] of the three-dimensional
pyrochlore lattice with 2 × 2 × 2 unit cells with 48 sites each. The number of coverings is
exponential in linear system size. (b) Ruby lattice with additional frustrated couplings hosting
only a unique hard-hexagon tiling. The plaquette state does not break any lattice symmetry. (c)
Checkerboard lattice highlighting one of two possible unfrustrated square decompositions. (d)
Illustration of doubly frustrated bonds that effectively decouple the plaquettes p and p′.

into links forming hard hexagons, H0, and links connecting two adjacent hexagons, V :

H = H0 + V = J
∑
〈i,j〉∈7

Si · Sj + J
∑
〈i,j〉/∈7

Si · Sj (5.5)

5.3.2 Results

The stability and low energy of the state are based on multiple ingredients: (i) The pyrochlore

lattice enables the possibility for a complete and non-overlapping tiling of unfrustrated motifs

– the hard hexagons. The unfrustrated hexagons alone display a relatively low energy E0/N ≈
−0.47 J already comparable to the estimates from Section 5.1. Besides its low energy, loops

of even length exhibit a robust finite-size gap (∼ 0.69 J in the hexagonal case) making them

presumable stable towards local excitation. (ii) Couplings between two unfrustrated motifs

are mediated by a quartet of bonds contributed from the tetrahedron shared between them.

Linking two pairs of strongly antiferromagnetically ordered spins systematically makes them

doubly frustrated as illustrated in Figure 5.6d. In that way, frustration effectively uncouples

the unfrustrated motifs. (iii) One possibility to destabilize a valence-bond crystal is through

the kinetic energy of local excitations. However, a detailed analysis based on a multiboson
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Figure 5.7: (a) Energy per site at finite temperature obtained by NLCE for the pyrochlore
Heisenberg S = 1/2 antiferromagnet (J = 1). The energy of the tetrahedron-based expansion
up to the eighth order from Section 4.2 is shown in blue. Orange curves are obtained from
a hexagon-based expansion. (b) Comparison between different estimates of the ground-state
energy per site: isolated hexagons (ground state of H0), upper bound obtained by the converged
tetrahedron expansion [1], Astrakhantsev et al. [234], Harris et al. [225], dressed hexagon state
Eα/N [Equation 5.7], Hagymási et al. from Section 5.1 [2], and the NLCE hexagon expansion
at the second order for T = 0. Estimates above the variational energy can be ruled out.

description suggests a suppressed kinetic energy of local defects in the valence-bond background.

(iv) Hard-hexagon tilings are exponentially numerous in linear system size. However, despite

their large number, different hard-hexagon decompositions in the pyrochlore are not connected

by any finite order in perturbation theory.

Hard-hexagon state Taking into account the large finite-size gap, the low energy of isolated

hexagons, and the suppressed coupling through the doubly frustrated bonds suggest a particular

simple valence-bond crystal localized on the hexagons. This motivates the construction of a

variational ansatz, minimizing the energy describing a weak dressing of isolated hexagon. Hence,

the starting point for our variational wavefunction is simply the ground state of H0, which is

composed of non-magnetic ground states on all hexagons |s0〉p – a simple product state:

|Ψ0〉 =
⊗
p

|s0〉p. (5.6)

In order to minimize the energy further, correlations between the hexagons have to be introduced,

as bonds on the hexagons already minimize their energy. A straightforward – but very successful

– approach to achieve this is to evolve the initial state in imaginary time restricted on the
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model NLCE2 DMRG Eα0
(α0)

pyrochlore, S = 1/2 -0.4917 -0.4898 -0.4895 (0.3932)
ruby, S = 1/2 -0.4917 -0.4883 -0.4895 (0.3935)
checkerboard, S = 1/2 -0.5139 -0.5136 -0.5134 (0.3053)
pyrochlore, S = 1 -1.4890 -1.5200 -1.4897 (0.2420)
ruby, S = 1 -1.4890 -1.4819 -1.4898 (0.2431)
checkerboard, S = 1 -1.5332 -1.5316 -1.5341 (0.1970)

Table 5.3: Comparison of ground-state energies (J = 1) obtained for various models. It includes
estimates based on second-order NLCE, DMRG, and the variational wavefunction [Equation 5.7]
evaluated for the optimal parameter α0. While the DMRG energies for the pyrochlore lattice
are from Hagymási et al. [2, 95], the DMRG results for the checkerboard (N = 144) and ruby
lattice (N = 96) were obtained using ITensor [105] (χ = 4000, truncated error is of the order
10−5) as a part of this thesis.

connecting tetrahedral bonds included in V :

|Ψα〉 = e−αV |Ψ0〉 ⇒ Eα =
〈Ψα |H |Ψα 〉
〈Ψα |Ψα 〉

(5.7)

The linked cluster theorem [152, 112, 113, 153, 154] provides a systematic approach to evaluate

the variational energy in powers of α. The expansion fully converges around a pronounced

minimum at α = α0 exhibiting an energy competitive with previous estimates [225, 2, 234, 95].

The convergence is demonstrated in Section 2.3. The low energy found the for pyrochlore S =

1/2 Heisenberg antiferromagnet is illustrated in Figure 5.7b. As it is obtained variationally,

it defines an upper bound on the ground-state energy, thereby ruling out approaches in the

literature [225, 234]. The applied algorithm introduced in Section 2.3 to evaluate the variational

energy is developed as a part of the thesis.

A hexagon-based NLCE calculation further confirms the robustness of the proposed valence-

bond crystal at zero temperature. Previous NLCE studies of the pyrochlore exploited the tetra-

hedral structure [130, 131, 134, 132, 133, 135] as it yields remarkable results at finite temperatures

as demonstrated in Section 4.2 and Section 4.3. The general approach to NLCE, as described in

Section 2.2, makes the application to complex structures such as a unit cell consisting of eight

hexagons (48 sites) possible. Typically, consecutive orders rapidly diverge from each after to

infinity signaling the failure of convergence below some critical temperature as observed for the

tetrahedron-based expansion (blue) in Figure 5.7a. However, the situation is entirely different

in the hexagonal case (orange). While the expansion fails to resolve intermediate temperatures,

0.06J ≤ T ≤ 0.8 J , it converges for T → 0. Indeed, the predicted ground-state energy is re-

markably close to predictions from the variational wavefunction and other methods [225, 2, 234].

Table 5.3 compares the optimal variational energy to DMRG and second-order NLCE at T = 0.

This behavior is reminiscent of the NLCE on the Kitaev honeycomb lattice, cf. Figure 2.12b, as

it fails to resolve temperatures between 0.03J ≤ T ≤ 0.1 J . A similar observation at T = 0 was



5.3. HARD-HEXAGON CRYSTAL 113

made in a distorted a kagomé lattice [137].

Strikingly, the low-temperature convergence is already achieved in the second order reflecting

the simplicity and locality of the hexagon wavefunction. This allows for a simple evaluation in

real-space for T = 0 using NLCE. The first order does not support any inter-hexagon correlations

and is composed of the singlet ground states of individual hexagons |Ψ0〉 =
⊗

p |s0〉p. In the

second order, all pairs {p, p′} of adjacent hexagons contribute with respect to their weight which

are obtained by subtracting the first order given by the ground state of two uncoupled hexagons

|s0〉p⊗|s0〉p′ . In that way, a (strong) uniform energy density on the hexagons and (weak) uniform

energy density on the bonds from the tetrahedron shared between any two hexagons is obtained

in the second order. This state is consistent with the variational wavefunction. The correlation

strength of the strong bonds on the hexagon and the weak bonds on the quartet are listed in

Table 5.4. It is in excellent agreement with the variational wavefunction, DMRG, and ED on

finite clusters with OBC.

Since the NLCE algorithm is sensitive to errors, approximate methods like quantum typically

or finite-temperature DMRG can not be exploited. However, the Lanczos method [106, 107]

becomes exact at zero temperature, making much larger hexagonal cluster (six instead of three

hexagons) accessible. Hence, we compute the ground state for all clusters up to order six. The

negligible influence on the ground-state energy of the larger cluster arising in the expansion is

demonstrated in Figure 5.8a as their weight is of the order 10−4 J . Hence, the robustness of the

hexagon crystal is further expressed by its stability on finite clusters, making the convergence of

NLCE possible in the first place. We further evolve all clusters in imaginary time starting from

the uncoupled hexagon state and find that the optimal time step is very close to α0 = 0.3955

as suggested by the linked cluster theorem in the thermodynamic limit. The minimal energy

obtained by the imaginary-time evolution is remarkably close to the actual ground-state energy

for all finite clusters. This is demonstrated in Figure 5.8b and Figure 5.8c. Note that Figure 5.8

only contains clusters up to order five for clarity. However, we also considered the 283 clusters

occurring at order six with N = 36. The final NLCE results for the ground-state energy per

site suggested by the second- and sixth-order NLCE is −0.4917 J and −0.4919 J , indicating the

negligible influence of larger clusters. The NLCE estimate is below other predictions obtained

within this thesis and literature results [225, 362, 363, 364, 365, 2, 234, 366] suggesting that the

NLCE at T = 0 slightly underestimates the ground-state energy.

Hard-hexagon tiling and symmetry breaking The ensemble of hard-hexagon states is

exponentially numerous in linear system size. A complete decomposition of the pyrochlore into

hard hexagons is achieved when every site participates in exactly one hexagon. Each covering

can be understood as long-ranged ordered planes consisting of two different hexagon orientations

along one of three equivalent 〈001〉 stacking directions. The planes in Figure 5.6a are visualized

by red-yellow and green-blue hexagons. Taking the covering shown in the figure as an example, a

new covering is achieved by shifting one red-yellow plane along the 〈110〉 direction and, thereby,
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Figure 5.8: Different properties of finite clusters (order, label) arising in a hexagon-based NLCE
calculation (J = 1). (a) The absolute value of weights for the ground-state energy. (b) Differ-
ence between the exact ground-state energy, and the variational energy obtained by optimizing
|Ψαc〉 = e−αcV |Ψ0〉 for each finite cluster c. (c) The optimal variational parameter, αc, for each
cluster.

interchange red with yellow hexagons. In this way, each plane exhibits two configurations similar

to Ising spins in one dimension. Hence, the number of coverings scales with Ncover ∝ 2
3√
N .

Classical MC simulations numerically verified this. Each covering corresponds to a weakly dressed

wavefunction obtained by the imaginary-time evolution in V , cf. Equation 5.7.

In principle, a single hard-hexagon state can be destabilized by the exponentially large number

of possible configurations. For this to happen, two family members – two different covering –

have to be connected in a finite order of perturbation theory. However, this does not apply

to the hexagon manifold, as generating a new covering demands shifting an entire (long-ranged

ordered) plane. Another important question concerns the symmetry breaking of the ensemble

along one stacking direction. In order to detect the symmetry breaking, the “dimer structure

factor”, or bond correlator, is computed:

Sdimer(Q) =
∑
〈ij〉,〈kl〉

exp

(
−iQ ·

[
1

2
(ri + rj)−

1

2
(rk + rl)

])
〈(Si · Sj) (Sk · Sl)〉. (5.8)

The four-point correlation function reveals pronounced Bragg peaks associated with translational

and rotational symmetry breakings and broad features along the stacking direction attributed

to the disorder induced by the averaging.

Excitations To provide further evidence for the stability of the hexagon crystal, we present a

detailed analysis of its excitations. A simple ansatz motived from the weakly dressed hexagon
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Figure 5.9: (a) Kinetic energy for all hexagon excitations in the first order of V using a multiboson
theory [367, 368]. (b) Illustration of the perturbation and the mirror plane going through two
hexagons. (c) Fourth-order process inducing a non-vanishing matrix element for the lowest-lying
triplet. Plot and computations are from Benedikt Placke.

product state is localized excitations on a single hexagon. The lowest-lying excitation is a triplet

state |t−mz 〉 with mz = 0,±1 exhibiting a relatively large gap of ∼ 0.69 J . There are multiple

ways to reduce the gap and make the hard-hexagon crystal potentially unstable.

One possibility is the gain of kinetic energy of these local excitations. The perturbation V

allows excitations to hop across hexagons in their singlet ground state |s0〉, yielding a potential

reduction of the gap. The kinetic energy associated with any excitation is evaluated using a

multiboson theory [367, 368] in the first order of the perturbation V . Figure 5.9a shows the

dispersion of all excitations on top of the non-magnetic singlet ground state. Strikingly, the

lowest-lying triplet excitation |t−mz 〉 does not gain any kinetic energy and remains completely

flat. The flatness is induced by the symmetry of the perturbation connecting adjacent hexagons

as illustrated in Figure 5.9b. The mirror plane going through the perturbation ensures that

the matrix element vanishes 〈 s0; t−mz |V | t−mz ; s0 〉 = 0 as both states, the singlet |s0〉 and the

triplet |t−mz 〉, are eigenstates of the symmetry operation with distinct eigenvalues +1 and −1.

The vanishing matrix element yields the flatness. In contrast, other excitations, e.g. the triplets

|k±mz 〉, are not simultaneous eigenstates of the symmetry operation and exhibit dispersion yielding

a reduction of the gap. Higher-order processes in V are necessary to achieve a finite kinetic energy

of the lowest-lying triplet excitation, which potentially reduce the gap. One example is the fourth-

order process illustrated in Figure 5.9c. However, we expect the effects to be suppressed due to

their high order and high-energy virtual intermediate states.

As the multiboson theory predicts the irrelevance of the kinetic energy, DMRG provides in-

sights into the local structure of the excitations [94, 105]. While a controlled analysis in the

three-dimensional pyrochlore is impossible as the accessible cluster sizes are either incompat-
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|s0〉 |t−0 〉 |t−±1
〉

(a) Checkerboard lattice.

|s0〉 |t−0 〉 |t−±1
〉

(b) Ruby lattice.

Figure 5.10: Real-space correlation obtained by DMRG for ground states (left), mz = 0 ex-
citations (center), and mz = ±1 (right) excitations on the checkerboard (N = 100) and ruby
(N = 96) lattices. The thickness indicates their strengths. The initial MPS, a simple plaquette
product state, is shown in the top row. The lower row shows the optimized wavefunction obtained
by ITensor [105] (χ = 4000; truncation error is of the order 10−5). To target the excitations, the
center plaquette was initially prepared in the lowest-lying triplet excitations |t−0 〉 (center) and
|t−±1〉 (right).

ible with a complete hexagon tiling or exhibit competing winding loops, we now turn to the

two-dimensional checkerboard and ruby lattices. Besides a reliable estimate for the ground-state

energy for both lattices, cf. Table 5.3, it allows targeting excitations restricted to specific mag-

netization sectors. To target the (presumable) local defects in the two-dimensional lattices, one

plaquette is initially excited in its lowest-lying triplet state with mz = 0,±1 as illustrated in the

top row of Figure 5.10. We find that the gaps ∆mz are stable across different system sizes and

bond dimensions [6]. The gap for mz = 0 is smaller than mz = ±1, and presumably refers to a

singlet excitation with ∆0 ≈ 0.47 J and ∆0 ≈ 0.27 J for the checkerboard (N = 144) and ruby

lattice (N = 150), respectively. The excitations for mz = ±1 exhibit a gap of size ∆±1 ≈ 0.64 J

and ∆±1 ≈ 0.36 J . Note that the gap is reduced compared to the uncoupled triplet excitation,

which is 1 J for a square and ∼ 0.69 J for a hexagon. The reduction is attributed to an enhanced

dressing around the defects. Figure 5.10 shows the real-space correlation pattern and reveals

the local structure. Interestingly, in the case of the checkerboard lattice [bottom center of Fig-

ure 5.10a], the lowest-lying excitation for mz = 0 suggests that plaquettes break up locally and

reveals the formation of larger unfrustrated motifs.

5.3.3 Conclusion

This work introduces a previously overlooked family of valence-bond rings as potential ground-

states of the quantum Heisenberg S = 1/2 pyrochlore antiferromagnet. The ensemble breaks

rotation, translation, and inversion symmetry. Its stability arises from different mechanisms, in-

cluding a robust finite-size gap, a suppressed kinetic energy of triplets, and the doubly frustrated

bonds. The last point is conceptually the most interesting one. Indeed, instead of focusing
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Pyrochlore Ruby Checkerboard

Estrong Eweak E0/N Estrong Eweak E0/N Estrong Eweak E0/N

|Ψα〉 -0.4301 -0.0297 -0.4895 -0.4302 -0.0297 -0.4894 -0.4801 -0.0167 -0.5134
DMRG – – -0.4898 -0.4357 -0.0264 -0.4885 -0.4758 -0.0190 -0.5139
NLCE 1 -0.4671 – -0.4671 -0.4671 – -0.4671 -0.5 – -0.5
NLCE 2 -0.4235 -0.0341 -0.4917 -0.4235 -0.0341 -0.4917 -0.4792 -0.0173 -0.5139
ED OBC -0.4272 -0.0337 -0.4945 -0.4337 -0.0267 -0.4871 -0.4798 -0.0176 -0.5150

Table 5.4: Comparison between strong and weak bonds of valence-bond crystals on different
frustrated lattices (S = 1/2, J = 1). The ground-state energy per site is obtained by E0/N =
Estrong + 2Eweak. The first row corresponds to the in imaginary-time evolved wavefunction with
the optimal time step [Equation 5.7]. The second row shows DMRG results where calculations
on the two-dimensional lattices were performed using ITensor [105] (χ = 4000, truncated error
of the order 10−6). The DMRG result for the pyrochlore lattice is from Section 5.1. NLCE 1 and
NLCE 2 refer to the first- and second-order NLCE calculation at T = 0. The last row confirms
the robustness of the valence-bond ring by an ED calculation of clusters (N = 42 and N = 20)
with open boundary conditions. Each cluster is made up of a center plaquette of length Lp,
which is coupled to Lp other plaquettes (N = (Lp + 1)Lp) via the doubly frustrated quartets.
The values refer to the inner plaquette.

on the frustration-induced degeneracies, our approach concentrates on unfrustrated motifs –

the hexagons – which are effectively uncoupled by frustration, thereby introducing a novel per-

spective on the field. Having understood its stability, it allows us to derive a relatively simple

variational wavefunction describing a weak dressing of the ground states of uncoupled hexagons.

Remarkably, the optimal variational energy is valid in the thermodynamic limit and competes,

within error bars, with the previous estimate from Section 5.1, which is based on an extrapo-

lation of finite clusters. The variational nature of our estimate makes it a strict upper bound

on the ground-state energy in the thermodynamic limit, thereby ruling our predictions from the

literature [225, 234]. Complementary, the robustness and simplicity of the state are further cap-

tured by various numerical methods. Strikingly, NLCE resolves the valence-bond crystal in the

second order indicating its local structure. We further confirm the stability using ED (clusters

containing up to 42 sites) and DMRG on two-dimensional relatives of the pyrochlore lattice. This

is confirmed in Table 5.4, where the individual contributions of strong and weak bonds to the

low-energy state are listed. All methods find the same ground state manifesting its robustness.

The proposed family of states is applicable beyond the three-dimensional S = 1/2 Heisen-

berg Hamiltonian on the pyrochlore. First, it applies analogously to larger spin models. While

the variational energy in the S = 1 case is slightly higher than recent numerical DMRG esti-

mates [95], it still provides a competitive energy taking into account the considerable finite-size

effects induced by clusters containing only 48 sites. Second, the same reasoning is analogous to

the two-dimensional relatives: the checkerboard and ruby lattices. The checkerboard allows only

two tilings of unfrustrated squares yielding a broken inversion Z2-symmetry. The valence-bond

ring proposed here is consistent with the plaquette state in the literature [362, 363, 364, 365, 366].
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In contrast, the ruby lattice hosts a unique tiling of hard hexagons respecting all the lattice sym-

metries. Therefore, it rather qualifies as a trivial quantum paramagnet and is, to some sense,

comparable to the ground state of the Shastry-Sutherland model [177]. However, the ruby lat-

tice is particularly interesting as it host, similar to the pyrochlore, a hard-hexagon tiling. Both

lattices are equivalent up to second order in perturbation theory (and NLCE) as indicated by a

similar variational wavefunction obtained for α0 = 0.3932 for the three-dimensional pyrochlore

and for α0 = 0.3935 for the two-dimensional ruby lattice.

Understanding the low energy of the hexagon state allows for estimating its excitations. The

suppressed kinetic energy suggests low-lying triplet excitations localized on a single hexagon.

Another possibility observed in the checkerboard lattice is singlet excitations generated from

larger unfrustrated motifs.

On the computational side, this work demonstrates the combination of highly optimized

numerical routines described in Chapter 2; without these, the result would not have been found.

First, optimized ED routines are capable of diagonalizing clusters containing up to N = 42 sites.

Second, the generic implementation of NLCE allows its application to complex geometries, such

as a unit cell consisting of eight individual hexagons in three dimensions. Third, DMRG and

TDVP further confirm the stability of the valence-bond crystal and the expansion in powers of

α, cf. Figure 2.14b. Fourth, the algorithm developed in Section 2.3 describes a suitable dressing

and makes the precise determination of the energy possible.

To conclude, we cannot provide a definite answer if the family of valence-bond crystals de-

scribes the ground state of the quantum pyrochlore Heisenberg S = 1/2 antiferromagnet. How-

ever, being exponentially numerous in the linear size of the system and exhibiting a remark-

ably low energy, the states will clearly affect the low temperature properties of the pyrochlore.

Exquisitely low temperatures will be required to select one of these competing low-energy states,

which will take place via residual deviations from an ideal Hamiltonian. The fact that the states

have been previously overlooked and (maybe) the general difficulty to arrive at a consensus over

the ground state in the quantum pyrochlore antiferromagnet is likely due to the presence of the

vast number of near-degenerate states.

Introducing a new perspective on frustration and a new family of states associated with it

comes with many exciting opportunities to study the low-energy physics of such quantum mag-

nets. Being a ground-state candidate and allowing a precise determination of its energy makes

its competition with the U(1) QSL a legitimate and interesting question. The QSL regime might

make way for the hard-hexagon crystal beyond the perturbative approximation around the CSI

limit. Therefore, investigating its stability beyond the isotropic Heisenberg model is the next

step. Our findings once more illustrate the difficulties and the lack of controlled methods in three

dimensions when studying frustration. Note that none of the previous studies on finite clusters

is consistent [2, 234, 4, 95] with a complete hexagon tiling. Hence, future investigations on finite

clusters should provide the possibility to host the hard-hexagon crystal.
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Benedikt Placke performed the symmetry analysis of the hexagon states and the multiboson

theory.
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Chapter 6

CONCLUSION AND OUTLOOK

Despite the arsenal of available numerical methods, frustration in three dimensions is not well

understood. The fully frustrated quantum pyrochlore Heisenberg S = 1/2 antiferromagnet is

barely accessible using established methods; hence, predictions in the fully frustrated regime

beyond the perturbative QSI are primarily determined by uncontrolled methods. This inacces-

sibility of the problem is expressed by the lack of a reliable estimate for the ground-state energy

and the zoo of candidate ground states. However, as this thesis demonstrates, cluster expansion

methods are promising and powerful alternatives to obtain a glance into three-dimensional frus-

trated magnets. By design, they do not suffer from dimensionality or frustration as they mainly

rely on exact diagonalization. Besides being unbiased and controlled, their great advantage is

that they produce reliable insights into the thermodynamic limit without any restriction in the

parameter space.

One crucial factor making the advances possible is the general description of the NLCE

algorithms [125, 126, 127, 128]. The generic formalism based on a unit cell allows the dynamic

inclusion of complex non-isotropic models using an input file at runtime. In that way, the code

is adaptable to complicated problems such as unit cells comprised of eight hexagons (48 sites),

anisotropies induced by the local easy-axis of the dipolar-octupolar pyrochlores, or the Kitaev

model on the honeycomb lattice.

The success of NLCE presented in Chapter 4 is possible due to the extensive use of symme-

tries. Indeed, maximizing the benefits of automorphisms enables the inclusion of clusters with

non-trivial hexagonal and octagonal loops containing up to 25 sites – unprecedented for generic

clusters – for the first time. Converging down to non-trivial temperatures fully resolves the

Schottky anomaly, revealing a large residual entropy up to remarkably low temperatures. It is

possible to apply NLCE beyond the isotropic Heisenberg point and to study promising quantum

spin-liquid candidates: the dipolar-octupolar pyrochlores. The thesis investigates systemati-

cally experimental data on Cerium-based pyrochlore and constrains their microscopic exchange

parameters. Strikingly, despite a similar chemical decomposition, NLCE reveals fundamental

differences between both materials by placing Ce2Zr2O7 in a dipolar U(1)π QSL close to an

octupolar character and Ce2Sn2O7 in an ordered dipolar phase but in close proximity to a U(1)0

121
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QSL. The comprehensive applicability of NLCE calls for broader use in the quantitative modeling

of quantum magnets.

The same lack of controlled methods applies to the zero-temperature case. Despite the

challenges, Chapter 5 reports significant progress in solving the notoriously difficult problem of

finding the ground state of the pyrochlore Heisenberg S = 1/2 antiferromagnet. Using large-

scale SU(2)-symmetric DMRG, the first two sections demonstrate its capabilities beyond one

and two dimensions by allowing a controlled calculation of finite clusters containing up to 128

sites. Besides a reliable extrapolation of the ground-state energy to the thermodynamic limit,

the most striking finding is a robust and spontaneous inversion symmetry breaking stable across

several finite clusters. Remarkably, our findings are supported by earlier perturbative treatments

from three decades ago [225]. Extending this methodology provides insights into the magnetiza-

tion process, suggesting a 1/2-magnetization plateau in the thermodynamic limit. The observed

rotational symmetry-breaking, reminiscent of kagomé ice, is presumably induced by a quantum

order-by-disorder mechanism. Finally, we proposed a family of valence-bond rings – exponen-

tially numerous in the linear size of the system – as potential ground states of this long-standing

problem. Understanding its stability (and simplicity) introduces a change of perspective on

frustration with broad applicability where unfrustrated motifs are effectively uncoupled by frus-

tration. Strikingly, all scenarios suggest a transition from a finite-temperature spin-liquid regime

towards a symmetry-broken state at low temperatures contradicting the prominent spin-liquid

assumption at zero temperature.

Discoveries found in this thesis pave the way for future studies starting from the novel physical

insights but also aiming at further advances on the methodological front. First, pushing state-of-

the-art numerics demands access to either (even) larger computing power or a more sophisticated

(and environmentally friendly) alternative which is extending the use of symmetries. Hence, com-

bining the SU(2) symmetry and spatial automorphisms yields powerful improvements, particu-

larly for higher spin models making the S = 1 pyrochlore Heisenberg antiferromagnet accessible

up to order six. Second, the current NLCE code does not fully support spatially dependent

observables such as spin correlations and the spin structure factor. Its implementation is of

relevance for more sophisticated experimental comparisons. Third, a further promising approach

to extending the NLCE algorithm is the controlled inclusion of approximate methods such as

quantum typicality. Naively including approximate methods yields the breakdown of the NLCE

as it is extremely sensitive to errors. However, as described at the end of Section 2.2, having a

reliable estimate of the error and observable allows for its inclusion in a controlled way. Fourth,

this thesis reports fundamentally different convergence tendencies of NLCE, e.g. tetrahedron

versus hexagon1 expansion. Understanding the origin of this is an exciting question that may

reveal further insights into these physical systems and the algorithm itself.

The discovery of the previously overlooked family of valence-bond rings opens up various

possibilities for future studies. Having understood its stability and low energy, it seems natural

1A similar observation was made on the Kitaev model on the honeycomb lattice.
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to wonder about the robustness of the hexagon crystal beyond the isotropic Heisenberg point.

As the hexagon crystal qualifies as a ground-state candidate, a transition from the U(1) QSL

into the valence-bond crystal beyond the perturbative QSI regime is a plausible scenario. In

general, the new perspective, unfrustrated motifs effectively uncoupled by frustration, provides

fertile ground for further studies. The weakly dressed variational wavefunction allows for various

generalizations. First, one exciting possibility is the inclusion of anisotropic dressings that might

further reduce the energy. Second, a dressed variational wavefunction starting from a dimer

covering consistent with the broken inversion symmetry might yield a similar competing energy.

Third, generalizing the procedure to larger unfrustrated motifs enables a possible description of

excitations on top of the valence-bond crystal.

To conclude, the community will benefit from this thesis in two ways: the methodological

advancements and the physical insights they allow. Many discoveries from Chapter 4 and Chap-

ter 5 were only possible due to the advancements of controlled numerical methods presented in

Chapter 2. In particular, this thesis demonstrates that cluster expansion methods qualify as

powerful approaches to the pyrochlore Heisenberg S = 1/2 antiferromagnet at finite and zero

temperature.
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88, 144416 (2013).

[344] H. Nakano and T. Sakai, Journal of the Physical Society of Japan 83, 104710 (2014).

[345] S. Capponi, Physical Review B 95, 014420 (2017).

[346] X. Plat, T. Momoi, and C. Hotta, Physical Review B 98, 014415 (2018).

[347] S. Pal and S. Lal, Physical Review B 100, 104421 (2019).

[348] M. E. Zhitomirsky, A. Honecker, and O. A. Petrenko, Physical Review Letters 85, 3269

(2000).

[349] D. L. Bergman, R. Shindou, G. A. Fiete, and L. Balents, Physical Review Letters 96,

097207 (2006).

[350] M. E. Zhitomirsky and H. Tsunetsugu, Physical Review B 75, 224416 (2007).

[351] T. Coletta, M. E. Zhitomirsky, and F. Mila, Physical Review B 87, 060407 (2013).

[352] H. Nakano and T. Sakai, Journal of the Physical Society of Japan 87, 063706 (2018).

[353] X. Chen, S.-J. Ran, T. Liu, C. Peng, Y.-Z. Huang, and G. Su, Science Bulletin 63, 1545

(2018).

[354] J. F. Nagle, Physical Review 152, 190 (1966).

[355] L. Vanderstraeten, B. Vanhecke, and F. Verstraete, Physical Review E 98, 042145 (2018).

https://doi.org/10.1088/0953-8984/16/11/025
https://doi.org/10.1088/0953-8984/16/11/025
https://doi.org/10.1103/PhysRevLett.93.197203
https://doi.org/10.1016/j.physb.2005.01.430
https://doi.org/10.1016/j.physb.2005.01.430
https://doi.org/10.1088/1742-6596/51/1/007
https://doi.org/10.1088/1742-6596/51/1/007
https://doi.org/10.1063/1.2780166
https://doi.org/10.1063/1.2780166
https://doi.org/10.1103/PhysRevB.83.100405
https://doi.org/10.1038/ncomms3287
https://doi.org/10.1103/PhysRevB.88.144416
https://doi.org/10.1103/PhysRevB.88.144416
https://doi.org/10.7566/JPSJ.83.104710
https://doi.org/10.1103/PhysRevB.95.014420
https://doi.org/10.1103/PhysRevB.98.014415
https://doi.org/10.1103/PhysRevB.100.104421
https://doi.org/10.1103/PhysRevLett.85.3269
https://doi.org/10.1103/PhysRevLett.85.3269
https://doi.org/10.1103/PhysRevLett.96.097207
https://doi.org/10.1103/PhysRevLett.96.097207
https://doi.org/10.1103/PhysRevB.75.224416
https://doi.org/10.1103/PhysRevB.87.060407
https://doi.org/10.7566/JPSJ.87.063706
https://doi.org/10.1016/j.scib.2018.11.007
https://doi.org/10.1016/j.scib.2018.11.007
https://doi.org/10.1103/PhysRev.152.190
https://doi.org/10.1103/PhysRevE.98.042145


BIBLIOGRAPHY xxxv

[356] E. Shender, Journal of Experimental and Theoretical Physics (1982).

[357] C. L. Henley, Journal of Applied Physics 61, 3962 (1987).

[358] H. Ueda, H. A. Katori, H. Mitamura, T. Goto, and H. Takagi, Physical Review Letters 94,

047202 (2005).

[359] O. Tchernyshyov, R. Moessner, and S. L. Sondhi, Physical Review Letters 88, 067203

(2002).

[360] T. Yavors’kii, T. Fennell, M. J. P. Gingras, and S. T. Bramwell, Physical Review Letters

101, 037204 (2008).

[361] P. H. Conlon and J. T. Chalker, Physical Review B 81, 224413 (2010).

[362] W. Brenig and A. Honecker, Physical Review B 65, 140407 (2002).

[363] J.-B. Fouet, M. Mambrini, P. Sindzingre, and C. Lhuillier, Physical Review B 67, 054411

(2003).

[364] Y.-H. Chan, Y.-J. Han, and L.-M. Duan, Phys. Rev. B 84, 224407 (2011).

[365] R. F. Bishop, P. H. Y. Li, D. J. J. Farnell, J. Richter, and C. E. Campbell, Phys. Rev. B

85, 205122 (2012).

[366] P. Sindzingre, J.-B. Fouet, and C. Lhuillier, Phys. Rev. B 66, 174424 (2002).

[367] S. Sachdev and R. N. Bhatt, Phys. Rev. B 41, 9323 (1990).
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