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Abstract—Data processing on a continuously growing amount
of information and the increasing power restrictions have become
an ubiquitous challenge in our world today. Besides parallel
computing, a promising approach to improve the energy efficiency
of current systems is to integrate specialized hardware. This
paper presents a Tensilica RISC processor extended with an
instruction set to accelerate basic database operators frequently
used in modern database systems. The core was taped out in a
28 nm SLP CMOS technology and allows energy-efficient query
processing as well as query optimization by applying selectivity
estimation techniques. Our chip measurements show an 1000x
energy improvement on selected database operators compared to
state-of-the-art systems.

I. INTRODUCTION

Today, we live in the big data era which demands solid-
state circuits to further provide higher performances and lower
power consumptions. The enhancement of general-purpose
CPUs and GPUs by technology scaling will reach physical
limitations soon. Additionally, they are not intended for use
in systems with a high energy efficiency. When investigat-
ing novel solutions, integrating customized hardware is one
promising approach to fulfill the performance and energy
requirements. Application-specific integrated circuits (ASICs)
can be highly adapted by exploiting dedicated hardware with
tailored vectorization methods and parallel concepts. However,
their development is complex and time-consuming.

The literature proposes widely known instruction set ex-
tensions such as the open-source RISC-V instruction set ar-
chitecture [1] or Intel’s streaming SIMD extensions (SSE) [2].
Furthermore, other works deal with particular accelerators for
database algorithms on ASICs [3], field-programmable gate
arrays (FPGAs) [4], network processors [5], low-energy many-
core systems [6], and even large database processors [7]. In
contrast to the addressed approaches, we use a basic Tensilica
RISC processor from Cadence and extend the core with an in-
struction set specialized for fundamental database algorithms.
This reduces the effort compared to building an ASIC from
scratch. Additionally, the underlying general-purpose processor
still provides a flexible system.

Query processing is one of the key tasks in database

systems and benefits from an efficient implementation of the
employed algorithms. We refer to two essential requirements
for an effective query processing. (1) Query throughput: The
performance has to be adapted to the continuously increasing
amount of data and complexity, e.g., produced by applications
in the field of the Internet of Things (IoT) [8]. These include
amongst others sensors and actuators as well as M2M com-
munications. (2) Query latency: The response time from the
database system to the user should be minimized. For instance,
mobile edge computing [9] introduces the concept for the next
mobile communications systems where most of the processing
is shifted closer to the user. In this case, the computing
power resides in the base station where the power consumption
becomes a challenge in contrast to data centers.

In this paper, we present a database accelerator core
based on a Tensilica processor and customized to database
applications by an instruction set extension. We discuss the
required core’s architecture to develop the extended instruction
set. The accelerator is built upon our previous work already
published in [10] and [11] but now with further performance
and algorithmic improvements. Additionally, the processor was
taped-out to enable measurements of performance and power
consumption. We evaluate widely known database operators
such as sorting, sorted-set operators, as well as aggregation
and join algorithms. Although the fixed number of optimized
algorithms limits the flexibility of the core, we show the further
adaptability of the system by investigating query optimization
techniques.

II. CHIP DESIGN

This section firstly outlines the chip architecture. After-
wards we describe the development of the instruction set
extensions and briefly introduce the implemented database
operators.

A. Architecture

The flip-chip bonded die, called Titan3D (cf. Figure 1),
was fabricated in a 28 nm super low-power (SLP) CMOS
process by Globalfoundries and contains an extended Tensilica
LX5 RISC processor from Cadence. A scratch-pad memory is
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Fig. 1. Titan3D die photo.
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Fig. 2. Processing element hardware architecture.

attached to the core as shown in the block diagram of Figure 2.
Two of the three 32-kB single-port memories are used as data
memories and one as instruction memory. The processor is
embedded in a core wrapper, realizing clock generation and
power management features [12]. The clocks are generated by
an all-digital phase locked loop (ADPLL) [13] ranging from
83 to 2000 MHz. We further refer to the core wrapper together
with the memory as a processing element (PE).

Table I summarizes the chip specifications. The area of
the basic core is increased by a factor of 3.2 due to the
additional instructions and registers. The supply voltage can be
scaled in the range from 0.8-1.1 V to enable energy savings.
The processor runs at a maximum frequency of 250 MHz at
1.1 V with a power consumption averaged over multiple test
scenarios of 23.3 mW.

TABLE I. TITAN3D CHIP SPECIFICATION.

Technology 28 nm SLP CMOS Globalfoundries
Size (pre-shrink) Chip: 3.3x1.5 mm2, PE: 1.6x0.46 mm2

Gate Count PE 1.11 M NAND2 gate equivalents
PE area

Core total: 0.286 mm2, basic core: 0.09 mm2

Memory 0.232 mm2 (96 kB)
Max. throughput of
arithmetic-log. operations 50 GOPS
Max. clock frequency 250 MHz at VDD = 1.1 V
On-chip data memory band-
width 128 Gbit/s
Avg. power consumption 23.3 mW at 250 MHz, VDD = 1.1 V

4x4
Full Cmp

>>>>>>>>>>>>>>>>

Position Vec.

Input 
Vec. A

Input 
Vec. B

4x 32

4x 32

4x 32

4x 32

Output 
Vec. A

Output 
Vec. B

SortSort Sort Sort

Sort Sort

Sort

Fig. 3. Merge sort algorithm by using the dedicated hardware unit for a 4x4
merge. The arrows indicate sorted sequences.

B. Processor Development and Implementation

1) Configure the core: In our work, we rely on a con-
figurable Tensilica RISC processor as a starting point. First,
the architecture of the core is adapted to the applications.
These include examining the algorithmic characteristics and
requirements in terms of memory accesses as well as paral-
lel processing possibilities. As shown in Figure 2, the core
comprises two load-store units enabling simultaneous accesses
to two local data memories within a single clock cycle.
Each memory interface exhibits a width of 128 bit to apply
single-instruction multiple-data (SIMD) techniques. The local
instruction memory interface provides the option to introduce
a new 64-bit very large instruction word (VLIW) with up to
three slots. It enables the control of the two load-store units,
e.g., by issuing two load instructions.

2) Integrate operators and instructions: In a second step,
the proposed architecture allows us to integrate six application-
specific units containing load, store, and processing instruc-
tions as well as additional registers. These units accelerate the
operators for three sorted-set algorithms, sorting, join, as well
as aggregation which provide the foundation of essential SQL
queries such as INTERSECT, ORDER BY, JOIN, and GROUP
BY, respectively. The sorted-set operators [14] intersection,
union, and difference also known from set theory run over two
sorted input sets with 32-bit integer elements and determine
the set of equal elements, unite both sets without duplicates,
and find all elements which appear only in one input set,
respectively. Although databases exhibit tables with multiple
columns, set operators on single columns are useful to intersect
row-identifier (RID) sets which are obtained from queries with
complex selection predicates [15]. We place the two input lists
in the two local data memories to provide parallel loads of
four 32-bit elements of each list. An additional instruction
incorporates a 4x4 comparator followed by a store operation
of four 32-bit elements which is executed within a single clock
cycle.

Since sorted-set operators require sorted input lists, one of
our six application-specific units supports a sorting algorithm
which processes on 32-bit integer elements and is based on
a merge sort [16]. Figure 3 depicts the sorting scheme. The
input list is divided into several sequences which are sorted
individually. During these single sort processes, a 4 by 4 merge
is realized by a specialized instruction implementing a 4x4
comparison.

The so far introduced set operators benefit from the
simple list structures that efficiently utilize the full memory
bandwidth. The necessary operators for tables with multiple
columns require more complex memory accesses and data

Final edited form was published in "2016 IEEE Nordic Circuits and Systems Conference (NORCAS). Copenhagen 2016", S. 1-5, ISBN 978-1-5090-1095-0 
http://dx.doi.org/10.1109/NORCHIP.2016.7792904 

2 
 

Provided by Sächsische Landesbibliothek - Staats- und Universitätsbibliothek Dresden



TABLE II. MEASUREMENT RESULTS OF SINGLE DATABASE OPERATORS.

Area Max. clock freq. Throughput [106Elem./s] Power [mW] at fmax Energy [nJ/Elem.] at fmax Energy
Operator [kGates] fmax [MHz] at 1.1V RISC RISC+ISE Speedup RISC RISC+ISE RISC RISC+ISE gain
Intersection 43.0 200 24.7 586.9 23.8x 15.5 21.6 0.63 0.04 15.8x
Union 42.5 200 23.3 380.7 16.4x 16.6 33.7 0.71 0.09 7.9x
Difference 43.0 200 24.6 581.7 23.7x 15.7 30.7 0.64 0.05 12.8x
Sort 79.2 250 1.8 16.1 8.8x 20.4 26.8 11.14 1.66 6.7x
Join 63.4 250 21.1 243.9 11.6x 16.9 20.1 0.8 0.08 10.0x
Aggregation 30.3 250 20.8 329.6 15.8x 23.3 33.0 1.12 0.10 11.2x

processing methods. Despite this, we developed a join and an
aggregation operator which process on sorted relations contain-
ing key-payload pairs (tuples) [3]. The 32-bit key incorporates
the row identifier whereas the 32-bit payload represents one
column or a pointer to another column, respectively. We choose
the equi-join as the most popular join operator. It produces
a list of the tuples which appear in both input lists. Our
implementation halves the disk space since it only stores a
list of 16-bit indices specifying the corresponding tuples. The
aggregation operator runs over one input relation to sum up
and group all payloads identified by the same key. Again, the
input lists are distributed over the two local data memories
allowing to access 2x two key-payload pairs simultaneously.

Tensilica provides the complete software development tool
chain: C/C++ compiler, debugger, assembler, linker, as well
as a cycle accurate simulator to profile the original code
and to detect hotspots. For every instruction, an assembler
macro is generated which is inserted as an intrinsic function
in the C/C++ code. The extended instructions are written
in a hardware description language provided by Tensilica as
well. Afterwards, the Tensilica processor generator is used to
obtain the core RTL. We refer to our previous works for more
details with respect to the development and simulation results
of instruction set extensions for selected algorithms [10][11].
Continuing the tool flow, RTL simulation, synthesis, and
place and route follows with Cadence and Synopsys tools,
respectively.

III. EXPERIMENTS

The following subsections present our measurement set-
up, show the results of performance and power consumption
of the database operators, compare them with state-of-the-art
platforms, and describe their impact on query optimization
techniques.

A. Measurement Set-Up

The Titan3D chip is situated on a chip module which is
connected to a power supply board as can be seen in Figure 4.
We designed and produced the boards with additional mea-
surement points to obtain the power consumption. Performance
results are obtained from clock cycle counters integrated in the
processor. A host-PC is used to configure the chip and to start
the applications.

B. Query processing

In a first set of experiments, we measure the execution
time and the power consumption of six different database
operators by using our integrated application-specific units. We
obtain the maximum clock frequency by selecting the highest
supply voltage of 1.1 V. The individual frequencies are further

limited by the longest combinatorial path within the extended
instructions. Table II summarizes the results. For comparison,
the operators are executed without (RISC) and with the in-
struction set extension (RISC+ISE) and process on data sets
with uniformly distributed values while choosing a selectivity
of 50%. We determine the selectivity as the ratio of the number
of output elements to the number of input elements. Further,
the sets are already sorted (except for the sort operation) and
deposited in the local data memories. One element represents
a 32-bit integer value for the sorted-set algorithms and the
sort. The join and aggregation operator process on elements
containing a 64-bit key-payload pair. Each operator exhibits
different behaviors according to data parallelism and memory
accesses which impacts the throughput. On average, the power
consumption is increased by 55% when using the extended
instruction set. Nevertheless, it enables power savings in the
range from factor 6.9 to 15.5 compared to the unmodified RISC
implementation.

We compared the aggregation as well as the join operator
with existing implementations as indicated in Table III. Chung
et al. [4] evaluated the ZYNQ platform which combines an
FPGA supporting tailored hardware for the database operators
and a dual-core ARM system-on-chip (SoC) running optimized
C code. Their used DDR3-DRAM has a bandwidth of 8.5 GB/s
and is thereby not the limiting factor. We obtain an 1,000x and
15,000x lower energy compared to the FPGA and the proces-
sor, respectively. Due to similar operating frequencies, these
improvements mainly result from speedups and decreased
power consumptions of about factor 30 each.

In general, a connected DRAM will not represent the bot-
tleneck since the processed algorithms on the Titan3D cannot
reach the throughputs of modern off-chip memory interfaces.
However, as soon as we integrate multiple accelerators into the
SoC the external I/O bandwidth is shared between the cores.
We leave this challenge open for future works.

Titan3D Chip Module 

Titan3D Power 
Supply Board 

Fig. 4. Titan3D measurement set-up.
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TABLE III. STATE-OF-THE-ART COMPARISONS.

System Max. freq. Throughput Power Energy
Overview [MHz] [Gbit/s] [mW] [pJ/bit]
This work:
4.95 mm2, 28 nm 250 a) 20.60

b) 15.24
a) 33.0
b) 20.1

a) 1.6
b) 1.3

ZYNQ [4]: Artix-7
FPGA, 85k logic cells 200 a) 2.54

b) 0.55
a) 952
b) 723

a) 374.8
b) 1,314.5

ZYNQ [4]: ARM
dual-core SoC, 28 nm 667 a) 0.07

b) 0.04
a) 800
b) 803

a) 11,428.6
b) 20,075.0

ASIC tiles [3]: avg.
3.12 mm2, 32 nm 315 n.a. a) 7.1

b) 2.6 n.a.

FPGA [17]:
4x Virtex-6 FPGA,
each 475k logic cells

200 a) n.a.
b) 80.00 n.a. n.a.

Operators: a) Aggregation, b) Join

C. Query optimization

The limited amount of available database operators restricts
the accelerator to a fixed set of applications. However, the fol-
lowing benchmark shows the benefits when executing queries
with data set requirements not supported by our accelerator.
The examined query firstly sorts three input sets each compris-
ing two lists of 32-bit integer values and secondly computes the
intersection of all three sets. On average, sorting takes 90% and
intersecting 10% of the query execution time. Since our join
operator returns only relative positions of tuples, we execute
a pure software based sorting and intersection algorithm both
processing on 64-bit tuples. To optimize the query, the two
sets with the lowest selectivity have to be processed first since
this reduces the length of the set which is intersected with
the remaining set. Hence, we run the accelerated intersection
operator on the six single lists and identify the selectivities
between the sets which allows to choose the optimal order for
the query.

The graph in Figure 5(a) summarizes the impact of query
optimization by varying the selectivity. By choosing the wrong
query order, the elapsed time of the algorithm increases by ca.
30% for low selectivities. The overhead due to the additional
intersection to determine the selectivity provides an unaccept-
able overhead of almost 20% for the unimproved intersection
operator. However, if we use the accelerated operator, the
overhead stays in the range of less than 1%. This means that
the query latency negligibly increases as well. In case the
three input sets are completely identical (selectivity: 100%),
the query optimization obtains no advantage.

We further examined the given 3-fold intersection bench-
mark by measuring the power consumption for different clock
frequencies and supply voltages as can be seen in Figure 5(b).
When the chip runs at 100 MHz, we obtain the throughput
and calculate the consumed energy which is depicted in
Figure 5(c). We conclude that a voltage reduction from 1.1 V
to 0.8 V almost doubles the energy-efficiency while running
at the same frequency and throughput, respectively.

IV. CONCLUSION

The paper proposed a database accelerator based on a
Tensilica RISC core with a newly developed instruction set
extension for fundamental database operators. Performance
and power measurements on the designed and manufactured
processor demonstrate energy improvements up to factor 1000
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Fig. 5. Query optimization benchmark: performance and power measure-
ments.

compared to optimized state-of-the-art platforms. In future
work, the results will help us to build complex Multiprocessor
System-on-Chips. As demonstrated in a first prototype [18],
task scheduling and intelligent data management as well as
power optimization techniques are incorporated next to high-
performance customized processors and benefit from run-time
estimation methods. Furthermore, it enables comparisons and
measurements on the impact of modern database systems.
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[6] A. Ungethüm, D. Habich, T. Karnagel, W. Lehner, N. Asmussen,
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