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ABSTRACT 

 

 

 

MORPHOLOGY, LIFECYCLES, AND ENVIRONMENTAL SENSITIVITIES OF TROPICAL 

TRIMODAL CONVECTION 

 

 

 

Convective clouds are ubiquitous in the tropics and typically follow a trimodal 

distribution of cumulus, congestus, and cumulonimbus clouds. Due to the crucial role each 

convective mode plays in tropical and global transport of heat and moisture, there has been both 

historical and recent interest in the characteristics, sensitivities, and lifecycles of these clouds. 

However, designing novel studies to further our knowledge has been challenging due to several 

limitations: the extensive computing resources needed to conduct modeling studies at sufficient 

resolution and scale to capture the trimodal distribution in detail; the lack of analysis tools which 

can objectively detect and track these clouds throughout their lifetime; and a need for more 

observational and modeling data of the tropical convective environments that produce these 

clouds. In this dissertation, three distinct but related studies that address these problems to 

advance the knowledge of our field on the morphology, lifecycles, and environmental 

sensitivities of tropical trimodal convection are presented. 

The first study examines the sensitivities of the tropical trimodal distribution and the 

convective environment to initial aerosol loading and low-level static stability. The Regional 

Atmospheric Modeling System (RAMS) configured as a Large Eddy Simulation (LES) is 

utilized to resolve all three modes in detail through two full diurnal cycles. Three initial static 

stabilities and three aerosol profiles are independently and simultaneously varied for a suite of 

nine simulations. This research found that (1) large aerosol loading and strong low-level static 
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stability suppress the bulk environment and the intensity and coverage of convective clouds; (2) 

cloud and environmental responses to aerosol loading tend to be stronger than those from static 

stability; (3) the effects of aerosol and stability perturbations modulate each other substantially; 

(4) the deepest convection and highest dynamical intensity occur at moderate aerosol loading, 

rather than at low or high loading; and (5) most of the strongest feedbacks due to aerosol and 

stability perturbations are seen in the boundary layer (the latter being applied within the 

boundary layer themselves), though some are stronger above the freezing level. 

The second study presented seeks to further enhance an artificial intelligence analysis 

tool, the Tracking and Object-Based Analysis of Clouds (tobac) Python package, from both a 

scientific and procedural standpoint to enable a wider variety of research uses, including process-

level studies of tropical trimodal convection. Scientific improvements to tobac v1.5 include an 

expansion of the tool from 2D to 3D analyses and the addition of a new spectral filtering tool. 

Procedural enhancements added include greater computational efficiency, data regridding 

capabilities, and treatments for processing data with singly or doubly periodic boundary 

conditions (PBCs). My distinct contributions to this work focused on the 2D to 3D expansion 

and the PBC treatment. These new capabilities are presented through figures, schematics, and 

discussion of the new science that tobac v1.5 facilitates, such as the analysis of large basin-scale 

datasets and detailed simulations of layered clouds, that would have been impossible before. 

Finally, the last study in this dissertation is a process-focused modeling study on the 

sensitivities of upscale growth of tropical trimodal convection to environmental aerosol loading. 

This project was enabled by the scientific and procedural improvements to tobac discussed in the 

second study, in particular the new abilities of tobac to detect and track objects in 3D and with 

model PBCs. Here, we used a subset of RAMS simulations from the first study, where only 
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aerosol loading was changed and the upscale growth from shallow cumulus through congestus 

and cumulonimbus during the nighttime hours was investigated. This study revealed that 

moderately increasing aerosol loading enhances collision-coalescence processes in the middle of 

the cloud, which delays initial glaciation but promotes it later in the growth period. Greatly 

increasing aerosol, however, produces a cloud structure with a more extreme aspect ratio and 

greater entrainment aloft that rapidly loses buoyancy and vertical velocity with height, as well as 

exhibiting a greater amount of condensate loading towards the top of the cloud. We also found 

the relative timing of these processes to be especially important, with more rapid initial growth 

and lofting of condensate often inhibiting deeper convective growth. 
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CHAPTER 1 – INTRODUCTION 

 

1.1) Overview of the tropical trimodal convective distribution 

 

Convective clouds are ubiquitous within the tropics and play important roles in energy 

and moisture transport on both local and global scales (Riehl and Malkus 1958; Malkus and 

Riehl 1964; Schumacher et al. 2004; Harrop and Hartmann 2015). These clouds follow a 

trimodal distribution of cumulus, cumulus congestus (hereafter ‘congestus’) and cumulonimbus 

clouds first recognized by Johnson et al. (1999), in contrast to older bimodal models of tropical 

convection focusing solely on cumulus and cumulonimbus (Schubert 1976; Randall 1980; 

Emanuel 1994). This trimodal distribution manifests due to the existence of three tropical-mean 

layers of elevated stability (Johnson et al. 1999), and each mode also has a myriad of sensitivities 

to aerosol properties (van den Heever et al. 2011; Tao et al. 2012). Due to the connections 

between the modes and their environment, altering the bulk environment (mesoscale 

thermodynamic, condensate, and aerosol structure) may strongly impact the development of 

clouds within it, which subsequently also feeds back onto the environment. 

Cumulus are the shallowest and most numerous convective clouds, both within the 

tropics and globally, and tend to be short-lived, dynamically weak, and lower in precipitation 

production versus their deeper counterparts (Johnson et al. 1999). These shallow tropical cumuli 

are variable in nature and sensitive to marine boundary layer characteristics (Wood et al. 2011), 

while also contributing strongly to the transport of heat and moisture within the boundary layer 

(Schumacher et al. 2004) and from the subtropics into the ITCZ core by affecting subtropical 

free tropospheric humidity, thereby impacting upscale growth of convection (Neggers et al. 

2007). Cumulonimbus clouds’ role in the global energy budget was first identified by Riehl and 
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Malkus (1958) who found them to drive the surface-to-tropopause transport of heat and mass 

within the tropics, which subsequently drive large-scale tropical convergence (Neelin and Held 

1987) and ultimately support the heat losses and energy export towards the poles through the 

Hadley Cell circulation. Tropical cumulonimbus may manifest as either isolated convective 

towers or as parts of larger cloud systems (Cotton et al. 2011), with their organization and 

convective/stratiform precipitation percentage affecting the tropospheric heating structure 

(Schumacher et al. 2004).  

Congestus clouds, however, were only recognized as being an important part of the 

trimodal distribution with the seminal work of Johnson et al. (1999), despite having been 

identified over 100 years earlier (Maze 1889). Johnson et al. found that congestus produced 28% 

of convective rainfall in the Tropical Ocean Global Atmosphere Coupled Ocean-Atmosphere 

Response Experiment (TOGA COARE; Webster and Lukas 1992) field campaign and suggested, 

as have others (Ruppert and Johnson 2015), that congestus clouds precondition the environment 

for deep convection. Some other studies (Hohenegger and Stevens 2013) found evidence for this 

hypothesis lacking in favor of mesoscale organization driving this preconditioning. Luo et al. 

(2009) classified congestus into transient and terminal categories depending on their buoyancy at 

the freezing level. This distinction strongly impacts the ability of congestus to grow upscale to 

cumulonimbus: Radiative-Convective Equilibrium (RCE) studies of trimodal convection 

conducted by Posselt et al. (2008) identified the formation of vertical circulations separated by 

the trade, freezing level and tropopause inversions. Finally, congestus heating profiles resemble 

those of shallow cumulus and isolated cumulonimbus, but typically extend to the freezing layer 

(Schumacher et al. 2004, 2007). In the next subsection, we discuss some of the findings on these 
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sensitivities in previous literature and their motivation of the studies contained within this 

dissertation. 

1.2) Environmental Sensitivities of Tropical Trimodal Convection 

While ubiquitous throughout the tropics, these three convective modes exhibit a myriad 

of sensitivities to their environment that can substantially alter their characteristics on a variety 

of scales and even locally suppress deeper convection altogether. Both the thermodynamic and 

aerosol environments in and around the Maritime Continent (MC), and the Philippines more 

specifically, are subject to a great deal of variance that influences cloud properties. These 

environments and associated interactions between aerosols, clouds, and thermodynamics were 

studied extensively during the recent Cloud, Aerosol, and Monsoon Processes Philippines 

Experiment (CAMP2Ex; Reid et al. 2022) field campaign conducted by NASA, NRL, and the 

Manila Observatory (MO). Thermodynamically, this region is well-characterized by the tropical 

West Pacific warm pool environment identified by Yanai et al. (1973) but is also subject to 

natural variance. The aforementioned Posselt et al. study identified that the 3 prominent tropical-

mean stable layers separate vertical circulations, and thus variations in these layers (as well as 

any changes due to large-scale oscillations) can substantially impact the convection produced 

here (e.g. Del Genio and Kovari 2002; Masunaga et al. 2005; Jakob et al. 2005; Benedict and 

Randall 2007; Del Genio et al. 2012; Toms et al. 2020a,b). 

Aerosol particles in the MC originate from a variety of sources: transportation, 

agriculture, heavy industry, biomass burning, and natural marine processes, among other causes, 

and number concentrations of these particles can range from tens to thousands per cubic 

centimeter (Reid et al. 2013, 2016a,b; Hilario et al. 2020). Aerosols directly scatter solar 

radiation and some species also absorb it (the “direct effect” and “semi-direct” effect, 
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respectively; Charlson and Pilat 1969; Ackerman et al. 2000) and impact clouds via cloud-

aerosol interactions or “Aerosol Indirect Effects” (AIEs), which have also been observed in this 

geographic region (Rosenfeld and Lensky 1998). Increases in aerosol number concentrations 

have long been recognized to produce a narrower distribution of cloud drops than would be in 

the presence of lower concentrations at the same liquid water content (Squires 1958), thereby 

resulting in a suppression of warm rain production (e.g. Squires and Twomey 1960; Warner and 

Twomey 1967), an increase in cloud albedo (e.g. Twomey 1974, 1977; Twomey et al. 1984) and 

cloud lifetime (Albrecht 1989), and reduced precipitation in low clouds (e.g. Feingold et al. 

1996; Xue et al. 2008; Saleeby et al. 2015). Deeper convective clouds have far more complex 

AIEs that have been more challenging to disentangle. Many studies have discussed convective 

invigoration as an AIE in deeper convection (Andreae et al. 2004; Khain et al. 2005; van den 

Heever et al. 2006; Rosenfeld et al. 2008; Fan et al. 2009; Altaratz et al. 2010), though some of 

these findings of invigoration have been tied to mitigating factors such as wind shear, CAPE, and 

RH (Khain et al. 2008; Fan et al. 2009; Storer et al. 2010, 2014; Lebo and Morrison 2014); have 

been disputed (Grabowski 2018; Varble 2018) or have been nonmonotonic with increasing 

loading (Tao et al. 2012; Altaratz et al. 2014; Marinescu et al. 2021). Some of this uncertainty 

appears rooted in aerosol-induced convective invigoration being a balancing act between 

condensate loading, buoyancy, and updraft strength (e.g., Lebo and Seinfeld 2011; Lebo et al. 

2012; Grabowski and Morrison 2020; Igel and van den Heever 2021) and the impacts to ice-

phase processes, with some studies showing weaker updrafts for cold-based clouds (Igel and van 

den Heever 2021) or a mixed ice phase response across modeling platforms despite robust warm-

phase invigoration (Marinescu et al. 2021). In contrast to the deep convective mode, relatively 

little attention has been paid to congestus. Li et al. (2013) and Sheffield et al. (2015) are among 
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the few who have specifically explored aerosol impacts on congestus, and despite different 

modeling frameworks, both found a dynamical invigoration of congestus from increases in 

aerosol content. 

Many of these environmental sensitivities of tropical trimodal convection were gleaned 

through either observational or modeling studies which used snapshot or bulk analyses of 

convective clouds. However, these kinds of approaches are unable to capture temporal evolution 

of such clouds at a process level, which is crucial for understanding how the convective modes 

develop – i.e., why do some cumuli grow upscale to congestus while others remain shallow, and 

further, why do some congestus clouds terminate in this mode while others continue growing 

upscale to cumulonimbus? Due to these gaps in understanding, temporally focused studies of 

trimodal convective cloud evolution are needed, but no tracking tools capable of analyzing such 

a complex scene existed until recently.  

1.3) History of Tracking Tools for Convection and Other Atmospheric Phenomena 

Recently, there has been great interest in robust, large-scale objective identification and 

tracking of clouds and other meteorological features (e.g., Heus and Seifert, 2013; Hu et al., 

2019; Núñez Ocasio et al., 2020). As the atmosphere is not a static system, diffusive, advective, 

dynamic, and thermodynamic processes ensure that atmospheric phenomena of interest are 

nearly always either in motion or in a moving frame of reference, which is indicative of the 

utility of tracking frameworks for atmospheric data in general. Clouds are one such phenomenon 

for which tracking is useful: they are near-ubiquitous features in the Earth’s atmosphere; play 

critical roles in tropospheric heat and moisture transport; scatter shortwave (SW) radiation and 

absorb/emit longwave (LW) radiation; and strongly impact the global climate. Convective clouds 

and cloud systems can range in size from tens of meters to hundreds of km; exist for as short as a 
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few minutes and as long as days; exhibit a wide variety of morphological characteristics; and 

undergo complex lifecycles (Cotton et al. 2011). All of these elements make clouds prime 

candidates for objective analysis techniques (e.g. Gill and Rasmusson 1983; Weickmann 1983; 

Marinescu et al. 2021), but they are far from the only atmospheric phenomena where robust 

tracking tools are useful. For example, tracking has been performed on convective cold pools 

(e.g. Tompkins, 2001; Feng et al., 2015; Drager and van den Heever, 2017; Drager et al., 2020); 

large-scale phenomena such as Mesoscale Convective Systems (MCSs), tropical and 

extratropical cyclones, and atmospheric waves (e.g. Ullrich and Zarzycki 2017; Núñez Ocasio et 

al. 2020) aerosol and trace gas advection (Bukowski and van den Heever, 2021; Zhang et al., 

2022); and even bird and bug seasonal migration (e.g. Crewe et al., 2020; Knight et al., 2019). 

This clearly indicates that if such tools are made general enough, people working outside the 

realm of atmospheric science can also benefit from them. Presently, only one such tool can 

address all these uses: the Tracking and Object-based Analysis of Clouds (tobac; Heikenfeld et 

al., 2019) library, a Python package based in objective analysis principles that uses artificial 

intelligence to identify, discretize, and track objects and fields of interest. 

The most powerful and unique feature of tobac is its variable and grid agnosticity – i.e., it 

can be used with virtually any gridded input dataset and variable, meteorological or not. tobac 

was initially developed for use with clouds and associated meteorological data (Heikenfeld et al. 

2017), and has been used for applications such as tracking warm-season deep convective systems 

and MCSs via satellite-observed infrared brightness temperature (e.g. Li et al., 2021; Kukulies et 

al., 2021, respectively). However, due to this unique variable agnosticity, tobac has also had 

other uses: for example, tracking of haboobs via dust concentration (e.g. Bukowski and van den 



 7 

Heever, 2021). tobac both draws from and expands upon the procedures developed in earlier 

cloud identification and tracking tools. 

Historically, tracking has required a great deal of human input and attention due to a lack 

of computationally efficient methods for the location, assessment, and connection of different 

features in time. One such early method, the Thunderstorm Identification, Tracking, Analysis, 

and Nowcasting tool (TITAN; Dixon and Weiner, 1993), is a well-designed and powerful 

approach for the detection and tracking of thunderstorms, and while it does incorporate 

computational analysis of data, it is heavily based in physical principles (i.e., it requires specific 

datasets/variables and can only be used to track certain things) and manual assessment of output 

due to computational limitations at the time. As discussed in Dawe and Austin (2012), earlier 

studies involving tracking of clouds (e.g. Zhao and Austin, 2005a, b; Heus et al., 2009) required 

scientists to contribute a great degree of manual/visual selection of the clouds they considered in 

their studies. This is time-consuming to the extent that is impossible to scale for large datasets 

and introduces subjectivity to an analysis that should ideally be objective. Some later studies 

(e.g. Plant, 2009; Dawe and Austin, 2012; Heus and Seifert, 2013) have more general criteria 

allowing for automated selection, but exhibit computational or scientific limitations due to their 

design. For example, Dawe and Austin’s (2012) and Heus and Seifert’s (2013) methods were 

designed to be used in LES output fields of shallow cumuli with a vertical extent of less than 4 

km, limiting the applicability of these methods with cloud systems that exhibit more vertical 

structure (e.g., layered clouds, deep convection, or slantwise convection) and other datasets with 

similarly complex 3D morphology. A number of other tools, while powerful and reliable for 

certain meteorological structures such as large thunderstorms, MCSs, and supercells, are 

similarly limited by their specific case uses and cannot be easily generalized (e.g. Dixon and 
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Weiner, 1993; Gambheer and Bhat, 2000; Hu et al., 2019; Núñez Ocasio et al., 2020, Gropp and 

Davenport, 2021). tobac utilizes many of the strengths of these preexisting tools while 

broadening science applications and optimizing procedures to result in a more general and 

powerful analysis tool. 

Despite the utility of tobac and the strengths of this tool over earlier such packages, the 

increasing resolution of models and identification of new use cases (e.g., in LES modeling) led 

us to recognize that the code base required both scientific and procedural enhancements. 

Introducing these improvements to tobac not only serves to enable the kind of process-focused 

studies referenced in Section 1.2, but also facilitates a wide breadth of science approaches and 

applications across different subfields of atmospheric science as well as a multitude of other 

disciplines. 

1.4) Upscale Growth of Tropical Convection 

 Exploring the evolution of tropical convective growth and its sensitivities is, as discussed 

in Section 1.2, essential to understanding how the different modes of the tropical trimodal 

distribution develop. It is generally agreed that these clouds follow a dynamic lifecycle 

comprised of growth, mature/steady-state, and decay stages (e.g. Byers and Braham, 1948; Betts, 

1973; Cruz, 1973; Cotton et al., 2011). The growth stage is dominated by updrafts, positive 

vertical mass flux, and a rising cloud top or radar echo height; the steady-state or mature stage is 

comprised of a mix of updrafts and downdrafts with little change in vertical cloud top or radar 

echo position; and the decay stage exhibits a decreasing cloud or echo top height, prevalence of 

downdrafts throughout the system, and a net negative vertical mass flux (Byers and Braham, 

1948; Cruz, 1973; Betts, 1973). However, at the time of writing, surprisingly few observations of 

convective cloud vertical velocities exist, particularly over global oceans (Battaglia et al., 2013), 
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that can be used to evaluate theories on convective lifecycles and the upscale growth of 

convective clouds. Collecting the data needed to characterize these different stages is challenging 

due to the opacity of moderate-to-strong convection to common remote sensing platforms (e.g. 

W-band attenuation; Tanelli et al. 2008), the difficulty of timing, placement, and accuracy in 

measurement of ground-based in situ observations for interaction with convection (e.g. tethered 

balloons or radiosonde launches; Cotton et al. 2011; Marinescu et al. 2020), and the dynamical 

intensity of such systems requiring specific airborne platforms and targeted intrusions to safely 

collect data (e.g. Geerts et al., 2018). These challenges and historical dearth in observations of 

the time evolution of cumulonimbus were key motivations behind the recently funded 

Investigation of Convective Updrafts (INCUS; van den Heever 2022) NASA Earth Ventures 

mission, which will use a constellation of satellites with a variety of remote sensing equipment to 

capture the temporal evolution of tropical convective updrafts. 

Due in part to this historical lack of observations, modeling studies are crucial to both 

bridge this gap in knowledge and provide a context within which future observations can be 

placed and examined at a process level. Modeling studies of AIEs on convection (e.g. convective 

invigoration) are also critical for advancing our knowledge, as the intertwined responses of 

microphysics, dynamics, and precipitation are extremely difficult to disentangle without being 

able to ascertain the process evolution in some way. It is clear when considering the collective 

scientific history of tropical convection, convective upscale growth, and objective tracking tools 

that a multi-pronged approach including both novel scientific approaches and new scientific tools 

is necessary to pursue a robust examination of trimodal convective sensitivities. 

1.5) Outline of Dissertation 
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 In summary, the primary goal of the research contained in this dissertation has been to 

explore the morphology, sensitivities, and upscale growth of tropical trimodal convection. As 

discussed in the previous subsections, an extensive, combined approach which investigates bulk 

analyses of trimodal convective sensitivities, improves existing analysis and tracking tools, and 

utilizes these tools to conduct a process-based assessment are essential to understand the 

trimodal distribution’s sensitivities to aerosol loading.  

To outline the remainder of this dissertation, Chapter 21 presents the results of an LES 

modeling study using the Regional Atmospheric Modeling System (RAMS; Pielke et al. 1992; 

Cotton et al. 2003; Saleeby and van den Heever 2013) which explores the individual and 

integrated impacts of initial low-level static stability and aerosol on tropical trimodal convection 

using bulk analyses of the environment and each mode of the tropical trimodal distribution. 

Chapter 32 details the development and details of key scientific (e.g. including the third spatial 

dimension) and procedural (e.g. including a PBC treatment) improvements contained within 

tobac v1.5, the newest version of this tool, which were essential to perform the final study 

detailed in this dissertation. Chapter 43 discusses a Lagrangian object- and process-oriented  

1 This study, entitled “Sensitivities of Maritime Tropical Trimodal Convection to Aerosols and 

Boundary Layer Static Stability”, has been published at the Journal of the Atmospheric Sciences 

(Sokolowsky et al. 2022, ©American Meteorological Society). Sokolowsky, G.A., S.W. 

Freeman, and S.C. van den Heever (2022). Sensitivities of Maritime Tropical Trimodal 

Convection to Aerosols and Boundary Layer Static Stability. J. Atmos. Sci. 

https://doi.org/10.1175/JAS-D-21-0260.1 

2 This study, entitled “tobac v1.5: Introducing Fast 3D Tracking, Splits and Mergers, and Other 

Enhancements for Identifying Meteorological Phenomena”, is a joint-first-author paper led by 

G.A. Sokolowsky and S.W. Freeman, and is currently in preparation for submission to 

Geoscientific Model Development (Sokolowsky and Freeman et al. 2022 – in preparation) 

3 This study, entitled “Upscale Growth Sensitivities of Tropical Trimodal Convection to 

Aerosol”, is currently in preparation for submission to the Journal of Geophysical Research 

(Sokolowsky and van den Heever 2022 – in preparation) 
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RAMS modeling endeavor which utilizes a subset of the simulations in Chapter 2 and focuses on 

the changes in the convective growth stage between the three modes of convection at different 

initial aerosol loadings. Finally, Chapter 5 presents a summary of the dissertation studies, key 

conclusions, and the future work avenues this research has enabled. 
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CHAPTER 2 – BULK SENSITIVITIES OF TRIMODAL CONVECTION TO 

ENVIRONMENTAL STABILITY AND AEROSOL1 

 

 

 

2.1) Introduction 

Convective clouds are ubiquitous within the tropics and play important roles in energy 

and moisture transport on both local and global scales (Riehl and Malkus 1958; Malkus and 

Riehl 1964; Schumacher et al. 2004; Harrop and Hartmann 2015). These clouds follow a 

trimodal distribution of cumulus, cumulus congestus (hereafter ‘congestus’) and cumulonimbus 

clouds first recognized by Johnson et al. (1999), in contrast to older bimodal models of tropical 

convection focusing solely on cumulus and cumulonimbus (Schubert 1976; Randall 1980; 

Emanuel 1994). This trimodal distribution manifests due to the existence of three tropical-mean 

layers of elevated stability (Johnson et al. 1999). The individual modes also have a myriad of 

sensitivities to aerosol properties (Tao et al. 2012). Due to the connections between the modes 

and their environment, altering the bulk environment (mesoscale thermodynamic, condensate, 

and aerosol structure) may strongly impact the development of clouds within it, which 

subsequently also feeds back onto the environment. 

Cumulus are the shallowest and most numerous convective clouds, both within the 

tropics and globally, and tend to be short-lived, dynamically weak, and lower in precipitation 

production versus their deeper counterparts (Johnson et al. 1999). These shallow tropical cumuli  

typically cease growing below the tropical-mean trade wind inversion around 2 km above ground 

1 This study, entitled “Sensitivities of Maritime Tropical Trimodal Convection to Aerosols and 

Boundary Layer Static Stability”, has been published at the Journal of the Atmospheric Sciences 

(Sokolowsky et al. 2022, ©American Meteorological Society). Sokolowsky, G.A., S.W. 

Freeman, and S.C. van den Heever (2022). Sensitivities of Maritime Tropical Trimodal 

Convection to Aerosols and Boundary Layer Static Stability. J. Atmos. Sci. 

https://doi.org/10.1175/JAS-D-21-0260.1 
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level (e.g. Rauber et al. 2007; Ghate et al. 2016), and are “closely linked to turbulence within the 

marine boundary layer that is primarily driven by the surface turbulent fluxes, radiative cooling, 

and wind shear” per Ghate et al. Not only are these clouds variable in nature and sensitive to 

marine boundary layer characteristics (Wood et al. 2011), but they also strongly contribute to the 

transport of heat and moisture within the boundary layer (Schumacher et al. 2004) and act as a 

“humidity throttle” on deep convection within the ITCZ core by impacting the humidity of the 

subtropical free tropospheric air which is advected towards the ITCZ core (Neggers et al. 2007). 

Riehl and Malkus (1958) identified the role of cumulonimbus clouds, which they hypothesized to 

be undilute and referred to as “hot towers”, in surface-to-tropopause transport of heat and mass 

within the tropics. These clouds often extend to the tropopause, and based on the assumption of 

undilution, Riehl and Malkus determined that about 1500 – 5000 hot towers were required to 

support the heat losses and energy export from the tropics. Later theoretical and modeling studies 

(e.g. Zipser 2003) found this assumption to be unnecessary if boosts to moist static energy from 

glaciation were accounted for in balancing cloud entrainment. Tropical cumulonimbus may 

manifest as isolated convective towers, or as parts of larger cloud systems (Cotton et al. 2011). 

Isolated cumulonimbus heat through the troposphere, though organization and 

convective/stratiform percentage affect the heating profile structure (Schumacher et al. 2004). 

Congestus clouds were only recognized as being an important part of the trimodal 

distribution with the seminal work of Johnson et al. (1999), despite having been identified over 

100 years earlier (Maze 1889). Congestus are common in the tropics and exhibit a vertical extent 

reaching to the freezing stable layer (~4-6 km in the tropics; Johnson et al. 1999) and sometimes 

beyond (Luo et al. 2009). Johnson et al. found that congestus produced 28% of convective 

rainfall in the Tropical Ocean Global Atmosphere Coupled Ocean-Atmosphere Response 
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Experiment (TOGA COARE; Webster and Lukas 1992) field campaign and suggested, as have 

others (Ruppert and Johnson 2015), that congestus clouds precondition the environment for deep 

convection by moistening it. Some other studies (Hohenegger and Stevens 2013) found evidence 

for this hypothesis lacking in favor of mesoscale organization driving this preconditioning. 

Radiative-Convective Equilibrium (RCE) studies of trimodal convection conducted by (Posselt 

et al. 2008) identified the formation of vertical circulations separated by the trade, freezing level 

and tropopause inversions, the middle one of which is likely to impact upscale growth of 

congestus into deeper convection. Luo et al. (2009), for example, classified congestus into 

transient and terminal categories depending on their buoyancy at the freezing level. Congestus 

heating profiles resemble those of shallow cumulus and isolated cumulonimbus, but typically 

extend to the freezing layer (Schumacher et al. 2004, 2007). 

Both the thermodynamic and aerosol environments in and around the Maritime Continent 

(MC), and the Philippines more specifically, are subject to a great deal of variance, which, as 

stated previously, influences cloud properties. These environments and associated interactions 

between aerosols, clouds, and thermodynamics were studied extensively during the recent Cloud, 

Aerosol, and Monsoon Processes Philippines Experiment (CAMP2Ex; Reid et al. 2022) field 

campaign conducted by NASA, NRL, and the Manila Observatory (MO). Thermodynamically, 

this region is well-characterized by the tropical West Pacific warm pool environment identified 

by (Yanai et al. 1973) but is also subject to natural variance including several large-scale 

oscillations that alter thermodynamic environments and influence cloud fields. The 

aforementioned Posselt et al. study identified that the 3 prominent tropical-mean stable layers 

separate vertical circulations, and thus variations in these layers (as well as any changes due to 

large-scale oscillations) can substantially impact the convection produced here (e.g.(Del Genio 
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and Kovari 2002; Masunaga et al. 2005; Jakob et al. 2005; Benedict and Randall 2007; Del 

Genio et al. 2012; Toms et al. 2020a,b) 

Aerosol particles in the MC originate from a variety of sources: transportation, 

agriculture, heavy industry, biomass burning, and natural marine processes, among other causes, 

and number concentrations of these particles can range from tens to thousands per cubic 

centimeter (Reid et al. 2013, 2016a,b; Hilario et al. 2020). Aerosols directly scatter solar 

radiation (the “direct effect”; Charlson and Pilat 1969) and impact clouds via cloud-aerosol 

interactions or “Aerosol Indirect Effects” (AIEs), which have also been observed in this 

geographic region (Rosenfeld and Lensky 1998). Increases in aerosol number concentrations 

have long been recognized to produce a narrower distribution of drops than would be in the 

presence of lower concentrations (Squires 1958), thereby resulting in a suppression of warm rain 

production (e.g. Squires and Twomey 1960; Warner and Twomey 1967), an increase in cloud 

albedo (e.g. Twomey 1974, 1977; Twomey et al. 1984) and lifetime (Albrecht 1989), and 

reduced precipitation in low clouds (e.g. Feingold et al. 1996; Xue et al. 2008; Saleeby et al. 

2015). Deeper convective clouds have far more complex AIEs that have been more challenging 

to disentangle. Many studies have discussed convective invigoration as an AIE in deeper 

convection (Andreae et al. 2004; Khain et al. 2005; van den Heever et al. 2006; Rosenfeld et al. 

2008; Fan et al. 2009; Altaratz et al. 2010), though such findings of invigoration have been 

disputed (Grabowski 2018; Varble 2018) or have not been uniform with loading (Tao et al. 2012; 

Altaratz et al. 2014; Marinescu et al. 2021). Some of this uncertainty appears rooted in aerosol-

induced convective invigoration being a balancing act between condensate loading, buoyancy, 

and updraft strength (e.g., Lebo and Seinfeld 2011; Lebo et al. 2012; Grabowski and Morrison 

2020) and the impacts to ice-phase processes, with some studies showing weaker updrafts for 
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cold-based clouds (Igel and van den Heever 2021) or a mixed response across modeling 

platforms despite robust warm-phase invigoration (Marinescu et al. 2021). In contrast to the deep 

convective mode, relatively little attention has been paid to congestus. Li et al. (2013) and 

Sheffield et al. (2015) are among the few who have specifically explored aerosol impacts on 

congestus, and despite different modeling frameworks, both found a dynamical invigoration of 

congestus from increases in aerosol content. 

The goal in this study is to use high-resolution numerical models to explore how 

individually and simultaneously varying initial low-level thermodynamic and aerosol properties 

affect the evolution of the bulk environment and the nature of the three modes of the tropical 

convective cloud distribution contained within it. To address this goal, we ran a suite of idealized 

LES model experiments for two full diurnal cycles in which we covaried the initial 

thermodynamic and aerosol environments. Section 2.2 describes our model and experimental 

setups; Section 2.3 details our results and analysis with foci on the bulk environment and 

convective cloud modes; and Section 2.4 presents our conclusions and future work directions. 

2.2) Model Setup and Experiments 

2.2.1) Model Setup 

The simulations were conducted using the Regional Atmospheric Modeling System 

(RAMS) v. 6.2.12 (Pielke et al. 1992; Cotton et al. 2003; Saleeby and van den Heever 2013; van 

den Heever et al. 2021b). RAMS is a fully compressible, non-hydrostatic model with bin-

emulating 2-moment bulk microphysics (Meyers et al. 1997), 2-stream radiative transfer 

(Harrington 1997), a fully interactive land surface model (Lee 1992; Walko et al. 2000), and a 

sophisticated aerosol scheme that allows for radiative interactions (Saleeby and van den Heever 

2013). 
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For this study, we chose to run RAMS as an LES model (Table 2.1) on a grid of 150 km 

x 150 km x 17.6 km. We used a horizontal grid spacing of 100 m, with vertical grid spacing 

stretched from 50 m to 300 m, and a timestep of 0.75 s with a total integration time of 48 hours. 

The domain was centered at 4.46 ºN, 126.9 ºE (south of Mindanao in the Philippines) and the 

surface was fully ocean, with a uniform SST of 302.1 K (area-averaged from 3.25-5.50 ºN, 

125.75-128.00 ºE in European Centre for Medium-Range Weather Forecast Re-Analysis (ERA-

5) data (Hersbach et al. 2018). As these experiments are idealized, small islands present in reality 

were removed from our domain for simplicity. The top boundary was a rigid lid, with 4 Rayleigh 

damping levels for dispersion of gravity waves, and the lateral boundaries were cyclic. Aerosols 

were configured to be a single mode of ammonium sulfate/dust composite aerosols (each 

component being a common species in the MC; Atwood et al. 2017), with a lognormal 

distribution that had a geometric mean radius of 0.09 µm and geometric standard deviation of 1.8 

(Reid and Wang 2020, personal communication). No sources or sinks of aerosols were included 

but they were radiatively active and could advect and diffuse around the domain. The basic 

initial thermodynamic profile is horizontally homogeneous (Fig. 2.1a), and was produced by 

interpolating a coarser basin-scale simulation by one of the authors (Freeman et al. 2019, 2022) 

onto a finer grid, and then area-averaging the thermodynamics from 4.2-4.6 ºN and 127.2-128.8 

ºE on 21 August 2018, a region which primarily contained shallow convection. Over the course 

of the model runs, all experiments described below produce convection at a range of depths, 

accurately capturing the trimodal distribution (Fig. 2.2). 
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Table 2.1: A summary of the RAMS LES model options and experimental configuration used in this study. 

Model Aspect Setting 

Model Version RAMS v. 6.2.12 
(Pielke et al. 1992; Cotton et al. 2003; Saleeby and van den Heever 2013; van den Heever et al. 2021b) 

Dimensionality 3D 

Grid Arakawa C-Grid (Arakawa and Lamb 1977) 

Cartesian Projection centered at 4.4673 N, 126.900 E 
dx = dy = 100 m 

1500 x 1500 x-y gridpoints (150 km x 150 km domain) 

98 stretched vertical levels 
dz stretched from 50 m to 300 m at 1.026 ratio 

Model top approx. 17.6 km 

Time Step 0.75 s 

Simulation Duration 48 hours, starting at 0000Z on 21 August 2018 

Boundary Conditions Cyclic in both horizontal directions 

4 Rayleigh damping layers at top beneath rigid lid 

Rigid bottom level with a fixed SST and no land surface 

Surface Treatment LEAF-3 Model (Lee 1992; Walko et al. 2000) 
Fully ocean domain with constant SST = 302.1 K 

Set from spatially averaged ERA-5 reanalysis data (Hersbach et al. 2018) 

Initialization Horizontally homogeneous initial sounding – averaged from a region producing mostly shallow convection in a 
basin-scale simulation nudged with ERA-5 data (Freeman et al. 2019, 2022) Convection initialized with random 

perturbations 

Microphysics Two-Moment Bin-Emulating Bulk (Meyers et al. 1997) 

Cloud, Drizzle, Rain, Pristine Ice, Snow, Aggregates, Graupel, Hail species 
Ice nucleation following DeMott et al. (2010) 

Aerosol Treatment Overall treatment follows (Saleeby and van den Heever 2013) 

Initialized as exponential profile based on prescribed surface concentration 

Composite Ammonium Sulfate/Dust CCN aerosol; no Giant CCN (GCCN), dust, or sea salt modes 
Composite Ice Nuclei (IN; DeMott et al. 2010) with surface concentration 10 L-1 

No aerosol sources or sinks, aerosol radiative activity on 

Radiation Harrington 2-stream radiation (Harrington 1997), updated every 5 minutes 
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Figure 2.1: Thermodynamic and aerosol profiles used in our LES numerical experiments. Various thermodynamic 

and aerosol profiles are shown demonstrating the range of thermodynamic and aerosol conditions applied:  (a) the 

medium stability thermodynamic profile derived from the Freeman et al. (2019) basin-scale run, (b) the temperature 

perturbations applied, (c) a comparison of the domain mean profile in the lower troposphere after 4 hours of model 

time in the ms-100 simulation to a CAMP2Ex dropsonde observation from 1 October 2019, and (d) a depiction of 

the 3 initial aerosol profiles used. 
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Figure 2.2: Depictions of the cloud fields represented in the simulations. (a) a plan view of the cloud top height field 

for the full domain of the ms-100 simulation after 36 hours of model time; (b-d) examples of cumulus, congestus, 

and cumulonimbus (respectively) plotted on limited domains from different times in the ms-100 simulation. 
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2.2.2) Experiment Setup 

In our numerical experiments, we initialized the simulations with 3 different 

thermodynamic profiles and 3 different surface aerosol concentrations, comprising a total of 9 

experiments (Table 2.2). The naming scheme we use for reference, also shown in Table 2.2, 

combines a stability prefix (ls, ms, or hs for low, medium, or high stability, respectively) with an 

aerosol suffix (“100”, “500”, or “3000”, denoting the surface aerosol mixing ratio in mg-1). The 

thermodynamics shown in Figure 1a were used for the ms runs, and the ls and hs profiles were 

perturbed by applying a negative or positive Gaussian temperature perturbation, respectively, 

with a maximum amplitude of 0.5 K between ~600 – 2000 m above ground level (Fig. 2.1b). The 

Gaussian perturbation allows for a smooth perturbation of temperature without producing 

discontinuities in the thermodynamic profile, and these perturbations are representative of the 

static stability range seen in five CAMP2Ex flights (Reid et al. 2022) where similar cloud fields 

exhibiting convective clouds with a low cloud fraction were observed (Fig 2.3). The ms-100 

profile produces a simulation environment representative of CAMP2Ex and the West Pacific 

warm pool (Fig. 2.1c), and the details of the evolution of static stability is discussed in Section 3. 

Aerosol mixing ratio profiles decay exponentially with height (initial setups seen in Fig. 2.1d), 

and the surface values used were based on observations made in the region of the field campaign 

(Reid et al. 2013, 2016a,b; Atwood et al. 2017; Reid and Wang 2020, personal communication). 

Aerosol advection and diffusion near the surface reduce our initial surface mixing ratio by about 

15% at the end of the ls-100 simulation, and advection leads to some vertical stratification of 

aerosol, but the initial profile remains largely intact above the well-mixed surface layer. In our 

results and analysis, the ls-100 simulation was designated as our control simulation due to having 

the least stability and aerosol versus the remainder. 
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Figure 2.3: Vertical profiles of our initial static stability settings (quantified as N2, the square of the Brünt-Väisälä 

frequency) versus those collected from CAMP2Ex dropsondes launched in conditions comparable to our 

simulations. Panel (a) shows values from all of Science Flights 8 and 12-15, whereas panels (b)-(c) and (e)-(g) show 

those from the individual flights 8, 12, 13, 14, and 15, respectively. Panels (d) and (h) display Himawari-8 1 km 

visible satellite imagery from Science Flights 8 and 12, respectively. The red solid and red dashed lines on the 

stability panels represent the sondes’ mean and median for each flight grouping, the black dash-dotted lines 

represent the sondes’ minimum and maximum for each grouping, and the solid, dashed, and dash-dotted blue lines 
represent the values from our low stability, medium stability, and high stability simulation initial settings, 

respectively. Also note the different x-axis scaling between different panels. Panels (d) and (h) display Himawari-8 

1 km visible satellite imagery from Science Flights 8 and 12, respectively. In panels (d) and (h), P-3 position and 

flight track are denoted by the magenta “X” and orange line, respectively. (University of Wisconsin/NASA 

GeoWorldview Website (http://geoworldview.ssec.wisc.edu)). 
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Table 2.2: A depiction of the experimental suite presented within this study and the naming convention used. “B-V 

freq.” here denotes the Brunt-Väisälä frequency at initialization. 
 Low Aerosol 

100 mg-1 at surface 
Medium Aerosol 
500 mg-1 at surface 

High Aerosol 
3000 mg-1 at surface 

High Stability 

~ +6% max B-V freq. 

from Fig 1a 
~ +0.85% mean B-V 

freq. from Fig 1a 

“hs-100” “hs-500” “hs-3000” 

Medium Stability 
Uses Fig. 1a profile 

“ms-100” “ms-500” “ms-3000” 

Low Stability 

~ -6% max B-V freq. 

from Fig 1a 
~ -0.85% mean B-V 

freq. from Fig 1a 

“ls-100” (CONTROL) “ls-500” “ls-3000” 

 

After conducting these experiments, our methodology for analyzing results largely seeks 

to capture the changes and responses in domain-wide and domain-mean cloud and environmental 

qualities, and to further assess changes in certain key variables within the specific modes of the 

tropical trimodal convective distribution. Most of these properties were assessed at 5-minute 

temporal resolution, though some of the analyses include temporally integrated contoured-

frequency-by-altitude diagrams (CFADs; Yuter and Houze 1995), and spatiotemporal means of 

cloud properties. For all analyses, the first 2 hours of simulation time were considered as model 

spin-up and discarded. At each analysis timestep, the total condensate field was masked to hide 

values less than 0.01 g/kg (the same threshold as van den Heever et al. 2011 and Sheffield et al. 

2015), and the “label” function from the Python SciPy package (Weaver 1985; Virtanen et al. 

2020) was used to identify contiguous 3D regions of condensate above this threshold. All 

convective cloud regions were required to be contiguous in 3D space and have a cloud base 

below 2 km, with cumulus terminating below 4 km, congestus from 4 to 7 km, and deep 

convection above 7 km (Johnson et al. 1999; Sheffield et al. 2015; see examples in Fig. 2.2). The 

coordinates of different clouds were grouped by mode for our analysis, and below we report the 
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means and standard deviations of key properties when at least one cloud of that mode was 

present. Our horizontal grid spacing of 100 m allows us to capture all modes of the tropical 

trimodal distribution, and is comparable to previous LES studies of cumulus clouds (e.g. Xue et 

al. 2008). However, the very smallest cumulus clouds (length of order ~200 m or less; Wang et 

al. 2009; Ghate et al. 2016) will not be adequately represented (Heus and Seifert 2013). As the 

vast majority of clouds (> 90%) by surface area and volume are properly resolved, we feel that 

this grid spacing is sufficient for this study. 

2.3) Results and Analysis 

2.3.1) Bulk Dynamics and Microphysics Responses to Static Stability and Aerosol 

We start by providing an overview of the environmental evolution of our simulations, 

quantified via static stability, radiative transfer, cloud fraction, dynamical intensity (updraft and 

downdraft strengths), and condensate glaciation. While panel (g) in each of Figures 2.4-2.10 

represents the control simulation and shows actual values of the property of interest, the 

remaining panels demonstrate differences or percent changes from control (control being the ls-

100 run; EXPERIMENT – CONTROL). Initial static stability and aerosol increase when moving 

upwards and rightwards amongst the figure panels, respectively. Precipitation responses largely 

reflected the findings of previous literature: with increased aerosol loading, the total precipitation 

and number of raining columns were reduced, while some of the raining columns did 

demonstrate increases in precipitation intensity (e.g. Albrecht 1989; Xue et al. 2008; Lebo and 

Seinfeld 2011; van den Heever et al. 2011; Tao et al. 2012; Saleeby et al. 2015). As these 

findings are not overly novel, they will not be discussed further in this study.  
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Figure 2.4: Time-height series plots of (g) static stability (quantified as N, the Brunt-Vaisala frequency) for the 

control ls-100 simulation and (a-f,h-i) differences in total cloud fraction of the aerosol and static stability sensitivity 

experiments from the control ls-100 simulation. Differences from control less than +/- 0.0001 s-1 are indicated in 

white in panels (a-f,h-i). Aerosol concentrations increase from left to right, and static stability increases from the 

bottom row to the top row as indicated by the solid black arrows. 

 

Figure 2.5: The same as Figure 2.4, but for all-sky shortwave (SW) radiative forcing. Differences from control less 

than +/- 0.01 W m-2 are indicated in white in panels (a-f,h-i). 
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Figure 2.6: The same as Figures 2.4-2.5, but for all-sky longwave (LW) radiative forcing. Differences from control 

less than +/- 0.01 W m-2 are indicated in white in panels (a-f,h-i). 

 

 

Figure 2.7: The same as Figures 2.4-2.6, but for all-sky total radiative forcing. Differences from control less than +/- 

0.01 W m-2 are indicated in white in panels (a-f,h-i). 
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Figure 2.8: The same as Figures 2.4-2.7, but for cloud fraction. Note that unlike Figures 2.4-2.7, the difference plots 

show percent changes rather than the actual difference in values. Time-altitude pairings where either one (g) or both 

(all other panels) simulations had a cloud fraction of zero were masked in gray. Percent changes with a magnitude 

less than 1% are marked in white. 

 

 
Figure 2.9: CFAD diagrams of vertical velocity calculated using the entire domain and over all analysis times, for 

(g) the control ls-100 simulation and (a-f,h-i) percent changes in bin count from the ls-100 simulation. Regions 
where either one (g) or both (all other panels) simulations had a CFAD bin count of zero were masked in gray, and 

percent changes less than +/- 0.1% are indicated in white in panels (a-f,h-i). Aerosol concentrations increase from 

left to right, and static stability increases from the bottom row to the top row as indicated by the solid black arrows. 

Note that the colorbars here are logarithmically scaled. 
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Figure 2.10: The same as Figure 2.8, but for ice ratio (mean ice condensate mixing ratio/mean total condensate 

mixing ratio for each vertical level and time). For the difference plots, regions where the mean condensate mixing 

ratio was less than 0.01 g/kg were masked, areas where the control had no cloud were provided with the ice ratio of 

the simulation being compared, and percent changes less than +/- 1% were indicated in white in panels (a-f,h-i). 

 

First, we examine the changes in environmental static stability. The Gaussian temperature 

perturbation for the ls-100 run produces a Brünt-Väisälä frequency profile with two low-level 

maxima at initialization, the stronger at ~700 m (coinciding with the stability peaks in our ms 

and hs runs) and the weaker around 1400 m, with the ms and hs runs exhibiting a single 

maximum at 700 m (Fig. 2.3). Two hours after initialization, a weak unstable surface layer 

develops due to our initial air-sea temperature difference of about 1 K (similar to that seen in the 

basin-scale run) that, while persistent, does not robustly grow in either depth or strength (Fig. 

2.4g) and would likely not occur if the sea surface was coupled with the atmosphere and allowed 

to freely evolve. Qualitatively, the vertical locations of our initially perturbed stability maxima 

and minima narrow but otherwise vary little over the simulation, and the boundary layer 

gradually destabilizes in time (more so close to the surface) due to clear-sky nocturnal longwave 

(LW) cooling driven by our moisture profile in conjunction with our fixed SST (Fig. 2.5, 2.6). 
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Due to low cloud fraction (which is in keeping with the CAMP2Ex observations, e.g. Fig 2.3d,h), 

this clear-sky LW cooling, driven by the moisture profile, dominates the domain-wide LW 

signal. As the temporal frequency of radiation updates (5 min) is coarser than our dynamical 

timestep (0.75 s) and the cloud fraction is low (Figs. 2.2, 2.8g), cloud impacts on radiative 

transfer beyond their bulk moisture transport are relatively small and uncertain versus the clear-

sky changes. The contrast in update frequency may also impact changes in cloud cover and 

precipitation, as has been identified in previous studies (e.g. Matsui et al. 2018).  

Aerosols also impact the stability evolution of the environment via changes to clear-air 

radiative transfer. The slight vertical stratification of aerosol has little effect on stability for the 

low- and mid-aerosol runs (Fig. 2.4, left and center columns), but leads to stability stratification 

at high aerosol (Fig. 2.4, right column). Though multiple scattering in the vertical is seen to 

enhance daytime shortwave (SW) heating (Figs. 2.6-2.7, center and right columns), this affects 

stability little in comparison to the changes in the LW profile from absorption by the mixed 

ammonium sulfate/dust aerosols (Figs. 2.5, 2.7). In this version of RAMS, these aerosols were 

comprised of an ammonium sulfate coating over a dust core, with a 10% / 90% composition 

split, respectively, leading to greater absorption by our aerosols than pure ammonium sulfate. 

Stability and AIE impacts on clouds (discussed more in the following section) and ensuing 

changes in moisture transport also feed back on stability in the lower troposphere, though these 

are weaker than the initial stability perturbations (Figs. 2.3 and 2.4). 

We now examine the simulation evolution in terms of cloud fraction (Fig. 2.8). Shallow 

boundary layer clouds are ubiquitous throughout the control simulation, but cover little area (ls-

100; Fig. 2.8g). Thus, cloud coverage at any altitude remains low overall as is seen in some of 

the CAMP2Ex observations, rarely exceeding 5% anywhere within the domain (Figs. 2.2; 2.3d,h; 
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2.8g). Clouds remain shallow until the first overnight period (~1735-0540 LT, 21-22 August), 

deepening overnight due to progressive moistening of the lower troposphere by boundary layer 

cumulus. The first congestus are produced around 0000 LT, 22 August, and a deep convective 

cloud briefly appears about 12 hours later. However, due to the low frequency of deep 

convection, cumulus clouds dominate the scene until the second sunset (~1735 LT, 22 August). 

At 18 LT, 22 August, cumulonimbi with CTHs of 8 km emerge again, and subsequently deepen 

to 10 km at 0000 LT, 23 August and 12 km at 0300 LT.  In the final hours on the morning of the 

third day, deep convection decays, with maximum CTH reducing from over 12.5 km before 

sunrise to 11 km at the simulation’s end (0800 LT, 23 August).  

Changes in static stability manifest the most strongly at low and moderate aerosol 

concentrations (Fig. 2.8, left and center columns), with the influence of stability becoming more 

muted as aerosol concentrations are increased (Fig. 2.8, right column). Moderate static stability 

(Fig. 2.8 d,e) appears to favor deeper cloud penetration when compared with the control ls-100 

run, though boundary layer cloud cover is slightly reduced. However, high stability (the top row 

of Fig. 2.8) generally suppresses cloud coverage. This behavior is consistent with previous 

studies: the trade wind stable layer is often not a true inversion in the deep tropics (Ghate et al. 

2016), but the stronger it is, the more it inhibits cloud growth (Malkus 1958; Malkus and Riehl 

1964; Johnson et al. 1999). Overall, increasing the static stability traps more moisture in the 

boundary layer, which is favorable for the development of deep convection later, but too high an 

initial stability ultimately impedes this convective development due to the greater buoyancy 

required to break through the stable layer.  

Responses to increased aerosol loading are similar to those for increased stability in the 

lower troposphere (Fig. 2.8, center and right columns). These responses arise due to two 
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processes: (1) enhancement of the stability above the boundary layer by aerosol LW absorption; 

and (2) dynamic-thermodynamic-microphysical AIEs such as warm rain suppression (e.g. 

Albrecht 1989; Saleeby et al. 2015). Moderate aerosol loading leads to some enhanced 

production of deep convection, a finding seen in previous studies (e.g.(Khain et al. 2005; 

Rosenfeld et al. 2008; van den Heever et al. 2011). However, the highest amount of aerosol 

loading does produce consistent trends of reduced cloud cover, likely due to increased 

entrainment and evaporation of the smaller cloud droplets produced from greater aerosol 

concentrations. This indicates a reduced sensitivity to changes in static stability for high aerosol 

loading. 

Dynamical intensity, quantified by updraft and downdraft velocities domain-wide 

throughout the simulation (Fig. 2.9g, note the logarithmic scale) exhibits a broad range in 

strengths, although most vertical velocities are weak – an expected result considering that cloud 

fractions are low and the CFADs include both clear and cloudy regions. The frequency of 

updrafts and downdrafts tends to decrease in both directions the further they are from 0 m/s, with 

most falling between about -10 and 30 m/s. The distribution width also varies little throughout 

much of the profile, though narrowing occurs above 12 km (a height that few clouds penetrate) 

and within the boundary layer (where static stabilities are the highest). Similar responses to cloud 

fraction for enhanced stability and aerosol are seen in the dynamical intensity: moderate aerosol 

increases result in increased dynamical intensity (Table 2.3; Fig 2.9d,e,h), with strong 

enhancements in either stability or aerosol suppressing it (Table 2.3; Fig 2.9, top row and right 

column). The only exception is for low-level vertical velocities, which are enhanced at high 

aerosol loading due to warm-phase invigoration. These changes, which are discretized by 

simulation initial characteristics, tropospheric altitude, and strength of vertical motion in Table 
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2.3, are reflective of the changes seen in cloud fraction, further illustrating the connections 

between vertical circulations and cloud field characteristics. 
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Table 2.3: A discretization of percent changes in vertical velocities from the control simulation (ls-100) for the other 8 model runs, categorized by vertical 

location, simulation initial characteristics, and strength of updraft/downdraft. Low-levels range from 0-4 km (corresponding to the possible CTH range of the 

cumulus mode), Mid-levels from 4-7 km (corresponding to the CTH range of the congestus mode), and Upper-levels from 7 km up (corresponding to the CTH 
range of the cumulonimbus mode). “Weak” updrafts and downdrafts refer to those with a magnitude between 0-1 m/s, “Moderate” between 1-5 m/s, “Strong” 

from 5-10 m/s, and “Very Strong” greater than 10 m/s. 

 

Differences from ls-100 

run 

Weak 

Updrafts 

Weak 

Downdrafts 

Moderate 

Updrafts 

Moderate 

Downdrafts 

Strong 

Updrafts 

Strong 

Downdrafts 

Very Strong 

Updrafts 

Very Strong 

Downdrafts 

hs-100 Low levels -0.61% - 2.58% - 20.8% - 33.4% - 24.7% - 59.3% - 2.63% - 100% 

Mid-levels -14.9% - 16.0% - 53.6% - 38.9% - 60.6% - 67.7% - 59.1% - 75.0% 

Upper-levels -45.3% - 46.2% - 95.4% - 98.0% - 98.0% - 98.1% - 97.1% - 100% 

hs-500 Low-levels + 7.43% - 0.03% - 22.0% + 46.4% - 20.6% + 49.5% + 13.7% 0% 

Mid-levels -9.57% - 13.5% - 57.5% - 24.8% -67.4% - 40.0% - 62.2% - 35.0% 

Upper-levels -44.9% - 45.9% - 97.4% - 95.2% - 97.3% - 92.2% - 86.7% - 100% 

hs-3000 Low-levels + 11.7% - 1.61% - 25.4% + 307% - 23.2% + 2450% + 26.6% + 95.5% 

Mid-levels + 26.8% + 14.5% - 46.7% + 59.8% - 76.1% + 766% - 69.1% + 50.0% 

Upper-levels - 44.6% - 46.0% - 99.6% - 98.9% - 99.8% - 99.4% - 99.9% - 100% 

ms-100 Low-levels - 0.02% - 0.61% - 1.52% - 7.07% - 7.44% + 19.5% - 7.34% - 75.0% 

Mid-levels + 2.81% + 3.88% + 8.77% + 1.77% + 6.43% - 11.2% - 20.0% - 16.7% 

Upper-levels - 3.99% + 6.28% + 25.0% + 44.7% + 17.7% + 35.8% + 31.2% - 19.2% 

ms-500 Low-levels + 9.60% + 3.76% + 2.62% + 111% + 2.16% + 412% + 38.2% + 100% 

Mid-levels + 29.3% + 29.8% + 45.2% + 68.2% + 41.3% + 105% + 51.0% + 45.7% 

Upper-levels + 146% + 455% + 329% + 458% + 197% + 268% + 237% + 44.1% 

ms-3000 Low-levels + 13.2% + 0.36% - 21.6% + 305% - 19.2% + 2480% + 5.95% + 107% 

Mid-levels + 34.6% + 21.6% - 41.6% + 70.5% - 73.1% + 723% - 71.9% + 21.4% 

Upper-levels - 42.9% - 44.1% - 99.3% - 97.9% - 99.6% - 99.3% - 99.8% - 100% 

ls-500 Low-levels + 10.3% + 5.04% + 17.8% + 116% + 10.8% + 155% + 51.7% - 100% 

Mid-levels + 30.2 + 31.7% + 55.6% + 79.4% + 46.3% + 92.8% + 46.5% + 33.3% 

Upper-levels + 47.0% + 142% + 122% + 272% + 38.9% + 152% + 94.7% + 5.56% 

ls-3000 Low-levels + 14.7% + 2.23% - 17.6% + 322% - 13.0% + 2540% + 16.7% + 103% 

Mid-levels + 39.3% + 26.9% - 36.3% + 80.2% - 66.8% + 709% - 56.8% + 29.4% 

Upper-levels - 42.2% - 43.5% - 98.7% - 95.7% - 99.1% - 96.3% - 98.7% - 100% 
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Finally, the relative contribution of ice to the total condensate illuminates some stark 

changes over the course of the simulation (Fig. 2.10g). As the 0 ºC level is located at ~4.5-5 km 

in each simulation, the vast majority of condensate below this altitude is liquid. Ice first emerges 

in the domain around 6 LT, 22 August, when some congestus clouds glaciate. As the congestus 

are primarily liquid, the ice ratios generally remain low until deep convective clouds become 

more frequent around 12 hours later. After 18 LT on 22 August, we see a mixed-phase region 

from roughly 4.5 – 6 km, near-total glaciation above 9 km, and pulses of elevated and reduced 

ice ratios above and below the freezing level. These regions of greater and lesser ice ratios in the 

mixed-phase region indicate falling ice precipitation and lofted supercooled water, respectively. 

Ice phase responses to enhancements in static stability and aerosol further reinforce and explain 

the changes seen in cloud fraction and dynamical intensity. At moderate stability and aerosol 

loading, we see a delayed onset of glaciation but later increases in both deep glaciated clouds and 

sub-freezing level ice precipitation (Fig 2.10 d,e,h), indicating the importance of glaciation and 

the timing of these ice processes for cold-phase invigoration of deep convection. As previously 

discussed, high static stability impedes the vertical growth of shallower convection, which 

subsequently suppresses glaciation. Additionally, while moderate amounts of aerosol induce both 

warm and cold phase invigoration, high aerosol loading only produces the former, resulting in 

lower cloud tops, cloud coverage, and glaciation. This robust warm phase invigoration, and more 

mixed response in the cold phase with suppression at the highest aerosol loading, are in 

agreement with the findings of recent studies of deep convection ((Igel and van den Heever 

2021; Marinescu et al. 2021; Park and van den Heever 2021). 

Generally, our simulations initiate as a shallow cumulus field that gradually deepens and 

dynamically intensifies as diurnal cycles of convection and radiation progressively moisten the 
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lower troposphere and destabilize the middle and upper troposphere. The initiation of deeper 

convection further impacts the evolution of the domain by deepening the vertical transport of 

moisture and producing considerably more precipitation, although cloud cover remains low 

overall. Since our idealized simulations lack the presence of SST variations, SST feedbacks and 

large-scale wind disturbances that some studies have identified to be important to the diurnal 

cycle (e.g. (Weller and Anderson 1996; Sui et al. 1997; Ruppert and Johnson 2015), some of this 

variability cannot be fully captured. However, the overall diurnal cycle and our understanding of 

the role of convective moistening are reasonably consistent with previous studies using a fixed 

SST (e.g. Liu and Moncrieff 1998). Increasing the static stability and aerosol both impact the 

thermodynamic evolution of the scene, with moderate (strong) enhancements in either of the two 

amplifying (suppressing) convective favorability. Lastly, it appears that impacts from changing 

both stability and aerosol may operate synergistically to invigorate convection (a “Goldilocks 

Zone”) in some circumstances. This is most evident in the ms-500 simulation, which exhibits 

deeper convection, more widespread updraft and downdraft invigoration, and more vertically 

contiguous fluctuations of enhanced and reduced ice ratio (i.e., more lofting of supercooled water 

and precipitation of ice) than the control run. Stability-induced enhancement of boundary layer 

moisture coupled with greater condensational growth due to higher aerosol concentrations is a 

prime driver of this response. 

  Having examined these responses to aerosol and static stability, we now turn our 

attention to examining the response of each convective mode to these initial conditions. While 

shallow convection can and does grow upscale to deep convection in our simulations, 

considering each mode and its responses to aerosol and stability in relative isolation is important 
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for understanding the role each mode plays in the evolution of the bulk environment, cloud and 

precipitation processes themselves, and radiative transfer. 

2.3.2) The Response of Cloud Mode Properties to Static Stability and Aerosol 

Cloud mode characteristics were obtained by saving all grid points classified as a 

particular convective mode at all analysis times, and then calculating statistics, mean profiles, 

and net profiles over all the times when at least one cloud of a particular mode (categorized as 

discussed in Section 2b) was present. The cloud properties in Figures 2.11-2.14 are separated by 

mode, with the top row showing the control (ls-100) profiles for cumulus (panel a), congestus (b) 

and cumulonimbus (c), and the bottom row (d-f) showing the simulation differences from the 

control for each mode, respectively. Note that each column’s vertical axis differs – cumulus 

extend to 4 km, congestus to 7 km, and cumulonimbus to about 14 km – and also recall the 

presence of background stable layers at ~ 1 km (boundary layer), ~ 6.5 km (freezing level), and 

~16 km (tropopause). 
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Figure 2.11: Profiles of mean total condensate mixing ratio (“Total Cond. M.R.”) for the (a) cumulus, (b) congestus, 

and (c) cumulonimbus modes for the ls-100 control simulation, and differences from control for the other sensitivity 

experiments for the (d) cumulus, (e) congestus, and (f) cumulonimbus modes. Note that each column’s vertical axis 

differs – cumulus extend to 4 km, congestus to 7 km, and cumulonimbus to about 14 km. 
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Figure 2.12: Profiles of mean vertical mass flux. Each panel of the plot represents the same simulation(s) and cloud 

species as its counterpart in Figure 2.11. Note that each column’s vertical axis differs – cumulus extend to 4 km, 

congestus to 7 km, and cumulonimbus to about 14 km. 
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Figure 2.13: Profiles of net vertical mass flux. Each panel of the plot represents the same simulation(s) and cloud 

species as its counterpart in Figures 2.11 and 2.12. Note that the x-axis units for panels (a) and (d) are in 1e8 kg s-1, 

while the remainder are in 1e7 kg s-1. Note that each column’s vertical axis differs – cumulus extend to 4 km, 
congestus to 7 km, and cumulonimbus to about 14 km. 
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Figure 2.14: Profiles of mean MSE. Each panel of the plot represents the same simulation(s) and cloud species as its 

counterpart in Figures 2.11-2.13. Note that each column’s vertical axis differs – cumulus extend to 4 km, congestus 

to 7 km, and cumulonimbus to about 14 km. 

 

Cumulus clouds are small, dynamically weak, and numerous in the ls-100 simulation 

(Table 2.4). The average cumulus cloud precipitates weakly, if at all, resulting in a low 

condensate mixing ratio below 500 m in the mean and a sharp increase above this height (Fig. 

2.11a). Cumulus deeper than the mean CTH exhibit heavier condensate loading between 2-3.5 

km that then drops off sharply just below the 4 km cutoff. The mean vertical mass flux is 

negative below 500 m indicating precipitation and/or sedimentation, is positive from 500 – 1500 

m, and increasingly negative above 1500 m (Fig. 2.12a). When aggregated to consider the net 

vertical mass transport by the cumulus mode, there is a strongly positive net flux between 500-
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1500 m, with considerably weaker negative fluxes above and below this level (Fig. 2.13a), 

indicating that cumulus primarily act to transport mass, moisture, heat, and aerosol upwards 

within the boundary layer, as noted in previous studies (e.g. Johnson et al. 1999; Schumacher et 

al. 2004). The mean moist static energy (MSE) contained within the cumulus mode is highest at 

the surface, with an additional local maximum just above 500 m (Fig. 2.14a). The mean MSE 

decreases sharply from 500 to about 1200 m, where environmental static stability is the lowest 

and entrainment may reduce MSE. Above 1200 m, this reduction is slower and more even. 
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Table 2.4: Some key characteristics (cloud top height (m), maximum vertical velocity [w Max; m/s], maximum areal coverage (km2), single-timestep mean 

count, and total count) of clouds which were classified as cumulus in each simulation. For each pair of values, the leftmost number is the arithmetic mean, and 

the rightmost number following the +/- is the standard deviation. All clouds identified as cumulus between 0200 Z on 21 August (2 hours after initialization) and 

0000 Z on 23 August were included in this analysis. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 CTH [m] w Max [m/s] Max Area [km2] Mean Count [#] Total Count [#] 

hs-100 958.01 +/- 541.41 1.574 +/- 1.917 0.1994 +/- 0.3006 6312.0 +/- 1559.4 3.49 x 106 

hs-500 941.36 +/- 522.02 1.497 +/- 1.918 0.1662 +/- 0.2399 6591.3 +/- 1215.9 3.64 x 106 

hs-3000 871.55 +/- 456.46 1.329 +/- 1.811 0.1497 +/- 0.1840 6227.3 +/- 899.54 3.44 x 106 

ms-100 964.84 +/- 542.02 1.576 +/- 1.951 0.2002 +/- 0.3151 6027.2 +/- 1559.7 3.33 x 106 

ms-500 952.25 +/- 524.32 1.502 +/- 1.944 0.1637 +/- 0.2401 6414.7 +/- 1376.4 3.55 x 106 

ms-3000 895.68 +/- 471.90 1.364 +/- 1.851 0.1458 +/- 0.1763 6435.7 +/- 826.93 3.56 x 106 

ls-100 971.20 +/- 541.78 1.579 +/- 1.988 0.2024 +/- 0.3393 5703.0 +/- 1558.6 3.15 x 106 

ls-500 971.22 +/- 540.38 1.522 +/- 1.989 0.1637 +/- 0.2489 6211.7 +/- 1542.7 3.44 x 106 

ls-3000 916.71 +/- 485.94 1.385 +/- 1.885 0.1425 +/- 0.1758 6464.6 +/- 919.73 3.57 x 106 
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When stability is increased for the same aerosol loading, the CTH and mean maximum 

vertical velocity of cumulus clouds are unambiguously suppressed (Table 2.4). However, 

stability-driven changes in mean maximum area and frequency are modulated by aerosol 

loading. With greater static stability, condensate loading (Fig. 2.11d) and MSE (Fig. 2.14d) are 

enhanced in the boundary layer and reduced above, while the opposite trends are seen in the 

vertical mass fluxes (Fig. 2.12-2.13d). Enhanced low-level static stability reduces the ability of 

cumulus to penetrate beyond the trade wind stable layer, which increases condensate loading and 

moisture within the boundary layer. This reinforces our discussion in Section 3a regarding the 

impact of the strength of the trade wind stable layer on vertical cloud growth. 

Increasing aerosol loading reduces the CTH, maximum vertical velocity, and maximum 

area of the cumulus mode (Table 2.4), in agreement with some previous studies (Xue et al. 

2008). Despite this, there are some signs of warm-phase enhancement: greater condensate 

loading (Fig. 2.11d) that agrees with the 2nd AIE (Albrecht 1989), greater MSE (Fig. 2.14d), and 

deeper positive mean mass flux (Fig. 2.12d). However, negative mean mass flux values higher in 

the column are enhanced for increased aerosol concentrations, and there is also reduced net 

vertical mass flux in parts of the boundary layer (Fig. 2.13d). Increasing condensate loading to 

the point of weighing down cumulus updrafts, as well as an enhancement of stability and 

stratification above the boundary layer, contribute to these aerosol responses. 

While the middle mode of congestus is about 2 orders of magnitude less frequent than the 

cumulus mode in our simulations, these clouds are much wider, taller, and more dynamically 

vigorous clouds. Their key statistics are presented in Table 2.5. Observational studies on tropical 

oceanic congestus are limited and definitions vary, so contextualizing these values is challenging 

– for example, previously defined CTH varies from as wide as 3-9 km (e.g. Luo et al. 2009) to as 
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narrow as 5-7 km (e.g. Cotton et al. 2011). Our values fit reasonably well within those reported 

by previous observational studies, albeit on the shallower and narrower side (e.g. Cotton et al. 

2011). Congestus clouds have greater condensate relative to cumulus, particularly in the lowest 

500 m due to precipitating more frequently and heavily (Fig. 2.11b). A local maximum in 

condensate occurs between 2.5-4 km from warm and cold rain production, while another local 

maximum at 5.5 km (0.5-1 km above the freezing level) indicates boosts from ice production and 

lofted cloud water. Both maxima exhibit contributions from ice and cold rain production in 

transient congestus, which remain buoyant at the freezing level and continue growing (Luo et al. 

2009; Leung and van den Heever 2022). The local minimum at 4.5-5 km is indicative of lower 

condensate loading near cloud top in terminal congestus (also identified by Luo et al.), which are 

negatively buoyant at the freezing level, as well as enhanced freezing level detrainment 

(Zuidema 1998; Posselt et al. 2008). Some of these changes are reflected in the mean vertical 

mass flux profile, such as a stronger negative mean flux below 500 m (Fig. 2.12b). The region of 

positive mean flux is deeper than the cumulus mode (extending from ~500 – 3500 m), though its 

maximum value is about half as large, and the minimum around 4.75 km (near the freezing level) 

is roughly the maximum altitude terminal congestus would reach. The net vertical mass flux 

reflects similar patterns to the mean flux, further illuminating that most of the congestus mass 

transport occurs below ~3.5 km (Fig. 2.13b). However, the congestus net flux is about an order 

of magnitude less than for the cumulus mode, meaning that far less moisture is lofted to the mid-

levels via congestus than occurs within the lower levels due to cumulus transport. Finally, the 

congestus mean MSE profile in the low levels appears similar to that of cumulus but has a 

minimum around 4.5 km indicative of terminal congestus and an increase above this altitude 

from glaciation-related boosts to MSE from transient congestus (Fig. 2.14b). 
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Congestus exhibits two distinct behavioral regimes due to its more varied dependencies 

on the environment, which makes isolating individual responses to aerosol or static stability 

more challenging. To first order, greater static stability results in narrower and more frequent 

congestus, but neither maximum vertical velocity nor CTH respond monotonically (Table 2.5). 

Stability impacts above the boundary layer are primarily modulated by aerosol, but higher 

stability also results in reduced precipitation. This can be seen through lower total condensate 

(Fig. 2.11e) and less-negative vertical mass fluxes (Fig. 2.12e, 2.13e) below 500 m, which 

subsequently increase congestus MSE within the boundary layer (Fig. 2.14e). On the other hand, 

first-order results from increasing aerosol concentrations are congestus that are shallower and 

narrower, but also more frequent in occurrence and dynamically vigorous (Table 2.5). Like 

enhanced stability, greater aerosol loading reduces precipitation (Fig. 2.11-2.13 e). However, 

condensate loading is enhanced above 500 m and the mean vertical mass flux (Fig. 2.12e) is 

boosted below the freezing level with greater aerosol loading, both of which indicate warm-

phase invigoration as identified by previous studies (e.g. Li et al. 2013; Sheffield et al. 2015). 
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Table 2.5: The same as Table 2.4, but for those clouds classified as congestus. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 CTH [m] w Max [m/s] Max Area [km2] Mean Count [#] Total Count [#] 

hs-100 4802.9 +/- 739.00 11.48 +/- 4.123 6.517 +/- 6.772 32.991 +/- 33.280 1.13 x 104 

hs-500 4758.3 +/- 699.08 12.02 +/- 4.039 5.225 +/- 4.937 32.689 +/- 35.680 1.26 x 104 

hs-3000 4730.7 +/- 637.77 13.12 +/- 4.090 4.044 +/- 4.017 29.331 +/- 26.945 1.10 x 104 

ms-100 4800.4 +/- 730.22 11.49 +/- 4.025 7.109 +/- 7.754 25.763 +/- 21.014 9.22 x 103 

ms-500 4826.8 +/- 758.73 12.23 +/- 4.051 6.286 +/- 6.645 26.057 +/- 25.105 9.64 x 103 

ms-3000 4720.8 +/- 633.72 12.89 +/- 4.035 4.120 +/- 4.557 28.647 +/- 28.587 1.10 x 104 

ls-100 4795.2 +/- 717.68 11.58 +/- 4.050 7.892 +/- 9.145 25.401 +/- 14.704 9.20 x 103 

ls-500 4783.2 +/- 747.98 12.10 +/- 4.037 6.323 +/- 7.141 22.461 +/- 21.241 8.33 x 103 

ls-3000 4736.1 +/- 652.03 12.86 +/- 4.036 4.387 +/- 4.810 29.825 +/- 28.118 1.09 x 104 
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 Above the freezing level, some of the synergies discussed regarding the “Goldilocks 

Zone” in Section 3a manifest in congestus. While high aerosol loading substantially reduces 

mass fluxes above 4 km (Fig. 2.12e, 2.13e), moderate aerosol loading coupled with low-to-

moderate boundary layer static stability appears to be the most favorable environment for more 

expansive and vigorous congestus. The increased stability acts to enhance boundary layer 

moisture and energy. Coupled with the warm-phase invigoration from moderate aerosol loading, 

this allows developing congestus to draw on the enhanced MSE enough to invigorate its updraft 

and boost condensate loading, without too much condensate loading, entrainment, and 

evaporation weakening the updrafts. 

Cumulonimbus are highly infrequent compared with the cumulus and congestus modes 

(Table 2.6), and only manifest once sufficient environmental moistening by cumulus and 

congestus has occurred. Tropical oceanic deep convection can reach the tropical tropopause in 

nature (Johnson et al. 1999), though our cumulonimbi are considerably shallower (Table 2.6) due 

to the high environmental wind shear (Igel and van den Heever 2015) and sharp drop in moisture 

above 10 km, in keeping with observations. The mean maximum vertical velocity also agrees 

well with that reported by Heymsfield et al. (2010). Cumulonimbus precipitate heavily, 

exhibiting much greater mean condensate loading in the lowest 500 m than either cumulus or 

congestus, as well as greater mean condensate loading overall (Fig. 2.11c). The condensate 

loading profile also reveals greater maxima above and below the freezing level than congestus, 

indicating greater ice and cold rain production, and a less-prominent freezing level local 

minimum that is typically associated with greater freezing level stability and detrainment (e.g. 

Posselt et al. 2008). The mean vertical mass flux of the cumulonimbus mode has deeper positive 

transport (~1-4.5 km) and weaker near-surface and freezing level negative mean fluxes than the 
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congestus mode, as well as positive mean flux from ~6-10 km (Fig. 2.12c). The net vertical mass 

flux is of the same magnitude as that for congestus but produces greater positive net flux in the 

low levels, and a positive net flux from ~1 km through the freezing level all the way up to ~10 

km (Fig. 2.13c), exhibiting deep mass, moisture, and heat transport past the freezing level by 

cumulonimbus as characterized by Schumacher et al. (2004). Lastly, the mean MSE profile for 

cumulonimbus largely mirrors that of cumulus and congestus for the lower levels but increases 

more steadily above 4.5 km (except for a relatively static layer around 7 km) and reaches a 

maximum nearing that of the surface value at the top of the profile (Fig. 2.14c), further 

indicating deep transport of near-surface MSE. 
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Table 2.6: The same as Tables 2.4 and 2.5, but for those clouds classified as cumulonimbus. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 CTH [m] w Max [m/s] Max Area [km2] Mean Count [#] Total Count [#] 

hs-100 7795.2 +/- 853.65 16.65 +/- 5.482 39.29 +/- 36.91 3.9909 +/- 2.6302 4.39 x 102 

hs-500 7875.9 +/- 921.86 16.89 +/- 5.255 28.23 +/- 22.19 3.0667 +/- 1.8633 3.22 x 102 

hs-3000 7626.7 +/- 560.35 17.75 +/- 4.941 16.71 +/- 8.296 1.8690 +/- 1.0210 1.57 x 102 

ms-100 8719.8 +/- 1636.1 16.62 +/- 5.725 76.21 +/- 66.37 4.2550 +/- 2.3606 6.34 x 102 

ms-500 8582.2 +/- 1504.2 17.12 +/- 5.742 62.41 +/- 76.11 6.2797 +/- 3.6992 8.98 x 102 

ms-3000 7709.2 +/- 613.97 16.54 +/- 4.601 22.74 +/- 13.75 1.9208 +/- 1.1997 1.94 x 102 

ls-100 8670.2 +/- 1610.2 16.45 +/- 6.657 76.80 +/- 71.32 3.8675 +/- 2.1887 5.84 x 102 

ls-500 8806.7 +/- 1513.2 17.47 +/- 6.194 70.03 +/- 70.08 5.6225 +/- 3.2013 8.49 x 102 

ls-3000 7759.6 +/- 661.64 17.16 +/- 4.670 22.67 +/- 13.80 2.3047 +/- 1.3951 2.95 x 102 
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The cumulonimbus mode responses to perturbations of initial stability and aerosols are 

even more complex and non-linear than congestus. Cumulonimbi tend to be shallower and 

smaller in area but more dynamically intense at high static stability and are most frequent at 

middling stability (Table 2.6). Signs of precipitation suppression, such as low-level mass flux 

changes (Figs. 2.12f, 2.13f), are not robust despite reduced condensate loading (Fig. 2.11f) and 

enhanced boundary layer moisture (seen through MSE changes, Fig. 2.14f). This illustrates the 

greater role of cold-phase precipitation in cumulonimbus versus cumulus and congestus, and the 

relative insensitivity of such processes to boundary layer static stability alone, despite the latter’s 

role in the evolution of boundary layer moisture and energy. Indeed, a regime separation can be 

seen between the ms-100, ms-500, and ls-500 responses and those of the other runs, particularly 

above 4 km, further highlighting the nonlinearity present. 

Regarding aerosols, moderate loading produces the deepest, strongest, and most frequent 

cumulonimbus, though the greatest cloud area is seen at low aerosol loadings (Table 2.6). With 

enhanced aerosol concentrations, condensate loading (Fig. 2.11f), mean vertical mass flux (Fig. 

2.12f), and mean MSE (Fig. 2.14f) are generally enhanced from 2-6 km, 2-4 km, and 3-6 km, 

respectively, all of which are strong signs of warm-phase invigoration. Values above these 

altitudes, however, are reduced at high aerosol loading and otherwise modulated by stability, and 

the net vertical mass flux (Fig. 2.13f) shows a strong regime separation above 2 km. Boundary 

layer MSE is consistently enhanced with greater aerosol (Fig. 2.14f), but not above the freezing 

level due to the mixed cold-phase responses. Considered as a whole, these responses illustrate 

similar “Goldilocks Zone” sensitivities for cumulonimbus as we noted for congestus: the control 

(ls-100) environment is favorable for deep convection, and moderate increases to aerosol (ls-500, 

ms-500) or static stability (ms-100, ms-500) preserve or enhance convective ingredients present 
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in ls-100 by providing more vapor growth sites, enhanced condensate lofting (aerosol); increased 

boundary layer moisture and energy (stability); or some combination of these. These findings 

agree with several studies in the literature (e.g. Khain et al. 2005, 2008; Fan et al. 2009; Storer et 

al. 2010, 2014; Marinescu et al. 2021; Park and van den Heever 2022) that identify mitigating 

environmental factors on robust warm and cold phase invigoration from increased aerosol 

loading. 

In summary, each of the 3 cloud modes evident in these simulations exhibit 

characteristics that are generally consistent with observations (e.g. Johnson et al. 1999) and the 

understood role that each mode plays in vertical mass, heat, and moisture transport (e.g. 

Schumacher et al. 2004). Their changes in response to perturbations in initial static stability and 

aerosol profiles are also in keeping with past literature. However, the complex modulations and 

interactions between different aspects of the responses to aerosol loading and static stability 

indicate the importance of considering mitigating factors and environmental characteristics when 

assessing aerosol-cloud interactions. 

2.4) Conclusions and Future Work 

Our primary research goal was to explore the sensitivities of the tropical trimodal 

convective distribution, convective environment, and upscale growth of convection to changes in 

static stability and aerosol loading. We considered the impacts of covarying three different initial 

static stabilities and three different initial aerosol profiles in a base environment representative of 

tropical maritime regions around the Philippines which were observed during CAMP2Ex. To this 

end, nine different simulations were run for 48 hours of integration time using the RAMS model 

in an LES framework. Our analysis has shown that enhanced static stability and aerosol loading 

both substantially impact the evolution of a tropical, maritime environment and the associated 
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cloud fields around the Philippines. This work has allowed us to draw five key conclusions as 

summarized in Figure 2.15 and discussed as follows. 

 

Figure 2.15: A schematic of the five key conclusions drawn from this study. These include: (a) the suppression of 

the bulk environment and the trimodal convective distribution from high amounts of aerosol loading and boundary 

layer static stability; (b) the dominance of aerosol effects over stability effects on both clouds and environment; (c) 

the modulation of cloud/environment responses to static stability and aerosols by changing the characteristics of 

both; (d) the presence of a “Goldilocks Zone” in dynamical strength and cloud depth of convective clouds due to 
moderate aerosol loading; and (e) the occurence of most of the strong feedbacks in the boundary layer, with some 

strong feedbacks seen above the freezing level but relatively few within the warm-phase free troposphere. Double 

upward arrows indicate high levels of the noted quantity (i.e., high stability and/or high aerosol for (a)), the deltas in 

(c) denote changes to the subscripted initial characteristic, the single upward arrow in (d) denotes a moderate level 

of aerosol, and in (5), FL, FT, and BL represent the freezing level, free troposphere, and boundary layer, 

respectively. 

 

1. Large amounts of aerosol loading and low-level static stability suppress the bulk 

environment and the intensity and coverage of convective clouds (Fig. 2.15a) 
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Strong static stability traps more moisture and MSE in the boundary layer but is also a 

substantial barrier to penetration by convective updrafts. This can be seen in the environmental 

characteristics (Figs. 2.4-2.10) and cloud mode statistics (Tables 2.4-2.6). Changes to LW 

radiation from increased low-level stability reinforce the initial perturbation structure and render 

the bulk environment far less dynamically (Fig. 2.9, Table 2.3) and convectively (Fig. 2.8, 

Tables 2.4-2.6) active versus lower-stability environments. Similarly, high aerosol loading 

produces warm-phase invigoration (Fig. 2.9) and increased condensate loading (Fig. 2.11), but 

the latter counteracts buoyancy enhancements from greater condensational heating and increased 

LW absorption by aerosols (Fig 2.6-2.7) further enhances environmental stability stratification 

(Fig 2.4). It appears that entraining cloud edges may have greater evaporative cooling owing to 

smaller (and subsequently easier-to-evaporate) drops than at lower aerosol loading, which is 

reinforced by the narrower clouds seen at high aerosol loading (Tables 2.4-2.6). 

2. Cloud and environmental responses to aerosol loading tend to be stronger than those from 

static stability (Fig. 2.15b) 

The right columns of Figures 2.4-2.10 illustrate the dominance of high aerosol loading 

over the benefits of starting with a more convectively favorable (i.e., lower static stability) 

environment. Beyond the impacts already discussed in the first bullet, the LW and total radiation 

evolution (Figs. 2.6-2.7, right columns) are stratified at high aerosol loading due to the vertical 

redistribution of aerosols. This causes a more stratified static stability structure, resulting in 

stronger boundary layer and freezing level stable layers that inhibit vertical development of 

deeper convection. 

3. The effects of aerosol and stability perturbations modulate each other substantially (Fig. 

2.15c) 
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This conclusion is best seen through the cloud mode statistics (Tables 2.4-2.6) and 

vertical profiles of condensate loading, mean and net vertical mass flux, and MSE (Figs. 2.11-

2.14, respectively). The shallow cumulus mode shows a weak modulation of effects versus 

deeper convection, with robust trends in the cloud mode statistics (Table 2.4) and stability mostly 

altering the dominant effects of aerosol as a function of height in the vertical profiles (Figs. 

2.11d-2.14d). However, congestus and cumulonimbus (Tables 2.5 and 2.6) exhibit less 

monotonic trends with stability and aerosol, indicating greater nonlinearity in the combined 

effects of perturbed stability and aerosol. This is more apparent above the freezing level, where 

profiles of congestus and especially cumulonimbus group into 2 primary regimes (Figs. 2.11-

2.14 e-f). 

4. The deepest convection and highest dynamical intensity occur at moderate aerosol loading, 

rather than at low or high loading (Fig. 2.15d) 

The “Goldilocks Zone” runs of ms-100, ms-500, and ls-500 exhibit a more constructive 

stability-aerosol modulation of each property’s impacts on condensate loading (Fig. 2.11d,e,h), 

mean and net vertical mass fluxes (Figs. 2.12-2.13d,e,h), and mean MSE (Fig. 2.14d,e,h) than the 

other runs, which exhibit consistently less condensate loading, more negative vertical mass 

fluxes, and less MSE than our control ls-100 run. Deep convection reaches higher maximum and 

mean CTH values at moderate aerosol loading (Figs. 2.8 and 2.10, center columns; Table 2.6), 

largely due to the enhanced ice processes and lofting of supercooled water seen in the ice ratios 

in Figure 2.10. Updraft and downdraft strengths in the ms-500 and ls-500 runs (Fig. 2.9e,h) also 

exhibit strong signs of both warm and cold phase invigoration versus strictly the warm phase 

seen at high aerosol loading. The mean radiative transfer profiles (Fig. 2.14) also indicate that the 
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mid aerosol runs do not experience the strong stratification and enhancement of static stability 

from ~2-5 km present at high aerosol loading that inhibit upscale convective growth. 

5. Most of the strongest feedbacks due to aerosol and stability perturbations are seen in the 

boundary layer, though some are stronger above the freezing level (Fig. 2.15e) 

While this may seem self-evident due to our experimental approach, the persistence of some 

of these impacts and their more indirect effects came as a surprise. For example, the stability 

perturbation structure remained remarkably steady throughout our simulations, since perturbing 

the temperature affected the LW forcing directly in a positive feedback loop (Fig. 2.6a-f). Strong 

boundary layer responses can also be seen in cloud fraction (Fig. 2.8) and the cumulus mode 

statistics (Table 2.4). However, when considering upscale growth, some of these impacts are 

more prominent above the freezing level, such as the “Goldilocks Zone” enhancement of vertical 

mass fluxes and condensate loading in congestus and cumulonimbus, changes to ice ratio above 

5 km (Fig. 2.10), and changes to stability throughout the column from LW absorption by 

aerosols. 

In summary, this study has not only revealed many complex sensitivities to both 

thermodynamics and aerosol loading but has also illuminated several paths for future work that 

we plan to explore. For example, although we have learned a great deal about the bulk responses 

of the different cloud modes to aerosol loading and static stability, the impacts of these 

environmental factors on the evolution of the full cloud lifecycles was not examined. A follow-

up study examining these impacts on cloud lifecycle is presently underway. Another avenue of 

future work would be to thoroughly compare the individual clouds in our simulations with 

observations (e.g., dropsonde, cloud probe, radar, radiometer, and lidar data) from the CAMP2Ex 

field campaign and other appropriate campaigns, as well as to explore a wider variety of 
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environmental values for those quantities such as shear, moisture, and CAPE which have been 

seen to impact convective development and deep convective AIEs. This would further 

characterize the multifaceted processes occurring in such environments. 
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CHAPTER 3 – ADDING NEW SCIENTIFIC AND PROCEDURAL IMPROVEMENTS TO A 

CLOUD TRACKING TOOL2 

 

 

3.1) Introduction 

Recently, there has been a great deal of interest in robust, large-scale objective 

identification and tracking of clouds and other meteorological features (e.g., Heus and Seifert 

2013; Hu et al. 2019; Núñez Ocasio et al. 2020). As the atmosphere is not a static system, 

diffusive, advective, dynamic, and thermodynamic processes ensure that atmospheric phenomena 

of interest are nearly always either in motion or in a moving frame of reference, which is 

indicative of the utility of tracking frameworks for atmospheric data in general. Clouds are one 

such phenomenon for which tracking is useful. Clouds are near-ubiquitous features in the Earth’s 

atmosphere and play critical roles not only in tropospheric heat and moisture transport, but also 

with respect to scattering of solar radiation and absorption/emission of infrared radiation in the 

context of the global climate. Convective clouds and cloud systems can range in size from tens 

of meters to hundreds of km; exist for as short as a few minutes and as long as days; exhibit a 

wide variety of morphological characteristics; and undergo complex lifecycles that have a 

growing initiation stage, a quasi-steady-state mature stage, and a collapsing decay stage (Cotton 

et al. 2011). All of these elements make clouds prime candidates for objective analysis 

techniques, which has been successfully demonstrated in cloud tracking studies (e.g. Freeman et 

al. 2022; Leung and van den Heever 2022). However, clouds are far from the only 

meteorological phenomena where robust tracking tools are useful. For example, tracking on  

 

2 This study , entitled “tobac v1.5: Introducing Fast 3D Tracking, Splits and Mergers, and 

Other Enhancements for Identifying Meteorological Phenomena”, is a joint-first-author paper led 

by G.A. Sokolowsky and S.W. Freeman, and is currently in preparation for submission to 

Geoscientific Model Development (Sokolowsky and Freeman et al. 2022 – in preparation) 
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quantities such as aerosol concentration aerosol concentration (e.g. Bukowski and van den 

Heever 2021) and trace gas concentrations and masses (e.g. Zhang et al. 2022) is of enormous 

use to atmospheric chemists, climate scientists, and others studying movement of such quantities 

within the atmosphere. Convective cold pools, which are density currents that manifest via the 

evaporation of convective precipitation, can be identified and tracked using atmospheric 

thermodynamic and dynamic quantities such as temperature or temperature proxies (e.g. 

potential temperature), water vapor concentrations, and near-surface wind fields (e.g. Tompkins 

2001; Feng et al. 2015; Drager and van den Heever 2017; Drager et al. 2020). Atmospheric 

radiative quantities, such as outgoing longwave radiation (OLR), have clear uses in cloud 

objective identification (e.g. Gill and Rasmusson 1983; Weickmann 1983), but can also be 

leveraged to detect and track processes such as sea ice evolution (e.g. Singarayer et al. 2006). If 

such tools are made general enough, even people working outside the realm of atmospheric 

science can benefit from them, such as ornithologists or entomologists interested in bird and bug 

seasonal migration, respectively (e.g. Crewe et al. 2020; Knight et al. 2019). At present, 

however, only one such tool can address this myriad of uses: the Tracking and Object-based 

Analysis of Clouds (tobac; Heikenfeld et al. 2019), a Python package based in objective analysis 

principles that uses artificial intelligence to identify, discretize, and track objects and fields of 

interest.  

The most powerful and unique feature of tobac is its agnosticity regarding input variables 

and grids – i.e., it can be used with virtually any gridded input dataset and variable, 

meteorological or not. tobac was initially developed for use with clouds and associated 

meteorological data (Heikenfeld et al. 2019), and has been used for these purposes, such as 

tracking warm-season deep convective systems and Mesoscale Convective Systems (MCSs) via 
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satellite-observed infrared brightness temperature (e.g. Li et al. 2021; Kukulies et al. 2021). 

However, due to this unique variable agnosticity, tobac has also been used for other applications: 

for example, tracking of haboobs via dust concentration (e.g. Bukowski and van den Heever 

2021). tobac both draws from and expands upon the procedures developed in earlier cloud 

identification and tracking tools, and we have detailed some of the history of tracking tools in the 

atmospheric sciences below. 

First and perhaps foremost, tracking has historically required a great deal of human input 

and attention due to a lack of computationally efficient methods for the location, assessment, and 

connection of different features in time. One such early method, the Thunderstorm Identification, 

Tracking, Analysis, and Nowcasting tool (TITAN; Dixon and Weiner 1993), is a well-designed 

and powerful approach for the detection and tracking of thunderstorms, and while it does 

incorporate computational analysis of data, it is heavily based in physical principles (i.e., it 

requires specific datasets/variables and can only be used to track certain things) and manual 

assessment of output due to computational limitations at the time. As discussed in Dawe and 

Austin (2012), earlier studies involving tracking of clouds (e.g. Zhao and Austin 2005a,b; Heus 

et al. 2009) required scientists to contribute a great degree of manual/visual selection to the 

clouds they considered in their studies. This is not only time-consuming to an extent that is 

impossible to scale for large datasets, but also introduces subjectivity to an analysis that should 

ideally be objective. Some later publications (e.g. Plant 2009; Dawe and Austin 2012; Heus and 

Seifert 2013) have more general criteria allowing for automated selection, but exhibit 

computational or scientific limitations due to their design. Dawe and Austin (2012) tracked 

clouds as a combination of 3D liquid water content and buoyancy in 3D space, but required 

computationally expensive determinations of 4D spatiotemporal connectivity and had specific 



 60 

definitions for different cloud components, limiting use on a variety of different cloud types. 

Heus and Seifert (2013) simultaneously expanded on and improved the tractability of the 

approach of Dawe and Austin by connecting thermals, cloud envelopes, and precipitation shafts, 

but reduced the amount of memory needed by projecting these fields into 2 spatial dimensions 

and using the vertical dimension as a contiguity check between feature columns. However, both 

Dawe and Austin’s (2012) and Heus and Seifert’s (2013) methods were designed to be used in 

LES output fields of shallow cumulus with a vertical extent of less than 4 km, limiting the 

applicability of these methods with cloud systems that exhibit more vertical structure (e.g., 

layered clouds, deep convection, or slantwise convection) and other datasets that have similarly 

complex 3D morphology.  

Gropp and Davenport (2021) recently developed a powerful tracking tool for supercell 

thunderstorms that was effectively demonstrated at a 3-hourly time resolution (coarser than the 

requirements of many tracking tools) but is limited by its specific case use and cannot be easily 

generalized due to its inherent design. Similar utility limitations can be seen in the many tracking 

tools which have incorporated procedures for splits and mergers of tracked objects (e.g. Dixon 

and Weiner 1993; Gambheer and Bhat 2000; Hu et al. 2019; Núñez Ocasio et al. 2020): most of 

these tools leverage the specific phenomena being detected and tracked in order to construct a 

definition for the determination of splits and mergers, which preclude such treatments from being 

used outside the framework of these particular cases. Some other tools, such as the 

TempestExtremes package developed by Ullrich and Zarzycki (2017), utilize a more general 

framework akin to tobac’s variable- and grid-agnosticity and similarly reduce phenomena to 

single, pointwise features, but lack tobac’s comprehensive area and volume analysis tools for 

further investigation of feature-associated data. As there is a rich history of different detection, 
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analysis and tracking tools in the atmospheric sciences, tobac utilizes many of the strengths of 

these preexisting tools while broadening science applications and optimizing procedures to result 

in a more general and powerful analysis tool. 

Despite the utility of tobac and the strengths of this tool over earlier such packages, the 

increasing resolution of models and identification of new use cases (such as in LES modeling) 

have made it clear that the code base requires enhancement from both a scientific and procedural 

point of view. Necessary updates to tobac’s scientific capabilities are the inclusion of the third 

spatial (vertical) dimension in feature detection and tracking and internal tools allowing for 

spectral smoothing of data. More procedural improvements which would also further the utility 

of this package are increases in computational efficiency, ingestion of multiple data sources on 

different grids (e.g., performing feature detection on one grid and segmentation on a separate 

grid), and treatments for model periodic boundary conditions (PBCs).  

Our goal in this publication is to present each of these new improvements that have been 

released as part of tobac v1.5. In Section 3.2, we discuss the strengths and weaknesses of tobac 

v1.2 with demonstrations of its capabilities, while Section 3.3 details the scientific 

improvements. Section 3.4 presents the procedural enhancements, and Section 3.5 provides a 

summary of our changes to tobac, concluding thoughts on tobac v1.5, and some planned changes 

which will be included in future releases. 

3.2) tobac v1.2 overview 

Before elaborating on the new capabilities which have been included in tobac v1.5, we 

begin with a general overview of the design and capabilities of the original tobac library, denoted 

v1.2. tobac was first developed through a multi-institutional collaboration (Heikenfeld et al., 

2019) in order to provide a code base for “tracking and analysing individual clouds in different 
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types of datasets”. This package consists of three primary components: feature detection, or the 

objective identification of features from minima or maxima in gridded data; segmentation, or the 

discretization of the same or different gridded data based on previously detected features; and 

tracking, or the linking of detected features to one another through time. Segmentation and 

tracking operate independently of each other, but both require feature detection to have been 

performed on a data field of interest. These procedures can be performed on any gridded data 

field of interest, though for tobac v1.2, it must exist in two (feature detection, segmentation, and 

tracking) or three (segmentation only) spatial dimensions, requiring some form of data 

dimensionality reduction for feature detection and tracking when data grids are in 3D. These key 

elements, demonstrated on a field of radar reflectivity data, can be seen in Figure 3.1. The fine 

details of how these components were constructed is detailed in Heikenfeld et al. (2019), but we 

discuss the generalities and how tobac can be applied to different use cases within this section. 

 
 
Figure 3.1: Demonstration of tobac feature detection and segmentation of NEXRAD radar reflectivity data from the 

Cheyenne, WY radar on 25 May 2017 during the C3LOUD-Ex field campaign (van den Heever et al. 2021a). Panel 

(a) shows the actual radar data, panel (b) displays the objectively identified radar reflectivity features for a threshold 

of 30 dBZ as red dots, and panel (c) shows the reflectivity segmentation regions associated with the features as 

differently colored outlines. 

 

 Feature detection in tobac is performed by first establishing one or more data thresholds 

which gridded data values must exceed in order to be considered for placing features. 

Contiguous regions of gridded data meeting these criteria, as well as additional criteria such as a 

user-set minimum size, are saved as unique single-point identifiers (which can be set by users to 
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either be geometric centroids, weighted-difference positions, or extrema within the data) with 

their horizontal positions in each spatial dimension. If multiple thresholds are used, features 

detected at a higher-magnitude threshold that exist within a lower-magnitude region of features 

supersede and replace the feature(s) detected at the lower-magnitude threshold (e.g. Heikenfeld 

et al., 2019, their Figure 2). This multi-threshold capability allows for the identification of 

greater-magnitude data existing within a lower-magnitude data region without losing the 

sensitivity to lower-magnitude data. For example, using multiple thresholds on a modelled 

vertical velocity field enables the detection of deep convective updrafts within a broader, weaker 

updraft region as well as isolated, weak boundary layer thermals. An illustration of feature 

detection being performed on gridded NEXRAD radar reflectivity data obtained during the CSU 

Convective Cloud Outflows and UpDrafts Experiment (C3LOUD-Ex; van den Heever et al. 

2021) can be seen in Figure 3.1a-b. In this figure, convective storms in a grouping near 

Cheyenne, WY (Fig. 1a) are identified using a radar reflectivity threshold of 30 dBZ. Each of 

these storms is labeled as a single-point feature, marked in Fig. 3.1b. With the identification of 

such features, the additional components of tobac – segmentation and tracking – can be fully 

utilized. 

 The segmentation approach within tobac v1.2 begins with a previously identified set of 

tobac features. Where the feature detection procedure reduces contiguous regions of data to 

single points, segmentation discretizes a full volume or surface area associated with each of these 

features. For both 2D and 3D segmentation, the skimage.segmentation.watershed procedure (van 

der Walt et al. 2014) is used. In this method, feature locations are used to place ‘seeds’ in the 

data, which are expanded outwards progressively until reaching a data boundary or another 

expanded seed – hence the term ‘watershedding’. This allows for the discretization of data 
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regions pertaining to each feature, even when multiple features exist within the same contiguous 

data region. In 2D watershedding, this procedure simply operates in two dimensions, but for 3D 

watershedding, the entire vertical column where our 2D feature is located has markers placed in 

it, except where data points do not exceed the segmentation data threshold. In circumstances 

where data fields are layered, staggered, discontinuous in height, or otherwise irregular through 

the vertical dimension, this may lead to some data fields being erroneously segmented together, 

but such data are often identifiable through quality control of tobac output. The discretized field, 

or “segmentation mask”, for each timestep is saved as an array. Segmentation fields produced on 

2D radar reflectivity data from 2D radar reflectivity features are shown in Figure 3.1c. These 

regions illustrate the wider reflectivity fields outside of the convective cores that are associated 

with each of the detected features, likely precipitation regions raining out from the larger clouds 

being driven by the convective cores. 

 Finally, the tracking procedure within tobac v1.2 also requires a previously existing set of 

tobac features. These features are then used with the Python Trackpy library (Allan et al. 2021) 

to predictively link connected features in time. The presence of this tool within the tobac 

package introduces time evolution to the phenomenon identification that feature detection does 

and feature-associated area/volume produced by segmentation. 

 Despite the clear objectivity, utility, and power contained within this tool, tobac v1.2 had 

several important limitations from both a scientific and procedural standpoint, as touched on in 

the introduction. The limitation of feature detection and tracking to 2D, as well as the column-

based approach to 3D segmentation using 2D features, means that data fields which do not 

reduce cleanly into 2 dimensions (e.g., environments with strong vertical wind shear or layered 

clouds; deep convective clouds with multiple discontinuous vertical regions producing 
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condensate; tilted convective storms; and intrusions of aerosol layers composed of different 

species at different altitudes) might produce untrustworthy or confusing results when analysed 

using tobac v1.2. The included data processing tools are also limited, with no bandpass or 

spectral filter techniques included in the tobac v1.2 package to smooth or isolate data in noisy 

fields. From a computational perspective, the original implementation was also not well 

optimized (taking weeks or more to process large datasets), requiring substantial increases in 

computational efficiency for tractable usage with large datasets. Using detected features to 

segment data that exists on a different grid is also challenging with this version of tobac, as it 

requires a great deal of user processing to remap data to different grids. Finally, tobac v1.2 also 

lacked the ability to recognize and treat features, segmentation fields, and tracks on data with 

PBCs, a common characteristic in idealized numerical models. All of these needs motivated the 

improvements that are discussed in the following two sections. 

3.3) tobac v1.5 – Scientific Improvements 

3.3.1) 3D Inclusion 

 One of the most scientifically consequential improvements to tobac made as a part of 

v1.5 is the addition of the vertical dimension to feature detection and tracking, as well as an 

overhaul of 3D segmentation. Due to the structure of tobac, each of these changes required 

different modifications to the core modules contained within the code base. 

 For feature detection, much of the overall code logic remains unchanged, but is expanded 

to include the additional spatial dimension. The feature detection functions are now capable of 

determining whether their input data exists in two or three spatial dimensions, after which they 

branch accordingly within the code. When 3D data are input, contiguity and spacing of regions 

within this data are now assessed in all three spatial dimensions versus just the horizontal 
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dimensions. Further, the code also supports both uniform and non-uniform vertical grid spacing, 

allowing for use with modelling and observational data exhibiting either of these common grid 

structures. Data fields with a 3D input now output two additional data points, ‘vdim’ and 

‘altitude’, which are absent from 2D output. Including these additional data can be used for an 

abundance of analyses that depend on vertical information, e.g., defining the vertical structure of 

updrafts and downdrafts within convective clouds; identifying intrusions of concentrated aerosol 

layers; and highlighting vertical layers of elevated environmental stability, to name a few. 

In addition to the wider variety of scientific use cases that vertical information enables, these 

code changes also lead to substantial differences in feature detection output between 3D data and 

their counterparts reduced to 2D, such as that seen in Figure 3.2. Here, a model vertical velocity 

field is used for feature detection of updrafts at 1, 3, 5, and 10 m/s thresholds, with the 2D 

reduction being a plan view of the column maximum value. Figure 3.2a illustrates how much of 

the vertical structure of a 10 m/s feature in the data (white dots within the colored isosurfaces) is 

captured by our new method, and shows via comparison to Figure 3.2b that 3D features’ 

horizontal positions may differ from their 2D-projected counterparts when the vertical dimension 

is included in feature detection and positioning. While 2D feature detection is less 

computationally expensive than 3D and may be a faster solution that produces comparable 

results, users may also find that 2D projections of 3D data can lead to erroneous results, such as 

that demonstrated in Figure 3.3. Here, a cumulus cloud and cirrus cloud existing within a sheared 

environment are traveling in opposite horizontal directions, with the cumulus cloud also moving 

upwards in time. Fig. 3.3a-c depict how tobac v1.2 is able to identify the clouds in the initial 

scene, but fails to track the cumulus cloud due to the cirrus cloud hiding it from view in Fig. 3.3b 

due to the two-dimensional framework. This leads to the cirrus cloud being correctly tracked 
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through time, while tracking of the cumulus cloud is nonexistent, its height evolution is missed, 

and the failure to detect it as a feature in Fig. 3.3b leads to it being considered a separate, 

completely new tracked feature in Fig. 3.3c. Conversely, Fig. 3.3d-f depict the time evolution of 

this scene when 3D motion and detection are considered by tobac v1.5: not only are these two 

discrete clouds recognized, identified, and tracked correctly in time, but the vertical displacement 

of the cumulus cloud is also apparent in its track. Thus, a possible error arising from collapsing 

3D data to 2D is the disappearance of 3D features. 

 
Figure 3.2: An illustration comparing cross-sections of 2D and 3D updraft four-threshold feature detection on the 

same model 3D vertical velocity field. Panel (a) shows the projection of column maximum vertical velocity and the 

multiple features contained in this area, while panel (b) shows a cutaway 3D isosurface plot of a 3D updraft detected 

at the 10 m/s threshold covering the same area as panel (a). Black, blue, magenta, and red shading indicate pixels 

exceeding the 1 m/s, 3 m/s, 5 m/s, and 10 m/s thresholds, the white dots illustrate feature positions within each 

cross-section, and the white line in panel (a) represents the location of the front-left cutaway in panel (b), ahead of 

which (in y-point space) transparent isosurfaces are used to reveal the complex inner structure of the updraft via the 

opaque isosurfaces. 
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Figure 3.3: A depiction of tobac v1.2 (top row, plan view) and tobac v1.5 (bottom row, vertical cross section) 

feature detection and tracking for a scenario with upper-level cirrus moving over cumulus cloud developing in a 

sheared environment. Each column’s panels are depictions from the same time. The tobac v1.2 approach pictured in 
the top row fails to capture the temporal evolution and vertical propagation of the cumulus cloud due to the 

overlying cirrus, and even incorrectly recognizes the cumulus in panel (c) as a completely new feature and track 

from its earlier stage in panel (b). In contrast, the tobac v1.5 approach in panels (d-f) consistently and continuously 

identifies each cloud due to their separation in 3D space, resulting in correctly linked cloud tracks for each of the 

cirrus and cumulus. The colored circles denote different features at their present times in each panel, with the 

colored X’s indicating their position at previous times and the dotted lines representing the corresponding tracks. 

The symbol t here denotes a generic starting time, while ∆t denotes the timestep from scene to scene. 

 

 Unlike with feature detection, the segmentation routine in tobac v1.2 already has some 

capabilities for 3D data processing, as discussed in the previous section. The column-based 3D 

segmentation approach – where the entire vertical column at a feature location is seeded with 

markers for watershedding (the segmented regions are identified growing outward from the 

seeds) - works reasonably well for 2D features when the 3D field being segmented does not 

exhibit much vertical stratification or wind shear. However, seeding the full column is not ideal 
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when we have the feature’s vertical position, as seen in 3D-detected features. As such, we have 

introduced a new “box seeding” method which seeds a box of user-defined size in each 

dimension centred at the 3D location of the feature. This eliminates the issues from seeding an 

entire column, while also ensuring that features which are close in 2D space but exhibit greater 

vertical separation do not unduly influence each other’s segmentation masks. A depiction of the 

differences in 3D segmentation from each method can be seen in the schematic pictured in 

Figure 3.4. This figure depicts a multi-layered cloud field of cumulus, altostratus, and 

cumulonimbus, where segmentation is being performed on total condensate. The top row (Fig. 

3.4a-b) illustrates the use of the new box seeding method and the ensuing segmentation fields, 

with the bottom row (Fig. 3.4c-d) visualizing the older column seeding method and its output. 

The segmentation masks produced are markedly different between 3.4b,d, with there being clear 

examples of misattributed segmentation fields: the cumulonimbus cloud (red feature) is broken 

up into multiple segmented regions from the features associated with the altostratus (cyan and 

magenta features) and cumulus (orange feature) clouds below. 
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Figure 3.4: A schematic of the new box seeding approach versus the older column seeding approach for tobac 3D 

segmentation. Panels (a-d) depict a scene comprised of a mix of convective and stratiform clouds, with feature 

detection and segmentation being performed on a total condensate field. The top two panels (a,b) depict the new 

tobac v1.5 box seeding method, and the bottom two panels (c,d) depict the older column seeding approach. The left 

column shows the positions of the initial features used as segmentation markers as highlighted lines or circles, with 

the segmentation regions produced from these markers hatched with the corresponding color in the right column. 
 

A further example of this procedure using LES model data is seen in Figure 3.5: Fig. 3.5a 

shows the segmentation mask volume produced via column seeding, while Fig. 3.5b’s 

segmentation mask was produced by box seeding covering 5x5x5 cells. Fig. 3.5a’s segmentation 

mask clearly exhibits anomalous cells extending up and down from the main volume, including a 

disconnected region of cells about 1 km above the rest of the mask, which are unphysical and do 

not manifest in the box-seeded mask seen in Fig. 3.5b. Since minimizing user effort for objective 

analysis is one of the key motivators for the development of tobac and other comparable tools, 

use of the box seeding approach here is clearly the superior approach when users have the choice 
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to do so. This benefits the science itself by making analyses more consistent and less subjective, 

and also permits layered feature detection and segmentation. 

 
Figure 3.5: Demonstration of 3D segmentation using (a) the original “column” versus (b) the “box” seeding method, 

showing the differences in output produced by the different methods. 3D feature detection was performed on LES 

numerical model vertical velocity data from the Regional Atmospheric Modeling System (RAMS) v.6.2.12, with 

segmentation being performed on the corresponding model total condensate field. Segmentation in panel (b) used a 

uniform box seed size of 5 in x, y, and z. 

 

 Finally, the 3D modifications to tracking are more comparable to those seen for feature 

detection than segmentation, but include similarly powerful advances to both of these 

components. Since tracking in tobac is largely processed using Trackpy functions, we leveraged 

the preexisting Trackpy framework to perform 3D tracking, keeping results both internally 

consistent and enabling the use of the same general methodology, regardless of whether the user 

is tracking on 2D or 3D data. Further, our implementation of 3D tracking in tobac v1.5 allows 

users to track on data in 3D with irregularly spaced vertical grids (e.g., stretched model grids) 



 72 

without requiring the user to re-grid the data. Figure 3.6 illustrates the use of 3D tracking on 

NEXRAD radar reflectivity data. In this data, a convective core that tilts with height is detected 

and tracked, showing the movement of feature position in both horizontal space (Fig 3.6a-c) and 

vertical space (Fig 3.6d-f). Since the feature tilts from west to east with height, the actual 3D 

centroid appears to be misplaced in the 2 km AGL plan view (Fig 3.6a-c), but the vertical cross 

section (Fig 3.6d-f) indicates that our detected feature centroid is indeed located here in 2D 

projected space due to its center being at roughly 4 km AGL. Thus, identifying the centers of 

such features and discretizing associated data fields are much more realistic with 3D feature 

detection and box seeding, respectively. As tracking brings temporal evolution into feature 

analyses, incorporating the vertical dimension further expands these capabilities by allowing 

users to assess the change in vertical position over time instead of just the horizontal projected 

position. For use cases where the features of interest are known to exhibit vertical movement as 

part of their evolution – such as the growth and decay of convective clouds; the development of 

cold pools and hail cores in thunderstorms; and mechanical lofting of aerosols such as dust or 

pollen – the importance of including this dimension is essential in feature assessments over their 

life cycles. 
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Figure 3.6: Demonstration of 3D tracking in tobac on NEXRAD radar reflectivity data. The top row shows the plan 

view in latitude-longitude space, while the bottom row consists of latitude-altitude cross sections corresponding to 

each of the times presented in the plan view above – thus, (a) and (e); (b) and (f); (c) and (g); and (d) and (h) are all 

pairs. The red dot shows the present feature location, while the red line trailing behind it shows the detected track. 

 

3.3.2) Spectral Filtering Tool 

In addition to the scientific benefits of expanding the dimensionality of tobac and 

enabling it to process splits and mergers of features, the addition of new data processing tools 

also expands scientific utility. While tobac v1.2 already included some methods for smoothing of 

data, certain observational and model fields  may still be too noisy for these preexisting tools to 

be useful (i.e., environmental noise that hides the presence of contiguous features), making the 

use of feature detection and other tobac procedures more challenging without additional data 

processing methods. In order to streamline working with such data for future users of this 

package, a new spectral filtering tool has been incorporated into tobac as part of the v1.5 update. 

This tool is designed to facilitate the identification of meteorological phenomena at specific 

spatial scales (e.g. the MJO, equatorial waves, atmospheric rivers, mesoscale vortices, etc), and 

to remove sub-mesoscale noise in high-resolution data. For example, with the MJO, sub-

mesoscale wind fluctuations might obscure the overall propagation of the convectively active 

envelope.  
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The spectral filtering tool works by first performing a discrete cosine transform (DCT) on 

2D atmospheric fields, representing them in spectral space as a sum of cosine functions with 

different frequencies (Denis et al. 2008). The resulting spectral coefficients correspond to 

normalized wavenumbers that can be converted to actual wavelengths, which are then used in the 

construction of a bandpass filter that has the same shape as these spectral coefficients in 

wavelength/wavenumber space. Multiplying this bandpass filter with the spectral coefficients 

removes wavelengths outside of the user-specified band, which can then be converted back to the 

original domain via inverse DCT. A visualisation of atmospheric data and the spectral elements 

used for filtering are demonstrated in Figure 3.7. Fig. 3.7a displays the initial 2D input field 

(here, a a WRF relative vorticity dataset), Fig. 3.7b illustrates the transformation of the data in 

Fig. 3.7a to spectral space, and Fig. 3.7c-d show the construction of 1D and 2D bandpass filters 

for wavelengths between 400 and 1000 km. The results from applying such filtering to an ERA5 

vertically integrated water transport dataset and a WRF relative vorticity dataset are shown in 

Figure 3.8. Figs. 3.8a and 3.8c illustrate the original, pre-filtered fields of ERA5 and WRF data, 

respectively, while Figs. 3.8b and 3.8d illustrate the same corresponding fields after utilization of 

the filter. It is clear from Figure 3.8 b and d that the application of the spectral filtering greatly 

enhances our ability to identify large-scale, lower-frequency features in highly noisy data. 

Inclusion of this tool in tobac v1.5 quite clearly expands the package’s utility while reducing the 

amount of extra work needed for end users to pre-process data of interest. This technique has 

previously been used to identify mesoscale vortices in convective permitting climate simulations 

(e.g., Kukulies et al. 2022, in review). 
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Figure 3.7: Visualization of spectral decomposition of atmospheric input fields and construction of a bandpass filter 

that can be specified by the user and is used to filter the input data.  a) 2D input field with atmospheric data at one 

time step, here: hourly relative vorticity at 500 hPa [10^5] of a 4km WRF simulation over South East Asia. b) The 

same data after the DCT, represented by spectral coefficients as a function of wavelengths in x and y direction. c) 

Response of constructed bandpass filter as a function of wavelength. The two red lines indicate the cut-off 
wavelengths that can be specified by the user (here: 400 and 1000 km). d) Same bandpass filter but in 2D spectral 

domain with same shape as b) but zoomed in to show the filter response for wavelengths between 400 and 1000 km. 
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Figure 3.8: Examples for hourly atmospheric input fields (a, c) and their corresponding spectrally filtered fields (b, 

d). a) Vertically integrated water vapor transport (IVT) [kg m-1 s-1] from ERA5 at 2021-01-27 10:00:00 UTC 

showing an atmospheric river over the San Francisco Bay area  b) Same as in a) but spectrally filtered for 

wavelengths > 1000 km, c) Relative vorticity at 500 hPa [10^5 s-2] from a WRF simulation with 4km grid spacing 

over Southeast Asia for 2008-07-18 05:00:00 UTC (when Typhoon Kalmaegi hit Taiwan) d) Same as in c) but 
spectrally filtered for wavelengths between 400 and 1000 km. Note that the typhoon over Taiwan only becomes 

visible in the vorticity field after the filtering has been applied, because the original vorticity field is dominated by 

sub-mesoscale noise. 

 

 Overall, the 3D implementation and the spectral filtering tool add a great deal of 

scientific power to tobac by expanding on the types and dimensionality of contiguous structures 

that it can identify within datasets, allowing the tool to be used with more dynamically evolving 

phenomena, and providing an additional level of filtering to isolate atmospheric phenomena of 

interest. However, even more improvement of tobac can be achieved with the addition of 

procedural changes such as code optimization, homogenization of grids for different data, and 

treatment of PBCs. These procedural adaptations are discussed at length in the following section. 

3.4) tobac v1.5 – Procedural Improvements 

3.4.1) Code Optimization 

 Several inefficiencies were identified across the body of code, and subsequently, 

alterations were made to each module to enhance their overall computational speed. Making 
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these changes led to speedups on the order of 100x for feature detection and 1,000,000x or more 

for tracking. The scaling of these modules’ speeds as a function of the number of features, a 

proxy for data size and complexity, between tobac v1.2 and v1.5 can be seen in Figure 13, with 

feature detection in Fig. 3.9a and tracking in Fig. 3.9b. To provide a single example of what this 

means when using tobac on a moderately sized dataset, performing feature detection on a full 

day of GOES-16 IR data (1500 by 2500 spatial grid cells, 288 time steps) only takes about a 

minute of computing time now, where it originally took around an hour with tobac v1.2 using the 

same computing platform. This has strong implications for the tractability of using tobac v1.5 

with larger datasets: analyses on especially large datasets (10s-100s of TB) that would take 

weeks to perform with tobac v1.2 now only take hours to days, which massively expedites the 

research that can be conducted with this tool. 

 
Figure 3.9: A benchmark comparison of tobac speed between version 1.2 (Heikenfeld et al. 2019) and version 1.5, 

demonstrating the increase in speed using a full day of GOES-16 Channel 10 IR imagery from 12 June 2021 on a) 

feature detection, with number of features on the abscissa and time taken to run feature detection on the ordinate, 

and b) as in a, but for tracking. 
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3.4.2) Remapping Data on Different Grids 

Beyond recognizing that the efficiency of tobac needed to be improved to make certain 

analyses tractable, we also understood that researchers working with data from different sources 

often have a need to combine these datasets in some way. This process can be greatly 

complicated by observing platform nuances such as viewing angle and field of view; temporal 

frequency and spatial resolution; and the dynamic range of the data. Issues such as differing 

fields of view and spatial resolution have particularly strong implications for the uses of 

objective analysis tools like tobac due to the projection of data onto different spatial grids. 

Within the framework of tobac, we have introduced a new data processing tool which allows for 

the combination of datasets (both models, both observational, and even a mix of the two) so that 

tobac can be more easily used with a broader variety of data. One case for the use of this tool is 

in observational analysis of convection via radar and satellite datasets, which we demonstrate in 

Figure 3.10. Features detected from NEXRAD reflectivity data exceeding a 30 dBZ threshold are 

shown in Figure 3.10a. These features are then used as markers to segment a GOES-16 satellite-

observed brightness temperature dataset, pictured in Fig. 3.10b. The satellite brightness 

temperature data have been remapped to the same grid as the radar data prior to performing the 

segmentation process, so that features are correctly located within the segmentation field of 

interest. Ultimately, the segmentation outlines shown in Fig. 3.10b depict the anvils 

corresponding to each radar reflectivity feature, except for the top-right feature marked by the 

grey dot in Fig. 3.10b, which is a convective core that does not yet have an associated anvil. 
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Figure 3.10: A depiction of the output from the new procedure for differently gridded data included in tobac v1.5. 

Panel (a) shows NEXRAD radar reflectivity in dBZ from the Goodland, KS site at 15:56 UTC on 26 May 2021, as 

well as the associated features detected at a 30 dBZ threshold marked by grey dots which represent different 

convective cores. Panel (b) shows GOES-16 satellite observed brightness temperature in K (initially on a different 

grid from the radar data), as well as the segmentation masks associated with each of these features as differently 

coloured outlines. The segmentation outlines shown in panel (b) are produced after regridding the satellite data to 

the same grid as the radar data and depict the upper-level cirrus shields associated with the different convective 
cores seen in the radar data. 
 

3.4.3) PBC Treatments 

As noted in the introduction, idealized numerical models often utilize PBCs in order to 

isolate simulations from external forcings and reduce the influence of the lateral model 

boundaries on the simulation behaviour. With PBCs, phenomena flowing out of one end of the 

model boundary simply re-enter the domain at the opposite boundary for that dimension. 

However, v1.2 of tobac did not have any capabilities for recognizing the continuity of features, 

segmentation masks, or cell tracks which crossed or were split into multiple parts by boundaries, 

and the code base required these improvements for use with model configurations including 

PBCs in one or both lateral dimensions. 

 Most of the changes needed for PBC treatments in feature detection lie within the 

identification of contiguous regions separated by an artificial boundary and the positioning of 

features which exist across both sides of a boundary. In the original v1.2 procedure, a failure to 
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recognize when contiguous fields are split by artificial model boundaries leads to an erroneous 

multiplication of detected features at these boundaries, which further cascades into unphysical 

segmentation fields and cell tracks. A depiction of PBC feature detection with tobac v1.2 and 

tobac v1.5 being performed on an LES model 2D column maximum vertical velocity field can be 

seen in Figure 3.11. Fig. 3.11a shows the overall data field (with values less than 0.5 m/s masked 

in grey), and Fig 3.11b visualizes the initial field of labelled regions identified at a 0.5 m/s 

threshold prior to utilizing our PBC treatment. Fig. 3.11b contains a total of 6 different regions 

due to the multiple boundary crosses exhibited by this vertical velocity field and would produce 

6 different features if a PBC treatment was not applied, despite it being plainly apparent that this 

field should be a single unified region. After performing our PBC treatment which overwrites the 

labelled fields, the resulting unified label can be seen in Fig. 3.11c, which would be correctly 

identified as the single feature it actually is. Utilizing the PBC treatment in the zonal direction 

also facilitates the use of tobac with some global model and observational datasets and represents 

the first steps towards enabling global tracking. The PBC treatment for segmentation largely 

follows the same principles as that for feature detection, except it requires adjustments, rather 

than complete unifications, to be performed when segmentation masks collide at a model 

boundary. Beyond these, the PBC procedures for feature detection and segmentation are quite 

similar. 
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Figure 3.11: Illustration of PBC treatment algorithm for feature detection. Panel (a) shows the original column-

maximum vertical velocity field (values less than 0.5 m s-1 masked); (b) depicts the six individual feature detection 

labels produced at a 0.5 m s-1 threshold without the PBC treatment; and (c) presents the correct unified label post-

treatment for PBCs. 

  

The tracking procedure for PBCs differs from that for both feature detection and 

segmentation due to the key purpose of the PBC treatment being to link cell tracks that already 

exist. Provided that one has performed the PBC treatment within feature detection, propagating 

features will be crossing boundaries in a smooth manner without the introduction of specious 

features. An example of the PBC tracking approach can be seen in Figure 3.12: Fig. 3.12a 

displays the erroneous recognition of two distinct cell tracks from an evolving feature crossing 

the periodic boundary, while Fig. 3.12b shows the correct identification of a single cell track 

with the PBC tracking approach. This new capability enables a much more robust assessment of 

cloud lifecycles and other such temporal processes in models with PBCs that would otherwise 

produce a disjoint or garbled picture with non-PBC tracking, and also becomes increasingly 

important with smaller domains where boundary crossings are more frequent. As discussed 

above with relation to feature detection, this PBC code is an important step towards the addition 

of global feature detection, segmentation, and tracking into tobac. At present, cylindrical (zonal) 

global tracking (which can be used on GPM data, for example) is enabled within this framework, 
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but features living near or crossing over the poles are still an issue that must be addressed in 

future versions of this package. 

 
Figure 3.12: A depiction of 2D tobac tracking with and without accounting for PBCs. Panel (a) shows the two 

discrete cells that would be identified by tobac v1.2 when a feature crosses a boundary; panel (b) illustrates the 

single, unified cell that is produced with the PBC tracking procedure. 

 

3.5) Summary and Conclusions 

Our overall goals for the improvements to tobac detailed within this manuscript were to 

enhance the package’s scientific capabilities and utility, improve its efficiency, and incorporate 

new tools for data processing and more complex analyses. The inclusion of these changes, as 

well as the previously existing flexibility of tobac and its variable- and grid-agnostic (i.e., 

capable of working on any gridded dataset) nature, make tobac simultaneously one of the most 

powerful and malleable objective analysis tools that presently exist in our field. 

 From a scientific point of view, the inclusion of the vertical dimension allows for 

identification, discretization, and tracking of far more complex meteorological structures than 

tobac v1.2 could perform. It also allows users to better capture the spatiotemporal evolution of 

clustered phenomena that are difficult to isolate in 2D projections of 3D data. Further, the 
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processing of mergers and splits within tobac’s tracking module greatly enhances the ability to 

assess the lifecycles, division, and assimilation of atmospheric phenomena which exhibit such 

processes, without requiring additional record-keeping and data processing by the end user. The 

included spectral filtering tool also improves the scientific utility of tobac by providing a method 

for users to isolate specific frequencies of interest in the data they are using, precluding the need 

for external data processing or the use of datasets that have already been smoothed. 

 The procedural enhancements made to tobac as a part of v1.5 also lead to a vast 

expansion in the capabilities of this package. First and arguably foremost, the computational 

efficiency improvements, ranging from 100x to over 1,000,000x speedup depending on the 

module being used and the nature of the data, allow users to conduct analyses in far less time 

than was possible before. Such efficiency improvements allow users to leverage higher 

resolution data and overall larger datasets than tobac could reasonably manage previously. The 

data regridding procedures that are now included also enable the combined use of multiple 

different datasets existing on different grids. New applications that this procedure enables 

include tracking convective cores on radar and identifying anvil regions with satellite data; and 

modelling the mechanical lofting of dust in haboob events to compare to satellite observations of 

the overall dust outflow. The new spectral filtering tool also expands the types of different data 

that users can include for their analyses – for example, detecting and tracking of African Easterly 

Waves that are obscured by noise in satellite wind field observations. Finally, adding the 

capability to recognize and robustly address PBCs has also widened the utility of tobac by 

enabling its use with applicable model data. PBCs are commonly used in idealized models, 

which would be prime candidates to analyse using the older tobac v1.2 if they did not have these 

boundary conditions. 
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 Although we have made many thorough modifications to the tobac code base as a part of 

v1.5, future updates are already in the works as part of the next major release, tobac v2, and an 

active, international community of developers continue to maintain its code base. While much of 

the future improvements are still under discussion, some of the key elements that are planned for 

the next major release include integration with the TiNT is not TITAN (TiNT; Raut et al. 2021) 

tracking package, and a transition away from tobac’s current memory-intensive data structures to 

data structures that allow for out-of-memory computation instead. The overarching vision for 

tobac v2 is, at present, to continue development and enable better support for Big Data use cases. 
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CHAPTER 4 – UPSCALE GROWTH OF TROPICAL TRIMODAL CONVECTION3 

 

 

 

4.1) Introduction 

In the global tropics, convective clouds are ubiquitous and fall into one of three primary 

convective modes: shallow cumulus clouds, moderately deep cumulus congestus (hereafter 

congestus) clouds, and deep convective cumulonimbus clouds (Johnson et al. 1999). The 

terminal heights of each mode correspond to one of the three tropical-mean stable layers: the 

planetary boundary layer’s capping stable layer, the 0 ºC stable layer, and the tropopause. Thus, 

it logically follows that the position and strength of these three stable layers govern the 

characteristics of the overall trimodal distribution. Radiative-convective equilibrium (RCE) 

studies of trimodal tropical convection conducted by Posselt et al. (2008) have indeed identified 

that each stable layer separates discrete vertical circulations between them, and bulk analyses of 

trimodal convection have also emphasized the impact of low-level stability and environmental 

stability stratification on the characteristics of this distribution (Sokolowsky et al. 2022). Each of 

these trimodal cloud modes plays an important role in heat and moisture transport both within 

the tropics and globally (Schumacher et al. 2004), potentially impacting the formation of other 

convective clouds in their nearby environment (e.g. Hohenegger and Stevens, 2013; Ruppert and 

Johnson, 2015). 

Cumulonimbus clouds are generally agreed to have three primary stages over their 

lifetime: a growth stage dominated by updrafts when CTH steadily increases; a quasi-steady- 

3 This study, entitled “Upscale Growth Sensitivities of Tropical Trimodal Convection to 

Aerosol”, is currently in preparation for submission to the Journal of Geophysical Research 

(Sokolowsky and van den Heever 2022 – in preparation) 
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state mature stage comprised of a mix of updrafts and downdrafts when CTH remains relatively 

static; and a decay stage dominated by downdrafts where CTH continuously decreases (Byers 

and Braham, 1948). The growth and decay stages are also characterized by net upwards and 

downwards convective mass fluxes (CMFs), respectively (Betts, 1973; Cruz, 1973), which have 

important implications for the overall transport of heat and moisture. Since isolated 

cumulonimbus clouds must somehow develop from shallower but deepening convection (hence 

Byers and Braham also referring to the growth stage as the ‘cumulus stage’), characterizing the 

growth stage and convective motions within clouds overall have been of particular interest to 

researchers (e.g. LeMone and Zipser 1980; Zipser and LeMone 1980; Morrison et al. 2020; 

Peters et al. 2020; Leung and van den Heever 2022). 

 Many hypotheses exist regarding the balance of different processes driving upscale 

growth of tropical convection (i.e. transition from cumulus to deeper convection). On large 

scales, Neelin and Held (1987) demonstrate that in the tropics, convection often exists in 

radiative-convective equilibrium (RCE). Since water vapor is abundant, and the mid-troposphere 

exhibits little zonal temperature gradient (known as Weak Temperature Gradient theory, e.g. 

Sobel et al. 2001), large-scale vertical motions result from vertical sources and sinks in heat and 

moisture. These convective motions in turn affect the evolution of the tropical environment 

through vertical transport of mass (i.e. CMF), detrainment of cloud mass, entrainment of 

environmental air, and the compensating subsidence produced by convection (Yanai et al. 1973; 

Arakawa and Schubert 1974), and these convective motions plainly impact aerosol transport 

also. Some studies have looked at boundary layer moistening as a key driver facilitating 

convective development (e.g. Yanai and Johnson 1993; Lin and Johnson 1996; Johnson and Lin 

1997), and deeper congestus clouds have also been hypothesized to moisten the mid-troposphere 
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in a similar manner to how shallow cumulus moisten the boundary layer (Waite and Khouider 

2010; Ruppert and Johnson 2015). In agreement with these findings, mesoscale organization and 

moisture convergence have been argued to be the dominant factors in the upscale growth of 

populations of congestus clouds to deep convection (Masunaga 2012; Hohenegger and Stevens 

2013). As discussed in Masunaga (2012), there is a growing body of observational work 

associating the deepening of congestus in phase with the active, moistening phase of the MJO 

(Benedict and Randall 2007), indicating that organized, deep moistening supports upscale 

convective development. Further, large and organized tropical heat sources, such as MCSs, are 

known to facilitate the later gregarious development of convection in their surroundings due to 

gravity wave dynamics (Mapes 1993).  

On smaller scales, individual convective clouds produce their own vertical heating 

profiles due to advective, diffusive, microphysical, and radiative processes (Schumacher et al. 

2004) that can impact upscale growth. While the studies discussed in the previous paragraph 

(e.g. Yanai and Johnson 1993; Lin and Johnson 1996; Johnson and Lin 1997; Benedict and 

Randall 2007; Masunaga 2012; Hohenegger and Stevens 2013) focus primarily on larger scales, 

the role of moistening on convective upscale growth on smaller scales is prominent also, with 

other studies identifying that the transition from shallow to deeper convection essentially occurs 

when a cloud becomes buoyant relative to its environment. The impact of the diurnal cycle on 

convective upscale growth has also been examined, with tropical maritime regions exhibiting a 

nocturnal maximum in convection due to high precipitable water availability (relative to 

continental regions) and a gradually destabilizing troposphere owing to nocturnal clear-sky 

radiative cooling (Sui et al., 1997). Orographic influences have also been identified to have 
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strong impacts on convective upscale growth and maintenance (e.g. Rasmussen and Houze 

2016). 

As stated above, RCE studies of trimodal tropical convection performed by Posselt et al. 

(2008) have identified the presence of discrete vertical circulations separated by the 0 ºC stable 

layer, and an observational study by Luo et al. (2009) using collocated, simultaneous MODIS 

and CloudSat data has confirmed that some congestus clouds are negatively buoyant at this level 

and will not continue growing. These “terminal” congestus clouds differ morphologically and 

dynamically from “transient” congestus clouds which continue growing upscale into deeper 

convection (Luo et al. 2009; Leung and van den Heever 2022). Oceanic tropical congestus also 

differ in structure from their continental counterparts, with more “bell-shaped” versus 

“cauliflower-shaped” appearances and greater condensate loading at cloud base owing to more 

efficient warm rain processes in comparison to continental clouds (Rangno and Hobbs 2005; 

Wall et al. 2013). 

Convective clouds and their upscale growth are also subject to aerosol direct effects and 

indirect effects (AIEs), with many recent studies examining hypotheses of convective 

invigoration by increased aerosol loading (Andreae et al. 2004; Khain et al. 2004; van den 

Heever et al. 2006; Rosenfeld et al. 2008; Lebo et al. 2012; Altaratz et al. 2010; van den Heever 

et al. 2011; Sokolowsky et al. 2022). The changes in these clouds’ morphology ensuing from 

aerosol impacts has further implications on the evolution of the tropical environment, the clouds 

it contains, and their transport of moisture and energy (Grant and van den Heever 2014; 

Morrison and Grabowski 2011; Sheffield et al. 2015; Anber et al. 2019; Park and van den Heever 

2021; Sokolowsky et al. 2022). Numerous studies have identified mitigating factors including 

environmental factors such as wind shear, CAPE and RH (Khain et al. 2008; Lebsock et al. 
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2008; Fan et al. 2009; Storer et al. 2010, 2014; Lebo and Morrison 2014; Park and van den 

Heever 2022; Freeman et al. 2022); the cloud type and organization (Khain et al. 2005; Seifert 

and Beheng 2006; Koren et al., 2008; van den Heever et al. 2011; Grant and van den Heever 

2015), and the convective lifecycle (Phillips et al., 2002; van den Heever et al. 2006; Storer and 

van den Heever 2013). Questions have also been raised regarding the integrated impacts of 

aerosols on shallow through deep convection within regional environments, with most studies 

finding a more muted response to aerosol forcing under such circumstances (Seifert and Beheng 

2006; Huang et al., 2009; van den Heever et al. 2011; Grabowski and Morrison 2011; Chen et 

al., 2016). However, most of these studies are based in snapshot or bulk assessments which do 

not incorporate temporal evolution into the analysis, in spite of the indication that aerosol 

impacts on convective processes may vary as a function of lifecycle (Phillips et al., 2002; van 

den Heever et al. 2006; Storer and van den Heever 2013). Capturing the temporal evolution of 

key convective growth processes is challenging without robust methods for identifying and 

tracking the upscale development of convective clouds in time.  

Although there have been extensive observational and modeling characterizations of 

convective upscale growth, remarkably few observations exist of convective vertical motions 

themselves, especially over oceans (Battaglia et al. 2013). The challenges in collecting such data 

make it difficult to properly characterize the mechanisms behind convective vertical motions and 

the controls on these mechanisms. For example, deep convective clouds have strong updrafts and 

downdrafts (as well as strong gradients between them and turbulence) and may contain large, 

glaciated particles, making aircraft penetrations difficult to precisely target as well as dangerous 

(Geerts et al. 2018). Ground-based in situ observations, such as tethered balloons and 

radiosondes, are also challenging to time and place for interactions with convection that will 
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produce accurate measurements (Cotton et al. 2011; Marinescu et al. 2020). While differing from 

the shortcomings of in situ observations, remote sensing observations have their own limitations, 

such as attenuation of W-band and Ka-band radar in heavy precipitation (e.g. Tanelli et al. 2008). 

To supplement these observational and modeling efforts, development of analysis tools capable 

of tracking the temporal evolution for a variety of cloud systems has been a recent focus of 

researchers (e.g. Dixon and Weiner 1993; Ghambeer and Bhat 2000; Dawe and Austin 2012; 

Heus and Seifert 2013; Heikenfeld et al. 2019; Hu et al. 2019; Núñez Ocasio et al. 2020), but 

none of these tools could analyze such multidimensionally complex scenes as tropical trimodal 

convection without extensive modification. Only with a recent advancement of the uniquely 

variable- and grid-agnostic Tracking and Object-Based Analysis of Clouds (tobac; Heikenfeld et 

al. 2019; Sokolowsky* and Freeman* et al. 2022, in prep) Python library has robust 3D 

identification, discretization, and tracking of tropical trimodal convection become possible. 

Our goal in this study is to investigate the modeled upscale growth of tropical trimodal 

convection and its microphysical, dynamic, and thermodynamic sensitivities to aerosol loading 

on both a morphological and process level. This goal will be achieved through the use of the 

newly developed tobac v1.5 tool. This work is an extension of that in Sokolowsky et al. (2022) 

(described in Chapter 2). We contrast the composited growth stages of each convective mode, 

both within the same simulation and between the three simulations. Section 4.2 presents an 

overview of the model setup and analysis methods, Section 4.3 discusses the results and ensuing 

analysis, and Section 4.4 details the conclusions and some future research suggestions. 

4.2) Model Setup and Analysis Methodology 

The methodology of this study relies heavily on the simulations used in Chapter 2 and the 

tobac v1.5 tool presented in Chapter 3. Where Chapter 2 utilized a suite of 9 simulations in 
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which aerosol loading and low-level static stability were co-varied, in this chapter we analyze a 

subset of these simulations – ls-100 (the control simulation for this study), ls-500, ls-3000 – to 

focus solely on the impacts of aerosol loading on convective upscale growth. This is achieved by 

isolating individual periods of convective growth from the clouds in these simulations, 

contrasting those between shallow and deeper convection during equivalent periods in their 

growth (i.e., when a growing congestus or cumulonimbus cloud are still at shallow cumulus 

altitudes) to identify the key upscale growth processes, and then comparing these upscale growth 

process differences between the simulations. From these simulations, we focus on a 6-hour 

period of each of these simulations at 1-minutely temporal resolution, in contrast to the analysis 

of 46 hours of 5-minutely temporal resolution data in Chapter 2’s bulk analyses. This 6-hour 

period covers the nighttime hours from 1300-1900 Z on 22 August (21:00 – 03:00 Local Time 

22-23 August), when convection is at its deepest and the trimodal distribution is most apparent. 

The increase in temporal resolution was necessary to properly link feature movement in tobac 

tracking due to the mean minimum distance between cloud features, as is discussed in 

Heikenfeld et al. (2019). 

 Each of the feature detection, segmentation, and tracking components in tobac, as 

described in Chapter 3, were utilized in this study. Feature detection was performed on the model 

total condensate field, and used 3 thresholds of 0.01 g/kg, 0.1 g/kg, and 1 g/kg. These thresholds 

were chosen due to the former two thresholds’ common use as total condensate thresholds for 

defining a cloud in modeling studies (e.g. Jiang and Feingold 2006; Cotton et al. 2011; van den 

Heever et al. 2011) and the third being evenly spaced from the second in logarithmic space. We 

tracked on total condensate as opposed to updraft velocities because we wanted to capture the 

evolution of the cloud condensate envelope rather than the individual convective updrafts, as 
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clouds may contain multiple discrete updrafts that come in and out of existence. Later in the 

analysis, we impose thresholds on integrated CMF to assess whether a cloud was actively 

growing. Features were required to be comprised of at least 10 grid cells due to numerical issues 

that arise in tracking 3D features smaller than this size. Given that the horizonal grid spacing is 

100 m and the vertical grid spacing is stretched from 50 to 300 m, this means that cloud features 

smaller than 300 x 300 x 150 m3 will not be detected, tracked, and considered in these results. 

Segmentation was also performed on the model total condensate field, with the minimum feature 

threshold of 0.01 g/kg being used for segmentation. Tracking was configured to require 

continuous spatiotemporal evolution of a feature – i.e., features were not allowed to disappear for 

a frame and then be considered part of the same cell. 

 Several additional constraints and classifications were used to streamline the overall 

analysis by identifying the different terminal modes of convection, the presence and length of 

growth stages in their evolution, and the tracked clouds which were either too short-lived or not 

convectively active to be of use in this analysis. For cloud classification, the same contiguity and 

depth thresholds were imposed as in Chapter 2: each convective mode was required to have a 

base below 2 km, with cumulus terminating below 4 km, congestus between 4 and 7 km, and 

cumulonimbus above 7 km. The tobac-produced segmentation volumes were used to construct 

mean vertical profiles of each feature-detected cloud, which were then stitched together using the 

tobac-produced tracks into time-height evolving cloud cells. Once complete cell lifecycles were 

constructed, the maximum and minimum CTH reached over the cloud’s lifetime were used to 

gauge whether the deepest convective cloud mode reached was a cumulus, congestus, or 

cumulonimbus cloud. Unlike the instantaneous assessment approach used in Chapter 2, this 

ensures that terminal and transient shallow convective clouds (i.e., cumulus and congestus) are 
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properly classified and compared to each other and deep convection in the context of upscale 

growth. For deeper convection, we also imposed a maximum 1-minute change in cloud top 

height of 2400 m - the maximum vertical velocity present in these simulations, 40 m/s, times 60 

seconds. In doing so, we prevent the misidentification of deeper convection from clouds crossing 

over and precipitating into one another, which can lead to artificially deepened segmentation 

masks, as growth greater than this is clearly unphysical. 

In keeping with previous literature (e.g. Byers and Braham 1948; Betts 1973; Cruz 1973), 

convective growth stages within the tracked clouds were identified using a combination of CTH 

evolution and total vertical CMF. For a point in the cloud’s evolution to be considered in a 

growth stage, two criteria must be met: (1) the vertically integrated CMF of the cloud must be 

positive, and (2) the CTH must be either increasing or static from the previous temporal point. 

This will undoubtedly include some contamination of the identified growth stages by mature 

stages (as CTH will be near-constant in the mature stage and a combination of updrafts and 

downdrafts can still produce a net positive total CMF), however, examining individual tracked 

clouds revealed to us that many of them exhibit a “pulsing” growth over their lifetimes. In other 

words, we saw multiple growth stages separated by slight decay or quasi-steady-state periods, 

after which the clouds often grew even deeper than during their first growth stage. Since our 

criteria explicitly exclude the decaying periods from our growth stage analysis, by virtue of 

excluding any periods in time where the CTH decreased and/or integrated CMF was negative, 

we felt it reasonable to include quasi-steady-state periods if the net mass flux was positive and 

the CTH was not actively declining.  

We also count multiple growth stages from the same continuous cloud, if separated by 

declining CTH and/or net downwards CMF: it is quite reasonable for a convective cloud 
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undergoing growth to become deeper, stall a bit due to environmental inversions or other 

impediments while still actively pumping mass upwards, and then continue growing even deeper 

once these barriers have been overcome. This finding of pulsed convective behavior is also in 

keeping with theories of “thermal chains” in convective growth (e.g. Morrison et al. 2020; Peters 

et al. 2020). Compositing of different growth stages identified in a convective cloud’s lifecycle is 

performed by sorting growth stages both by their parent cloud’s deepest CTH and the current 

stage’s maximum CTH. In contrast to clouds with multiple growth stages, some clouds which fit 

the depth criteria for cumulus, congestus, or cumulonimbus clouds did not exhibit any growth 

stages. These clouds were therefore excluded from the analyses, as were clouds which did not fit 

the depth criteria for convective clouds at any point in their lifetimes. 

 Two different temporal thresholds were imposed for our tracking procedure: (1) tracked 

clouds must be at least 10 minutes in length, and (2) the growth stage(s) within a tracked cloud 

must be at least 4 minutes in length. Cumulus clouds, the smallest and shortest-lived of the 

trimodal distribution, typically exhibit lifetimes of 10-30 minutes (Cotton et al. 2011) and clouds 

shorter-lived than these are therefore not of interest for this study. The 4-minute growth stage 

threshold was based in previous studies’ demonstration that cloud lifecycles follow a roughly 

symmetrical evolution from growth to steady-state to decay (Cruz 1973), thus, a 4 minute growth 

stage length is in keeping with 40% of the minimum lifetime threshold of 10 mins. We also 

impose a spatial threshold, excluding clouds less than 4 grid cells in depth (less than 400 meters 

within the boundary layer, ~200 at the surface), as cumulus clouds shallower than this are 

unlikely to be captured with our tobac feature detection threshold, and deeper clouds far exceed 

this threshold simply due to how they are defined. In Figure 4.1, we provide visual depictions of 

time-height series evolutions of total condensate and CMF for each of cumulus (Fig. 4.1a,b), 
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congestus (Fig. 4.1c,d), and cumulonimbus (Fig. 4.1e,f) in the control simulation in Figure 4.1 to 

add context to these clouds’ temporal evolution. We also depict example shallow (cumulus) and 

midlevel (congestus) growth stages in the normalized CMF plots (Fig 4.1, right column) as blue 

and black bounding boxes, respectively. 

 

Figure 4.1: Examples of mean total condensate loading (left column) as a function of time (abscissa) and height 

(ordinate) and normalized CMF (right column) for a single cumulus (panel a,b), congestus (panel c,d), and 
cumulonimbus (panel e,f) cloud in the control simulation (ls-100). The right column also depicts “cumulus” 

(shallow) and “congestus” (midlevel) growth stages in blue and black bounding boxes, respectively. For calculation 

of normalized growth stages, the edges of each bounding box range between zero and one in normalized time-height 

space. Note that both the horizontal and vertical scales differ for each panel. 

 

 All of the growth stages were normalized, interpolated, and composited for each terminal 

mode within each simulation. Additional filters on growth stage maximum CTH were also used 

to ensure that comparable stages in convective growth were grouped – e.g., cumulus growth 

stages were compared with those from congestus and cumulonimbus so long as max CTH during 

the growth stage was below 4 km, and similarly for congestus and cumulonimbus while the 

growth stages’ maximum CTH were below 4 km (“cumulus stage”) and between 4 and 7 km 

(“congestus stage”). For the normalization process, the minimum and maximum CTH occurring 

within a discrete growth stage correspond to normalized altitudes of 0 and 1, respectively, with 
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an analogous approach to normalize time by the beginning and end of each growth stage. In 

order to smoothly composite values on a uniform grid, we interpolated these data from the depth 

and time range encompassed by the growth stage to a 100 by 1000 altitude by time grid using the 

scipy.interpolate.RectBivariateSpline function from the Python SciPy package (Virtanen et al. 

2020) and masked values where the total condensate or cloud area were zero in normalized space 

when compositing data. 

We took differences between the composited growth stages of cumulus, congestus, and 

cumulonimbus for each simulation to ascertain what triggers upscale growth from shallower to 

deeper convection. Growth stages were categorized by simulation, terminal convective mode, 

and maximum CTH during growth to ensure that growth stages with similar depths were 

compared. Variables that were compared in these differences include the mean area; mean total 

condensate loading; total and mean CMF; and the mean radii and number mixing ratios of all 

condensate species in RAMS. These variables were initially calculated from our segmentation 

volumes by taking the sum (total CMF, total area) or horizontal mean (total condensate loading, 

mean CMF, condensate species) at each vertical level with nonzero area within the feature-

associated cloud volumes to obtain a mean cloud profile, concatenating these together in time, 

and then interpolating and normalizing the data. Data were composited by summing up values 

across the phase space (counting every instance where an unmasked value was added to the 

composite) and then taking the arithmetic mean of these data, which provides us with 

characteristic normalized growth stage properties for each convective mode, depth classification, 

and simulation. 

We compared these normalized differences between the three simulations (ls-100, ls-500, 

and ls-3000) to understand how increasing the aerosol loading impacted various aspects of the 



 97 

upscale growth process (i.e., calculating differences of differences). We also analyzed aerosol 

impacts on the convective growth through changes to our normalized results in the conceptual 

framework of an entraining plume model (e.g. (Simpson et al. 1965; Yanai et al. 1973; Emanuel 

1994). Although this framework is simple and does not wholly consider all of the processes in a 

convective updraft, growing convective clouds are dynamically similar to entraining plumes, and 

recent studies of convection reflect that a classical entraining plume model remains an accurate 

comparison for the growth stage of convective clouds (the focus of this work), even at high 

resolution (e.g. Takahashi et al. 2021; Strauss et al. 2022). As the growth stage data are 

normalized and these growing convective clouds are tracked through time using tobac, an 

entraining plume model provides a useful estimate of the cloud dynamic structure that can be 

contrasted between growth stages of the different convective modes. We primarily utilize the 

fractional rate of mass entrainment provided in Emanuel (1994): 

𝜆 = 1
𝑀
𝑑𝑀
𝑑𝑧  

(Equation 4. 1) 

 

where 𝜆 is the fractional mass entrainment rate and M is the convective mass flux. Equation 4.1 

is useful for illustration of where in the cloud’s vertical structure entrainment and detrainment 

occur, particularly in combination with our calculations of changes to cloud properties such as 

area and condensate loading. We use Equation 4.1 with our normalized total CMF data for each 

mode and growth stage to calculate fractional entrainment profiles and their differences between 

modes and simulations. Total CMF values less than 10,000 kg s-1 (equivalent to a dry 100 m x 

100 m x 100 m volume with a density of 1 kg m-3 moving upwards at 0.01 m/s) were masked for 

the fractional entrainment calculations to avoid spuriously large entrainment/detrainment values 

owing to a small CMF. 
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We also consider our results in the context of the equations provided by Emanuel (1994) 

to characterize turbulent plumes originating from a point source: 

𝑤 = 𝐹
!

"

𝑧
!

"

∗ 𝑓 +𝑟𝑅. 

(Equation 4. 2) 

𝐵 = 𝐹
#

"

𝑧
$

"

∗ 𝑓 +𝑟𝑅. 

(Equation 4. 3) 

 

𝑅 = 	𝛼𝑧 

(Equation 4. 4) 

 

			 

where w represents the nondimensional vertical velocity, B the nondimensional buoyancy, and F 

the nondimensional buoyancy flux. R is the radius of the plume at altitude z, 𝛼 is a constant, and 

𝑓 +%
&
. is a function relating the radial position within the plume to the total radius of the plume. 

LeMone and Zipser (1980) and Zipser and LeMone (1980) found tropical convective updrafts to 

exhibit a “triangular” vertical velocity structure with a linear decay of vertical velocity from the 

maximum at the plume center. This provides 𝑓 +%
&
. with the general form of: 

𝑓 +𝑟𝑅. =
𝑐%(𝑅 − 𝑟)

𝑅  

(Equation 4. 5) 

where cr is a constant. Coupling this with our equations above, we have: 
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𝑤 = 𝐹
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(Equation 4. 6) 
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Equation 4. 7 

𝑅 = 	𝛼𝑧 

Equation 4. 8 

 

which, using the definition of R in Equation 4.8, we can simplify Equations 4.6 and 4.7 to: 

𝑤 = 𝐹
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Equation 4. 9 
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"
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Equation 4. 10 

 

Examining Equations 4.9 and 4.10, it can be seen that when all else is unchanged, the magnitude 

of the first term in the vertical velocity and buoyancy equations scales inversely with the plume 

radius scaling 𝛼 – i.e., as the plume’s aspect ratio becomes wider at the top and narrower at the 

bottom (higher 𝛼), the positive terms in the vertical velocity and buoyancy equations degrade 

more rapidly with height. We discuss the implications of different 𝛼 in terms of the cloud 

structure in context with our CMF results and the movement of condensate species within the 

profile. 
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Keeping the canonical depictions of cumulus, congestus, and cumulonimbus clouds in 

mind alongside our approach for normalizing, interpolating, and compositing the growth stages, 

we now analyze the upscale growth sensitivities of the different convective modes to assess how 

our tracked process changes interact to invigorate or suppress upscale convective growth in the 

context of an entraining plume model. 

4.3) Results and Analysis 

4.3.1) Responses of Tracked Convective Modes to Aerosol Loading 

Each mode comprising the trimodal distribution is represented in all three aerosol loading 

simulations. Cumulus clouds are the most frequent mode, with congestus about an order of 

magnitude less frequent than cumulus, and cumulonimbus one to two orders of magnitude less 

frequent than congestus (Table 4.1). As aerosol loading is increased, the cumulus mode and 

associated growth stages monotonically decrease in occurrence, especially at high aerosol 

loading. Congestus and cumulonimbus responses, however, are nonmonotonic: a moderate 

increase in aerosol loading increases the frequency of both deeper convective modes (especially 

cumulonimbus, which are nearly twice as frequent), while a high aerosol loading suppresses both 

modes (especially cumulonimbus). 
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Table 4.1: Quantification of cumulus, congestus, and cumulonimbus frequencies, as well as the frequency of growth 

stages for each mode as a function of aerosol loading. The “ls-100” simulation is our control run, and the percent 

changes bolded in the ls-500 and ls-3000 columns denote the percent change from the control values.  

 

 Ls-100 

count 

ls-100 

growth 

stage count 

ls-500 

count 

(+/- % 

change 

from 

control) 

ls-500 

growth 

stage count 

(+/- % 

change 

from 

control) 

ls-3000 

count 

(+/- % 

change 

from 

control) 

ls-3000 

growth 

stage count 

(+/- % 

change 

from 

control) 

 

cumulus 25,998 38,106 24,330 

(-6.42%) 

34,179 

(-10.3%) 

13889 

(-46.6%) 

26115 

(-31.5%) 

congestus 2320 2040 

(cumulus) 

 

1804 

(congestus) 

2451 

(+5.65%) 

 

1764 

(-13.5%) 

(cumulus) 

 

2113 

(+17.1%) 

(congestus) 

1237 

(-46.7%) 

1298 

(-36.4%) 

(cumulus) 

 

1161 

(-35.6%) 

(congestus) 

cumulonimbus 91 61 

(cumulus) 

 

119 

(congestus) 

181 

(+98.9%) 

99  

(+62.3%) 

(cumulus) 

 

167 

(+40.3%) 

(congestus) 

17 

(-81.3%) 

22 

(-63.9%) 

(cumulus) 

 

49  

(-58.8%) 

(congestus) 

 

 The nonmonotonic changes in the frequency of deeper convection to aerosol loading 

(Table 4.1, fourth through seventh columns from left) point to a strong nonlinear feedback 

between greater aerosol loading and cloud microphysics, dynamics, and thermodynamics in 

deeper convection that does not exist in shallow cumulus. In the following subsection, we 

analyze and discuss the morphological and dynamical differences between cumulus and 

congestus clouds in their growth stages (which speaks to the triggers of upscale growth of 

cumulus to congestus) and also how increases to aerosol loading change this upscale growth 

process. 
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4.3.2) Responses of Cumulus Upscale Growth to Aerosol Loading 

 We start by comparing the cumulus growth stages comprising terminal cumulus with the 

cumulus growth stages comprising terminal congestus, as differences in these cumulus growth 

phases determine whether cumulus clouds develop to form congestus. Terminal congestus clouds 

in our simulation exhibit several important differences from terminal cumulus. The cumulus 

growth stages of terminal congestus are wider than those of terminal cumulus, and become 

increasingly so over time (Fig 4.2a). They also exhibit greater condensate loading that moves 

upwards more rapidly before slowing substantially in association with the increasing mean area 

(Fig 4.2d). Considering these structural changes in the context of Equations 4.9 and 4.10 with a 

constant buoyancy flux, the increasing aspect ratio (and thus, increasing 𝛼) with altitude results 

in the plume’s maximum vertical velocity and buoyancy decaying more rapidly with height. This 

suggests that the initial vertical growth of terminal congestus clouds (i.e., their cumulus stage) is 

more intense and more effective at condensate formation in the cumulus stage than for terminal 

cumulus clouds, although this ultimately results in a cloud with heavy condensate loading at 

cloud top and an aspect ratio which inhibits later upscale growth into deeper convection. 

Dynamically, this process can be inferred through increased total mass flux through the depth of 

congestus clouds (Fig 4.2g), and a much stronger initial mean mass flux (Fig 4.2j). Congestus 

clouds also exhibit a reduced fractional entrainment rate in the upper part of the growth profile 

during the cumulus growth stage, an increased entrainment rate in the lower part, and enhanced 

detrainment at cloud top (Fig 4.2m). This suggests that terminal cumulus may entrain more air 

aloft that is thermodynamically unfavorable for convective growth, while terminal congestus 

entraining air lower in the profile during their cumulus growth stage may have the opposite 

effect. Developing congestus may also be more effective at moistening the environment, due to 
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enhanced detrainment at cloud top as seen in Fig 4.4m (blue line near top of profile). 

Microphysically, we see more active initial nucleation (Fig 4.3a) and growth of cloud droplets 

(Fig 4.4a) in the cumulus phase of congestus compared with cumulus clouds themselves. This 

drives enhanced collision-coalescence processes leading to greater drizzle and warm rain 

production (Fig 4.3d,g) and rain drop sizes (Fig 4.4d,g), particularly higher up in the cloud. The 

location of congestus-cumulus differences suggest that warm rain production occurs higher aloft 

in developing congestus, which is reflected in the CMF profiles (Fig 4.2 g,j). 
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Figure 4.2: Depiction of congestus – cumulus (congestus minus cumulus) growth stage differences during growth 

stages within the cumulus altitude range. Panels (a)-(c) show the difference in area (in multiples of 10,000 m2, one 

grid cell’s area), (d-f) the mean total condensate loading difference (kg kg-1), (g-i) the total CMF difference, (j-l) the 

mean CMF difference, and (m-o) the fractional entrainment rate difference. The left column shows the congestus-

cumulus difference in the control simulation, while the center and right columns show the differences in the ls-500 

and ls-3000 simulations, respectively. The x-axis denotes normalized time ranging from 0 to 1, with the same being 

true for the y-axis for normalized altitude. Note that the colorbar differs between panels for the same field. 
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Figure 4.3: The same as Fig. 4.2, but for the number mixing ratio (# kg-1) of different liquid condensate species. 

Panels (a)-(c) depict the cloud number mixing ratio; (d-f) the drizzle number mixing ratio, and (g-i) the rain number 
mixing ratio. Note the difference in colorbar scales between the different panels. 
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Figure 4.4: The same as Fig. 4.3, but for the mean radii differences of the liquid condensate species. Note the 

difference in colorbar scales between the different panels. 

 

These microphysical and morphological changes indicate that clouds in the control 

simulation which grow upscale from cumulus but terminate at the congestus mode have more 

efficient warm rain processes occurring at a greater elevation than do shallow cumulus clouds. 

Cloud drops grow more rapidly and do so at higher altitudes (Fig 4.4a), but also reduce in 

number more sharply after the midpoint of the growth stage (Fig 4.3a). This is associated with an 

enhancement in drizzle production (Fig 4.3d, 4.4d), but a decrease in rain production (4.3d, 

4.4d). Drizzle are also larger in size (similar to the cloud drop population), though this decreases 

in concert with the difference in mean CMF, while rain sizes in this region are only slightly 
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enhanced (Fig 4.3g, 4.4g). Comparing the location of our different condensate species, mean 

CMF, and fractional entrainment over time, the evolution of these values indicates that the 

cumulus stages of terminal congestus clouds exhibit greater initial vertical development, areal 

coverage, and condensate loading at a relatively higher altitude within the cloud that also decays 

more quickly than terminal cumulus clouds. On a process level, these results suggest that the 

differences in the entrainment profile and aspect ratio of the cumulus clouds developing to 

congestus favor greater initial lofting and growth of cloud droplets, which in turn enhances 

collision-coalescence processes in drizzle and rain production. This result is corroborated by a 

sharp reduction in mean CMF towards the bottom of the profile, indicating greater precipitation 

in congestus. However, the changes occurring near cloud top ultimately load the top of the 

profile with more condensate than is present in cumulus, which is associated with a more rapid 

weakening of the mean upscale growth. Glaciation is negligible in cumulus due to the freezing 

level existing above the cumulus mode’s terminal height of 4 km, so while congestus may 

glaciate, freezing of condensate is not a process that is required for cumulus to grow upscale into 

congestus. 

We now turn our focus from the congestus-cumulus (congestus minus cumulus) 

structural differences during the cumulus growth stage to how increases in aerosol loading 

impact these differences. When aerosol loading is moderately increased, the differences between 

cumulus and congestus shallow growth stages exhibit several important differences. Congestus 

clouds exhibit a more mushroom-like aspect ratio (wider cloud top, narrower cloud base; Fig 

4.2b), greater condensate loading higher up in the cloud (Fig 4.2e) and increases in mid-level and 

low-level total (Fig 4.2h) and mean (Fig 4.2k) CMF, respectively, than they do relative to 

cumulus in the control simulation. In keeping with the entraining plume theory discussed in 
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section 4.2, Equations 4.9 and 4.10 reflect that all else being equal, the buoyancy and vertical 

velocity will decay more quickly with height owing to larger alpha (wider cloud top and 

narrower cloud base). The results in Fig 4.2n, however, do not appear to indicate any strong 

changes to the entrainment profile. Since the microphysical processes associated with congestus 

growth exhibit more differences than entrainment (Figs 4.3,4.4, center and right columns), it 

appears that the manner in which the entrainment profile synergizes with changes in warm-phase 

microphysical processes plays a larger role than modifications to entrainment dynamics 

themselves. Microphysically, developing congestus in the moderate aerosol loading scene exhibit 

greater initial nucleation and lofting of more numerous but smaller cloud drops (Fig 4.3b, 4.4b). 

This more numerous population of smaller cloud drops suppresses formation of rain and drizzle 

(Fig 4.3e,h), but drizzle sizes are enhanced (through enhanced collection of available cloud 

water), especially initially (Fig 4.4e), while rain is suppressed in both number and size (4.3h, 

4.4h). For these terminal congestus clouds, the overall morphological changes to the cloud (Fig 

4.2b,e) have a negative impact on the upper levels of the mid-to-late growth stage CMFs (Fig 

4.2h,k). We hypothesize that this is related to how the change in aspect ratio affects the 

entraining plume formulation from Equations 4.9 and 4.10: Since the vertical velocity and 

buoyancy decay more rapidly with height for a plume with a greater value of 𝛼 (Equations 4.9, 

4.10), the enhanced condensate loading at cloud top produces additional drag which further 

reduces these quantities towards the top of the thermal. 

At high levels of aerosol loading, many of the congestus-cumulus growth stage 

differences follow similar patterns to that of moderate loading, but are even more extreme and 

detrimental to later vertical growth of the terminal congestus clouds. Clouds are narrower overall 

but exhibit even more dramatic changes to aspect ratio (Fig 4.2c) and are far more top-heavy in 
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their condensate mass than at moderate aerosol loading (Fig 4.2f). The enhanced nucleation, 

lofting, and growth of cloud drops (Fig 4.3c,4.4c) now occurs consistently through the column 

and does not decay over time as is seen in the control and moderate aerosol scenarios. Since 

Figs. 4.3f,i and 4.4f,i show a much smaller congestus-cumulus difference in drizzle and rain 

production, it appears that high aerosol loading fundamentally changes the cloud structure to 

promote continued lofting and growth of cloud droplets over the course of the growth stage, 

subsequently making the cumulus growth stages of terminal congestus more microphysically 

similar to terminal cumulus growth stages, except for the greater promotion of cloud drop growth 

in congestus. The lack of a negative CMF difference later on in the growth stage (Fig. 4.2i,l) also 

seems to indicate that strongly suppressing collision-coalescence processes serves to mitigate 

some of the differences between terminal cumulus and terminal congestus later in their growth 

stage. However, at high aerosol loading, drizzle sizes are larger in the middle of the growth 

column (Fig 4.4f), which is also associated with a deeper enhancement of entrainment in the 

growing congestus clouds (Fig 4.2o). This might indicate that congestus clouds forming in more 

polluted environments entrain more air in such a way that facilitates drizzle sizes and reduces 

buoyancy in the midlevels of the growing cloud – e.g., by evaporating smaller drizzle droplets at 

cloud edges. A similar process has been identified by Small et al. (2009) to result from aerosol 

perturbations on shallow, nonprecipitating cumulus clouds. 

Overall, many of these aerosol-induced changes to the upscale growth process from 

cumulus to terminal congestus exhibit an initial enhancement of cloud drop nucleation (Fig 4.3b) 

and condensational growth (Fig 4.4b) in response to moderate loading that later lead the 

congestus cloud’s growth to stall more quickly (Fig 4.2h,k). However, these impacts are 

nonmonotonic, with high aerosol loading appearing to fundamentally change the cloud structure 
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in a way that leads to more sustained increases in condensate loading aloft (Fig 4.2f) and CMF 

(Fig 4.2i,l) at low levels. The congestus-cumulus growth stage comparison only captures the 

differences between cumulus and terminal congestus during their cumulus growth stages, and 

thus excludes those changes which impact upscale growth of transient congestus clouds into 

cumulonimbus. Since Table 4.1 clearly illustrates that moderate aerosol loading enhances both 

congestus and cumulonimbus while high aerosol loading suppresses both, we explore the 

aerosol-induced process changes which drive this nonmonotonic response in cumulonimbus in 

the following subsection. 

4.3.3) Responses of Cumulonimbus Upscale Growth to Aerosol Loading 

 Assessing the characteristics of congestus to cumulonimbus upscale growth in the control 

simulation through their composited growth stages reveals even more stark differences in these 

convective modes than between terminal cumulus and congestus. Here, we separately compare 

the cumulonimbus-congestus (cumulonimbus minus congestus) differences during both the 

cumulus (CTH < 4 km) and congestus (4 km < CTH < 7 km) growth stages to gauge what 

differences in cloud structure promote upscale growth during different parts of cumulonimbus 

and congestus growth. 

 To begin with comparing the shallow growth stage characteristics, we present the mean 

area, mean condensate loading, total and mean CMF, and fractional entrainment rate differences 

in Figure 4.5. Unlike when comparing the shallow development of cumulus and congestus 

clouds in Section 4.3.2, the cumulus stage in terminal congestus actually exhibit wider clouds at 

the beginning of their growth (Fig. 4.5a), though by the end of shallow growth cumulonimbus 

clouds tend to be wider. In the context of the entraining plume consideration from Equations 4.9 

and 4.10, this means an initially narrower aspect ratio, thus resulting in a slower decay of vertical 
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velocity and buoyancy with height in developing cumulonimbus clouds. The widening of the 

cloud in the cumulus growth stage of cumulonimbus is also concentrated more towards the 

bottom of the profile, so this aspect ratio difference does not appear to become more extreme 

over time, either. Condensate loading in the cumulus growth stage is initially less in 

cumulonimbus than terminal congestus, but it becomes greater in the low-levels shortly after the 

initiation of the growth phase and deepens over time (Fig 4.5d). Total and mean CMF exhibit a 

consistent dipole signature, being greater in cumulonimbus at low levels and greater in terminal 

congestus aloft, while deepening in time similar to the low-level condensate loading difference 

(Fig 4.5g,j). Since this CMF signal precedes the enhancement in condensate loading, it appears 

that sustained vertical mass flux in the low levels facilitates condensate formation in this region 

of the cloud, and leads to the establishment of a wider cloud base and narrower aspect ratio more 

supportive of deep convective growth. Although developing cumulonimbus entrain over a deeper 

layer at cloud top than terminal congestus (Fig 4.5m), they entrain less environmental air than 

terminal congestus through much of the growth column during the latter half of shallow growth, 

which may also support deeper convective growth. 
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Figure 4.5: The same as Fig. 4.2, but for the cumulonimbus-congestus upscale growth differences during cumulus 

growth. Note the difference in colorbar scales between the different panels. 

  

Microphysically, it is evident from the left column of both Figures 4.6 and 4.7 that 

changes to warm-phase microphysical processes are strongly associated with the previous cloud 

characteristics. Fig. 4.6a and 4.7a illustrate that terminal congestus exhibit more nucleation and 

condensational growth of cloud droplets, particularly early on and in the upper portion of the 

cloud than in the developing stages of cumulonimbus. This is collocated with enhanced drizzle 
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and rain number (Fig 4.6d,g) and sizes (Fig 4.7d,g) that indicate that collision-coalescence 

processes in terminal congestus occur both higher up in the cloud and on a faster relative 

timescale. Cloud, drizzle, and rain number and size enhancements in developing cumulonimbus 

relative to terminal congestus all occur lower in the cloud, similar to the changes in CMF, 

reinforcing that there are more gradual and sustained nucleation, growth, and collision-

coalescence occurring lower in developing cumulonimbus, thereby indicating the importance of 

this process for sustained convective growth. 

 

 

Figure 4.6: The same as Fig. 4.3, but for the cumulonimbus-congestus (cumulonimbus minus congestus) upscale 

growth differences during the cumulus growth stage. Note the difference in colorbar scales between the different 

panels. 
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Figure 4.7: The same as Fig. 4.4, but for the cumulonimbus-congestus (cumulonimbus minus congestus) upscale 

growth differences during the cumulus growth stage. Note the difference in colorbar scales between the different 

panels. 

  

Enhancing aerosol loading to moderate concentrations amplifies some of the 

cumulonimbus-congestus (cumulonimbus minus congestus) cumulus growth stage differences in 

a manner that is similar to how it amplified congestus-cumulus shallow growth stage differences. 

Condensate growth (Fig 4.5e), total CMF (Fig 4.5h), and mean CMF (Fig 4.5k) all exhibit 

similar cumulonimbus-terminal congestus differences as in the control simulation, though there 

does appear to be less variation in these differences over the growth stage. Cloud area for 

cumulonimbus is similarly narrower at the beginning of growth and wider at the end, but now 

widens the most towards the top. Providing context via the entraining plume model from 
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Equations 4.9 and 4.10, this increase in aspect ratio results in a more rapid decay of vertical 

velocity and buoyancy with height. However, unlike in terminal congestus vs cumulus, 

condensate loading does not concurrently increase aloft (Fig 4.5e), thus, condensate drag effects 

at the top of the column would be reduced relative to terminal congestus, and the layer of 

enhanced entrainment near cloud top is also narrower (Fig 4.5n). Examination of Figures 4.6 and 

4.7 reveal that similar to the control simulation, these cumulonimbus-terminal congestus 

differences at moderate aerosol loading can be explained through changes in the microphysical 

composition of the cloud, which does not differ substantially from that of the control simulation.  

High aerosol loading, however, causes a fundamental difference in the shallow growth of 

cumulonimbus relative to terminal congestus, as it did for terminal congestus relative to 

cumulus. Areal coverage is now consistently greater for developing cumulonimbus than 

congestus through the column (Fig 4.5c), resulting in a consistently more extreme aspect ratio 

than was present in congestus. In the conceptual framework of an entraining plume, (Equations 

4.9, 4.10) this amplifies the decay of buoyancy and vertical velocity with height, and entrainment 

also seems to be slightly enhanced in these cumulonimbus clouds relative to congestus (Fig 

4.5o). Developing cumulonimbus now exhibit more extensive condensate loading versus 

terminal congestus through much of the column (Fig 4.5f), including at the cloud top, which 

contrasts with our findings at other aerosol loadings. This is associated with greater total CMF 

(Fig 4.5i), but interestingly produces a mean CMF difference profile that exhibits similar 

characteristics to the congestus-cumulus mean CMF differences in Fig. 4.5g,h. For terminal 

congestus, we identified this to be associated with greater lofting and condensational growth of 

cloud droplets leading to collision-coalescence processes occurring higher in the cloud and 

subsequently impeding its further growth. Examining the warm-phase microphysical changes in 
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the right columns of Figs. 4.6 and 4.7 reinforce this argument: while the signal is somewhat 

mixed due to the low sample size and noise ensuing from the interpolation process, we do see an 

enhancement of cloud number and size aloft relative to terminal congestus (Figs. 4.6c,4.7c), 

resulting in an enhancement of drizzle and warm rain formation atop the column during the 

middle of the growth period. Similar to when we saw these processes in our congestus-cumulus 

comparison, this increase in collision-coalescence processes is clearly collocated with the 

reduction in cumulonimbus CMF relative to congestus during shallow growth. 

Now that we have assessed the differences between cumulonimbus and terminal 

congestus while both are undergoing shallow (CTH < 4 km) growth, we turn our attention to 

when these populations of clouds are undergoing midlevel (4 km < CTH < 7 km) growth to 

assess their differences when both warm-phase and cold-phase microphysical processes may be 

occurring. Most of the cloud structure differences present between terminal congestus and 

cumulus also appear between cumulonimbus and terminal congestus, such as a wider cloud base 

and middle (Fig 4.8a), enhanced condensate loading through the column (Fig 4.8d), and greater 

total CMF (Fig 4.8g). All these changes, however, are amplified for cumulonimbus clouds, and 

the condensate loading enhancement exists at both lower levels and upper levels. This indicates 

that for congestus to grow upscale into cumulonimbus, not only must there be enhanced vertical 

transport of condensate higher in the cloud, but also sustained condensate growth/formation 

lower in the cloud relative to terminal congestus. Terminal congestus are also more likely to 

exhibit stronger mean CMF in the middle of their growth stage versus cumulonimbus, but less in 

initial and final stages of growth period (Fig 4.8j), and experience greater entrainment, 

particularly later in the simulation and higher up in the cloud (Fig 4.8m). Considering these 

changes in the context of our entraining plume model, these differences during the midlevel 
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growth phase lead to a less extreme aspect ratio in developing cumulonimbus that would 

promote higher values of buoyancy and vertical velocity though the column. 

 

Figure 4.8: The same as Fig. 4.5, but for the cumulonimbus-congestus midlevel growth (congestus growth) stages 
when CTH is between 4 and 7 km. Note the difference in colorbar scales between the different panels. 

 

 Examining the changes to both warm- and cold-phase condensate species provides 

further reinforcement of the process findings above. In cumulonimbus midlevel growth, 

sustained enhancement of cloud droplet nucleation and growth at cloud base occurs relative to 

congestus, as well as an initial increase in droplet concentrations and size aloft (Fig 4.9a, 4.10a). 

This upper-level behavior in cloud droplets are also associated with increases in drizzle number 



 118 

(Fig 4.9d) and size (Fig. 4.10d) in this part of the cloud, with rain concentrations (albeit not size) 

in these regions being suppressed relative to terminal congestus (Fig 4.9g, 4.10g). Rain and 

drizzle number concentrations in cumulonimbus are also greater in the lower half of the cloud 

(Fig 4.9d,g Fig. 4.10d), with strong increases in drizzle size at low levels and rain sizes aloft. 

This may indicate that drizzle growth is promoted in the low-levels due to collection of small, 

freshly nucleated cloud drops, while rain sizes aloft may be increased by collection of larger, 

lofted cloud droplets and drizzle. As discussed previously, these changes to warm-phase 

microphysics suggest that sustained condensational growth and collision-coalescence processes 

are key parts of sustaining deep convective growth. Changes to warm-phase microphysics are 

also likely to impact the glaciation and growth of ice condensate (Fig. 4.11-4.12).  

 

Figure 4.9: The same as Fig. 4.6, but for the cumulonimbus-congestus midlevel growth stages when CTH is between 

4 and 7 km. Note the difference in colorbar scales between the different panels. 
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Figure 4.10: The same as Fig. 4.7, but for the cumulonimbus-congestus midlevel growth stages when CTH is 

between 4 and 7 km. Note the difference in colorbar scales between the different panels. 
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Figure 4.11: The same as Fig. 4.9, but for the ice condensate species – from top to bottom, these include pristine ice, 
snow, aggregates, graupel, and hail. Note the difference in colorbar scales between the different panels. 
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Figure 4.12: The same as Fig. 4.11, but for the ice condensate species’ mean radii. Note the difference in colorbar 

scales between the different panels. 

 

The left columns of Figs. 4.11 and 4.12 illustrate that the mid-level growth processes 

within cumulonimbus clouds overwhelmingly exhibit greater glaciation than the corresponding 

processes within terminal congestus clouds. While we do not calculate the process rate changes 

here, concentrations of pristine ice (Fig. 4.11a) and snow (Fig. 4.11d) increase near the top of the 
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column as the increase in lofted cloud water and drizzle in this region becomes shallower and 

more concentrated towards cloud top in time. This finding suggests that in cumulonimbus, the 

lofting of these particles during the midlevel growth stage strongly contributes to the 

development of ice, whereas lofting these particles relatively high in the cloud during the 

shallow growth stage does not, and also speaks to the importance of the time scale of convective 

growth. The continued increase in all ice species over the course of midlevel growth (Fig. 4.11, 

left column) further indicates the need for sustained ice formation in the upper levels (top 20-

40% of the cloud) of developing cumulonimbus to ascend past terminal congestus. Ice particle 

size differences between congestus and cumulonimbus, however, show little temporal variation 

and except for hail (Fig. 4.12m) are generally split vertically with greater enhancements in size 

above the cloud’s halfway point, and lesser enhancements below (Fig. 4.12, left column). This 

simply speaks to more effective ice formation and growth processes in cumulonimbus, and more 

effective hail growth processes in the middle of these clouds (though we cannot say whether this 

is greater dry growth, wet growth, or some synergy between the two growth modes). 

Moderately increasing the aerosol loading produces similar cumulonimbus-congestus 

differences for midlevel growth as was seen in shallow growth. The areal coverage exhibits 

greater increases higher up in the cloud (Fig 4.8b), resulting in a more extreme aspect ratio and 

subsequently a greater vertical decay of vertical velocity and buoyancy. Concurrently, the 

enhancement of condensate loading is limited to the low and mid-levels of the cloud (Fig 4.8e), 

with a reduction aloft indicating that developing terminal congestus tops are more heavily loaded 

with condensate than developing cumulonimbus, increasing condensate loading drag atop 

terminal congestus to a greater extent than cumulonimbus. The midlevel increases in total CMF 

and mean CMF (Figs. 4.8h,k, respectively) also reflect that cumulonimbus vertical mass flux 
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becomes increasingly stronger and deeper over time relative to terminal congestus. The warm-

phase microphysical properties seen in Figs. 4.9 and 4.10 seem to be associated most strongly 

with these changes: Fig 4.9b shows that cumulonimbus in the moderate aerosol environment do 

not exhibit the same enhanced lofting and nucleation of cloud drops aloft seen in the low aerosol 

environment (Fig 4.9a). Instead, cloud droplet number and size differences are increased more in 

the lower portion of the cloud, with these differences increasing in depth and magnitude over 

time. The enhanced drizzle formation aloft is also absent in Figs. 4.9e and 4.10e, with drizzle 

enhancements and reductions now more closely mirroring those of rain (Figs. 4.9h,4.10h). Rain 

drop size and number differences as a function of height and time are largely unchanged relative 

to the control (Figs. 4.9h,4.10h), suggesting that the changes to cloud and drizzle drop properties 

play a more important role in the context of aerosol convective invigoration. 

Ice number and size across all species are generally suppressed at moderate aerosol 

loading (Figs 4.11 and 4.12, center column), though the temporal trend in ice number differences 

(Fig 4.11, center column) is especially interesting to consider along with the changes to cloud 

and drizzle processes aloft. It appears from contrasting these changes that the relative inhibition 

of lofting cloud and drizzle droplets at moderate aerosol loading delays ice processes at the top 

of the cloud, particularly regarding snow, aggregate, and graupel formation (Fig 4.11e,h,k). Since 

the moderate aerosol loading results in more congestus and cumulonimbus clouds (Table 4.1), 

the promotion of midlevel warm-phase condensate growth over earlier lofting and freezing of 

liquid condensate seems to facilitate deeper and more vigorous convection. Ice species also 

exhibit more growth in time over the course of the midlevel growth stage of cumulonimbus at 

higher aerosol loading (Fig 12, center column), which in conjunction with the previous finding, 

suggests that suppression of earlier ice nucleation may lead to greater vapor depositional growth 
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of ice later in the growth period. If true, this would result in greater latent heat release towards 

the top of a cumulonimbus cloud later in its midlevel growth stage, which would be expected to 

promote continued upscale growth. 

For high amounts of aerosol loading, however, changes to cloud structure do not appear 

to favor deep convective growth. The aspect ratio becomes even more extreme (Fig. 4.8c), which 

leads to a more rapid decay of buoyancy and vertical velocity in the framework of the entraining 

plume model. Condensate loading is also much more concentrated towards cloud top (Fig 4.8f), 

which increases condensate drag at the top of the growth column. Examining the microphysical 

species’ properties illustrates that cloud drops, drizzle, and rain are all larger and more 

concentrated in the upper portion of cumulonimbus than in terminal congestus (Fig 4.9, 4.10, 

right column). This indicates a shift in the location of collision-coalescence processes, which are 

concentrated towards both the bottom and top of the column in the low aerosol environment (Fig 

4.9, 4.10, left columns) and towards the middle of the column at moderate aerosol loading (Fig 

4.9,4.10, center column), towards being at the very top of the column at high aerosol loading. In 

combination with the entraining plume model predicting a more rapid decay of buoyancy and 

vertical velocity with height, it is possible that the displacement of collision-coalescence 

processes higher in the column further degrades cloud top buoyancy and strongly inhibits deeper 

convective growth in the high aerosol loading scenario. Ice number concentration is also 

suppressed and more intermittent at high aerosol loading (Fig 4.11, right column), suggesting 

that the enhancement of collision-coalescence processes aloft may impede liquid condensate 

from glaciating. What particles do glaciate are either larger to begin with or quickly grow larger 

than the cumulonimbus-congestus differences at low or moderate aerosol loading, but do not 
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seem to exhibit the temporal increase in size differences seen at moderate aerosol loading (Fig. 

4.12, right column). 

 Ultimately, these results indicate that the changes to warm-phase microphysical 

processes, cloud structure, and the dynamics ensuing from their interaction are a delicate 

balancing act where upscale growth of convection is concerned. The interplay of plume 

structure, condensate loading, entrainment, and collision-coalescence processes are most suitable 

for cumulonimbus growth and sustenance when clouds exhibit relatively little change in area 

with height, vigorous collision-coalescence occurs in the cloud midlevels, and liquid condensate 

is lofted relatively late in the growth stage. When the cloud grows rapidly in the vertical, the 

aspect ratio is too extreme, and the cloud is very top-heavy with liquid condensate overall, the 

combination of its dynamic plume structure and relatively elevated location of large condensate 

particles and collision-coalescence processes inhibit the subsequent development of deeper 

convection. These warm-phase impacts and their feedbacks from high aerosol loading are also 

seen in terminal congestus clouds growing upscale from shallow cumulus and inhibit the upscale 

growth of these clouds as well. 

4.4) Conclusions 

 In this study, we examined a set of LES model runs of tropical trimodal convection where 

initial aerosol loading was varied to understand the impacts of AIEs on the upscale growth of 

convection. These simulations were analyzed using the new tobac v1.5 Python package, which is 

uniquely able to detect, discretize, and track these clouds in 3D space and in time, as well as 

properly interpret the model PBCs. Our findings from this study resulted in two key conclusions 

regarding aerosol impacts on tropical convective upscale growth.  
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First and foremost, the interaction between aerosol-induced warm-phase microphysical 

changes and cloud dynamics (i.e., where changes in condensate processes occur in the cloud, and 

how the cloud dynamics move different condensate species around) is the single most important 

factor in determining whether the cold-phase microphysics essential to deep convective 

development are enhanced or suppressed. We saw from our results that when aerosol-

microphysical-dynamical interactions lead to collision-coalescence occurring primarily in the 

middle of the cloud and to less lofting of cloud and drizzle droplets, these changes were 

associated with a delayed but seemingly more vigorous ice growth process in the upper portion 

of developing cumulonimbus clouds. However, when the cloud is initially more top-heavy with 

liquid condensate of all species, ice formation mostly occurs in this region, which ultimately 

weighs the cloud down through condensate loading, thereby inhibiting deeper convection. 

Strongly increasing the aerosol loading leads to a rapid lofting of condensate concentrated 

towards the top of the cloud, while moderately increasing aerosol loading delayed the lofting 

seen in the control simulation in such a way as to promote later deep convective development. 

These findings are in keeping Igel and van den Heever (2021) and Marinescu et al. (2021) who 

have similarly identified that warm-phase invigoration by aerosol plays a key role in storm 

dynamics and whether cold-phase invigoration or enervation occurs. Our results also extend 

these previous studies by offering additional insights into the process links between microphysics 

and dynamics, particularly concerning the time evolution of these interactions. 

Second, the upscale growth of convection is governed by a highly complex interplay of 

aerosol, microphysical, thermodynamic, and dynamic processes, and it appears from our results 

that the timing of these various processes is especially crucial. As discussed in Section 4.4.3, we 

found that the formation and lofting of cloud drops and drizzle play especially significant roles in 
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the upscale growth of cumulonimbus. Moderately increasing aerosol loading weakly suppressed 

this process initially, but led to later, more vigorous CMF and greater ice growth at the top of the 

column. Strongly increasing aerosol resulted in greater initial transport of condensate and 

condensate loading aloft, but this inhibited development later on in the growth stage. 

Thus, studies on aerosol convective invigoration must consider all of these processes, 

their effective timescales, and the location and timing of occurrence in tandem to capture an 

accurate picture of aerosol effects on different modes of convection. Considering any of these 

changes in isolation (such as through parcel model or 2D kinematic model studies) or neglecting 

to track the evolution of these clouds through time cannot possibly capture all of the key 

interactions occurring throughout space and time identified within this study. 

 These findings reinforce those from earlier studies (e.g. Lebo and Seinfeld 2011; Lebo et 

al. 2012; Tao et al. 2012; Storer and van den Heever 2013; Grabowski and Morrison 2020) 

suggesting a delicate balancing act between aerosol, microphysical, dynamic, and 

thermodynamic processes. However, unlike these earlier studies, we are now able to capture the 

actual process evolution across all three modes of tropical convection in three dimensions thanks 

to tobac v1.5. It is our hope that the availability of this new tool, and our key findings in this 

study, facilitate and inspire future work from researchers of aerosol-cloud interactions. Our study 

was conducted in a modeled LES domain with substantial vertical wind shear that was also very 

dry above 12 km, thus, researchers examining different convective environments may find that 

the interplay of the processes discussed above are not universally consistent. Entrainment effects 

may be altered dramatically in an unsheared or differently sheared environment, and the use of 

more sophisticated ice growth parameterizations that incorporate variable surface attachment 
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kinetics (e.g. Harrington et al. 2021) may also manifest different glaciation feedbacks. We 

welcome the pursuit of these research avenues and comparisons to our findings. 
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CHAPTER 5 – CONCLUSIONS 

 

 

 

5.1) Overarching Conclusions 

Convective clouds exist around the globe, but those in the tropics are particularly 

important due to their near-constant presence, their roles in vertical and poleward transport of 

heat and moisture (which in turn drives the global Hadley Cell circulation), and their 

characteristic trimodal distribution of cumulus, congestus, and cumulonimbus clouds. Despite 

decades of research on tropical convection, many pressing science questions remain as to the 

mechanisms behind their upscale growth from shallow to deep convection; how they will 

respond to ongoing and future changes in the Earth’s climate; and the integrated effects of 

different amounts of aerosol loading on convective environments producing both shallow and 

deep clouds.  

Three studies presented in this dissertation address some of these lingering questions 

while also providing new tools for future researchers to continue advancing our understanding of 

tropical convective clouds. The overarching goals in this dissertation were to (1) perform bulk 

analyses of the trimodal distribution and its convective environment’s sensitivities to low-level 

static stability and aerosol; (2) enhance the existing tobac Python library to enable detection, 

discretization, and tracking of a wide variety of observed and modeled 3D meteorological 

phenomena that were not possible before and which were necessary to achieve goal (3); and (3) 

use the new version of tobac to analyze the upscale growth of convection and its sensitivities to 

aerosol loading at a process (rather than bulk analysis) level. The first and third goals were 

achieved using the same suite of idealized RAMS simulations of trimodal convection (although 
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the latter uses a subset of these model runs), while the second was achieved through adding a 

series of both scientific and performance enhancements to tobac. 

In the first study, presented in Chapter 2, the science question we sought to address was 

“how do independently and simultaneously varying initial low-level thermodynamic and aerosol 

properties affect the evolution of the bulk environment and the nature of the three modes of the 

tropical convective cloud distribution?”. We utilized a suite of LES model experiments which 

covered two full diurnal cycles and covaried the initial thermodynamic and aerosol conditions. 

We subsequently conducted bulk analyses of both environmental characteristics (e.g. stability, 

radiative transfer, and cloud coverage) and amalgamated properties of each mode (e.g. vertical 

mass fluxes, mean condensate loading, and moist static energy) in the trimodal distribution. Five 

different conclusions were ascertained regarding the sensitivities of both the bulk mesoscale 

environment and its convective cloud production: 

1. Large amounts of aerosol loading and low-level static stability suppress the bulk 

convective environment and the intensity and coverage of convective clouds. 

2. Cloud and environmental responses to aerosol loading tend to be stronger than those from 

static stability. 

3. The effects of aerosol and stability perturbations modulate each other substantially. 

4. The deepest convection and highest dynamical intensity occur at moderate aerosol 

loading, rather than at low or high aerosol loading. 

5. Most of the strongest feedbacks due to aerosol and stability perturbations are seen in the 

boundary layer, though some are stronger above the freezing level. 

These findings provided us with new insights as to the myriad of sensitivities inherent in 

both tropical convective clouds and their formative environment. However, they also speak to 
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the nonlinearity of these feedbacks, particularly in the context of increased aerosol loading, 

which spawned further questions on what actual processes are impacting convective upscale 

growth as a function of aerosol loading. We pursued this as a follow-up study, but quickly 

realized that a tool capable of performing this kind of study did not exist at the time – in order to 

perform this investigation, we needed a robust tracking tool capable of identifying 3D cloud 

features and tracking them across model periodic boundaries. This is what inspired us to pursue 

the work discussed in Chapter 3. 

For Chapter 3, our primary science question was “How can a previously existing tool, the 

Tracking and Object-Based Analysis of Clouds (tobac) Python package, be enhanced to enable 

its use with a wider breadth of science questions, larger datasets, and more complex atmospheric 

structures than it was capable of doing before?”. This question arose since we could not find any 

tools that were capable of detecting, tracking, and analyzing a modeled cloud field varying in all 

three spatial dimensions, especially when the model used periodic boundaries. Most of the tools 

that did exist were also computationally expensive, which was also an impediment since the 

high-resolution LES model fields we wanted to analyze are on the order of several TB and would 

have taken many weeks to process with existing tools .We assessed the above science question 

primarily through an expansion of capabilities to work with 3D data and include a spectral 

filtering tool, as well as procedural enhancements such as computational optimization, the ability 

to regrid data, and a treatment to properly interpret periodic boundaries in data. Beyond these 

code changes, we also included extensive testing and demonstrations of tobac with new datasets 

that earlier versions of tobac would have had difficulty processing. The conclusions ensuing 

from our scientific enhancements were: 
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1. tobac has a better ability to capture the spatiotemporal evolution of clustered phenomena 

that are difficult to isolate in 2D projections of 3D data. 

2.  The new spectral filtering method allows users to isolate specific frequencies of interest 

in the data they are using, precluding the need for external data processing or the use of 

datasets that have already been smoothed. 

Additionally, the conclusions from our procedural improvements were: 

1. Computational efficiency improvements on the order of 100 to 1,000,000 times allow 

users to leverage higher resolution data and overall larger datasets than tobac could 

reasonably manage previously. 

2. The new data regridding procedures facilitate the combined use of multiple different 

datasets existing on different grids. 

3. The capability to recognize and robustly address periodic boundary conditions (PBCs) 

has also widened the utility of tobac by enabling its use with applicable model and even 

observational data, such as Global Precipitation Measurement (GPM) data 

The findings in this chapter illustrate that we now have an extremely powerful and efficient 

cloud tracking tool in tobac v1.5 that can be used for a wide variety of scientific pursuits. As a 

result of developing this tool, we were now able to conduct the process-focused upscale growth 

study that was inspired by the bulk analysis study from Chapter 2. 

Finally, the study discussed in Chapter 4 sought to understand the processes driving the 

upscale growth from cumulus to congestus and congestus to cumulonimbus, as well as how 

aerosol impacts modify this upscale growth transition. In this work, we focused on a subset of 

the simulations in Chapter 2 where only the aerosol loading was varied. Using tobac v1.5, we 

detected, discretized, and tracked maxima in total condensate mixing ratio, which was used to 
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examine cumulus-to-congestus and congestus-to-cumulonimbus upscale growth differences over 

the 6-hour period when convection was at its most active. This study revealed that: 

1. The interplay between aerosol-induced changes to warm-phase microphysics (particularly 

collision-coalescence processes) and cloud dynamics are the most important elements for 

the invigoration of convective growth. 

2. How these changes affect the timescales of different processes’ evolution is especially 

crucial to this interplay between warm-phase microphysics and cloud dynamics. 

These findings are incredibly important from the perspective of aerosol-induced convective 

invigoration: they illustrate that in order to assess the full battery of aerosol impacts on 

convection, the changes to cloud processes and their timescales must be considered in tandem 

with one another. This means that while studies utilizing snapshot or bulk perspectives can 

assess aerosol-induced changes to cloud microphysical, dynamic, and thermodynamic structure, 

and even instantaneous process rates, they have difficulty assessing the temporal changes to any 

of these processes (only inferring such changes), nor how these changes modulate one another, 

without utilizing a cloud tracking framework at high temporal resolution. 

5.2) Future Work 

 The research advances detailed in this dissertation both motivate and enable a wealth of 

future studies on aerosol-induced convective invigoration. Our findings highlight that the 

processes contributing to upscale growth are best considered in combination rather than 

isolation, especially regarding any relative adjustments in the timescales of these different 

processes (e.g., when and where condensate lofting, collision-coalescence, and glaciation occur 

during the clouds’ growth stages). Chapter 4 especially shows that the formation of drizzle and 

rain, their vertical transport, and whether/where they glaciate are crucial components to the 
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upscale growth of deeper convection. Thus, the aerosol impacts on collision-coalescence 

processes and their spatiotemporal evolution within a growing cloud must be carefully 

considered in the context of cloud dynamics and thermodynamics, as well as the timescale of 

different processes contributing to convection, to understand whether an increase in aerosol 

loading will promote or inhibit deep convective development. 

  The implications of the results in Chapters 2 and 4 specifically inform new research 

avenues on spatial scales ranging from those of individual convective clouds to entire scenes of 

convective cloud populations and/or systems. In the long term, climate modeling will be greatly 

improved once processing power and memory advances are sufficient to run global cloud-

resolving or LES modeling studies. However, in the short term, advances in the convective 

parameterizations used by climate models are needed. Utilizing the findings of our research with 

cutting-edge methodologies like Machine Learning approaches could improve convective 

parameterizations greatly, particularly regarding the identification of microphysical and 

thermodynamic patterns which accompany glaciation processes and other nonlinear feedbacks 

occurring within clouds. Additionally, using tobac, maxima in individual microphysical, 

dynamical, and thermodynamical process rates can be detected and tracked to gain an even 

deeper understanding of the mechanics behind convective upscale growth and aerosol convective 

invigoration. While we do examine these processes in Chapter 4, they can be even better 

understood by explicitly detecting and tracking on the temporally evolving process rates 

themselves. Such approaches are informative for individual convective clouds as well as larger 

cloud clusters and systems including mesoscale convective systems and tropical cyclones, which 

are complex thermodynamic engines driven by multifaceted interactions between large- and 

small-scale processes.  
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Beyond the new research motivations on clouds and cloud systems that our results 

provide, the upgrades to tobac as a part of tobac v1.5 also enable a vast new breadth of process-

focused studies in atmospheric science and beyond. Procedurally, the advances in computational 

speed alone allow the use of far larger datasets than tobac could reasonably handle before, with 

datasets on the order of 100 TB now needing only hours or days to process instead of weeks. As 

model and observational dataset sizes steadily grow larger, it is increasingly important for data 

analysis tools to be able to process Big Data efficiently. The new data regridding procedure 

allows tobac to natively combine analyses based on datasets existing on different grids. For 

example, satellite-derived wind data could now be used in conjunction with gridded observations 

of dust concentrations to detect and track dust advection. Additionally, the PBC treatment not 

only allows for use with PBC model data (commonly used in idealized studies), but also enables 

use of tobac in global observational data with zonal cyclic boundaries, such as GPM data, and 

represents the first step towards the inclusion of truly global tracking in this tool. 

  Scientifically, the inclusion of fully 3D data processing allows for the use of tobac with 

highly complex 3D meteorological structures, such as layered clouds; vertically sheared cloud 

systems (e.g., squall lines); and heavily polluted environments with multiple aerosol layers. It 

can also be used with non-meteorological data (provided it is gridded), for example, locating and 

tracking populations of migratory birds equipped with radio trackers (e.g., Crewe et al. 2020). 

The new spectral filtering tool also provides tobac with the capabilities to isolate phenomena 

such as synoptic- or planetary-scale atmospheric waves from data with mesoscale or sub-

mesoscale noise (e.g., finely resolved wind fields) without requiring users to use external tools 

for data processing. On the whole, it is plainly evident that the uses discussed in the previous two 

paragraphs only cover a handful of the nearly endless research possibilities that tobac v1.5 
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enables. Any future advances to tobac, such as the inclusion of split and merger processing that 

is planned for an upcoming release, expand the power of this unique tool even further. 
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