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#### Abstract

Abstrak. Artikel ini menyajikan hasil penelitian tentang eksistensi dari solusi persamaan integral fraksional nonlinier tipe Volterra dengan kondisi batas campuran, beberapa hipotesis yang diperlukan telah dikembangkan untuk membuktikan keberadaan solusi persamaan yang diusulkan. Teorema Krasnoselskii, prinsip Banach Contraction dan teori derajat Leray-Schauder adalah teorema dasar yang digunakan di sini untuk mencari solusi hasil. Dalam artikel ini juga diberikan contoh sederhana dari penerapan hasil persamaannya.


#### Abstract

In this paper we present the existence of solutions for a nonlinear fractional integral equation of Volterra type with mixed boundary conditions, some necessary hypotheses have been developed to prove the existence of solutions to the proposed equation. Krasnoselskii Theorem, Banach Contraction principle and Leray-Schauder degree theory are the basic theorems used here to find the results. A simple example of application of the main result is presented.
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## 1. Introduction

Fractional calculus is the field of mathematical analysis which deals with the investigation and applications of integrals and derivatives of arbitrary order, the fractional calculus may be considered an old and yet novel topic. Recently, fractional differential equations have been of great interest. This is because of both the intensive development of the theory of fractional calculus itself and its applications in various sciences, such as physics, mechanics, chemistry, engineering.[1],[2],[3].

Integral equations appear in many engineering and scientific fields, such as unsteady aerodynamics, viscoelasticity, fluid dynamics, lots of population growth systems, neural network analysis, mathematical analysis of particle diffusion in an unstable fluid, heat conduction in memory resources, transmission lines, Population dynamics theory, nuclear reactors, inheritance systems. For details, see [4], [5], [6], [7], [8].

Boundary value problems have different applications. In addition to the previously mentioned fields, this type of problem appears in chemical engineering sciences, models of electromagnetic systems and thermoelectric theory. For more detailed information on boundary conditions, see [9], [10]. For more details on local and non-local boundary conditions, see [11],[12],[13],[14],[15],[16].

Feng, Zhang and Yang [13] in 2011 studied the existence and multiplicity solution to the nonlocal boundary value problem, fixed-point theorems in the cone were the main tool to prove the solutions. In 2014 Nyamoradi and Alaei [17] employed the Guo Krasnoselskii fixed point theorem in a cone to study the existence of solution to a new fractional nonlocal mixed boundary value problem. In 2022 Ishak [18] investigated the existence solution for a fractional BVP of the first sort with Hadamard type and three-point boundary conditions using Krasnoselskii Zabriko theorem and Banach contraction principle.

It is also well known that fixed-point theorems have been applied to various boundary value problems to show the existence of solutions; for example, see [3],[5]. However, this researcher's remains not enough compared to the broad applications of this type of equations. The aim of this paper is to fill this gap. in this study we will investigate the existence and uniqueness solutions for the boundary value problem:

$$
\begin{align*}
& { }^{\boldsymbol{c}} \boldsymbol{D}^{\alpha} \boldsymbol{x}(\boldsymbol{t})=\boldsymbol{g}(\boldsymbol{t})+\int_{-\infty}^{\boldsymbol{t}} \boldsymbol{\psi}(\boldsymbol{t}, \boldsymbol{s}) \boldsymbol{\phi}(\boldsymbol{t}, \boldsymbol{s}, \boldsymbol{x}(\boldsymbol{s})) \boldsymbol{d} \boldsymbol{s} \\
& x(0)=a x(\gamma)+b, x(0)=\omega, 0 \leq t \leq 1,1<\alpha \leq 2 \tag{1}
\end{align*}
$$

Where ${ }^{\boldsymbol{c}} \boldsymbol{D}$ indicates the Caputo fractional operator $\boldsymbol{\phi}:[\mathbf{0}, \mathbf{1}] \mathbf{x}[\mathbf{0}, \mathbf{1}] \mathbf{x X} \rightarrow \mathbf{X}$ is a given continuous function in Banach space $(\mathbf{X},\|\|$.$) and \mathbf{C}=\mathbf{C}([\mathbf{0}, \mathbf{1}], \mathbf{X})$ is Banach space of all continuous functions from $[0,1] \rightarrow \mathbf{X}$ endowed with the norm denoted by $\|$.$\| ,$ $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{\omega}[\mathbf{0},+\infty), \boldsymbol{\psi}:[\mathbf{0}, \mathbf{1}] \mathbf{x}[\mathbf{0}, \mathbf{1}] \rightarrow \mathbf{X}$ is a given kernel , $\boldsymbol{g}:[\mathbf{0}, \mathbf{1}] \rightarrow[\mathbf{0},+\infty)$ is known continuous function.

## 2. Preliminaries

In this section we will mention some basic definitions in fractional calculus.
Definition 2.1: [19] The fractional integral of order $q$ is defined by

$$
I^{q} f(t)=\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} f(s) d s, \quad q>0
$$

provided the integral exists.

Definition 2.2: [19] The fractional derivative of order $q$ is defined by

$$
D^{q} f(t)=\frac{1}{\Gamma(n-q)}\left(\frac{d}{d t}\right)^{n} \int_{0}^{t}(t-s)^{n-q-1} f(s) d s
$$

$n-1<q \leq n, q>0$, Provided the right-hand side is pointwise defined on $(0,+\infty)$.
Lemma 2.1: [18] For $\alpha, \beta>0$, then the following relation hold:

$$
\begin{gathered}
D^{\alpha} t^{\beta}=\frac{\Gamma(\beta+1)}{\Gamma(\beta+1-\alpha)} t^{\beta-\alpha-1}, \beta>n \text { and } D^{\alpha} t^{k}=0 \\
k=0,1, \ldots, n-1
\end{gathered}
$$

Lemma 2.2: [18] Let $\alpha>0$, then the differential equation

$$
{ }^{c} D_{0+}^{\alpha} x(t)=0
$$

Has a unique solution $x(t)=c_{0}+c_{1} t+\cdots c_{n-1} t^{n-1}, c_{i} \in R, i=1,2, \ldots, n$, where $n-$ $1<\alpha \leq n$
In view of Lemma 2.2, it follows that

$$
\begin{aligned}
I^{q} D^{q} x(t)= & x(t)+c_{0}+c_{1} t+\cdots c_{n-1} t^{n-1}, \\
& c_{i} \in R, i=1,2, \ldots, n
\end{aligned}
$$

Theorem 2.1: [5] (Krasnoselskii fixed point theorem) Let M be a closed convex and nonempty subset of a Banach space $X$. Let A, B be the operators such that (i) $A x+B y \in M$ whenever $\mathrm{x}, \mathrm{y} \in \mathrm{M}$ (ii) A is compact and continuous (iii) B is a contraction mapping. Then there exists $\mathrm{z} \in \mathrm{M}$ such that $\mathrm{z}=\mathrm{Az}+\mathrm{Bz}$.

Theorem 2.2: (Arzela -Ascoli theorem) Let $\Omega$ be a compact Hausdorff metric space. Then $M \subset C(\Omega)$ is relatively compact $\Leftrightarrow M$ is uniformly bounded and uniformly equicontinuous.

Lemma 2.3: Given $f \in C(0,1) \cap L(0,1)$, the unique solution of (1) is:

$$
\begin{equation*}
x(t)=\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s+\frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s+\frac{a \omega \gamma+b}{1-a}+\omega t \tag{2}
\end{equation*}
$$

Where,

$$
f(t)=g(t)+\int_{-\infty}^{t} \psi(t, s) \phi(t, s, x(s)) d s
$$

Proof: In view of lemma (2.2) the fractional differential equation (1) is equivalent to the integral equation:

$$
\begin{gathered}
x(t)=I_{0+}^{\alpha} f(t)+c_{0}+c_{1} t \\
x(t)=\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s+c_{0}+c_{1} t
\end{gathered}
$$

Where $c_{0}, c_{1} \in R$. From the boundary conditions (1), we have $c_{1}=\omega$ and

$$
c_{0}=\frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s+\frac{a \omega \gamma+b}{1-a}
$$

By substituting $c_{0}, c_{1}$ in $x(t)$, the proof will be completed.
We will need the following hypotheses:
(H1) for $K \in R^{+}$the inequality holds:

$$
\left\|\phi\left(t, s, x_{2}\right)-\phi\left(t, s, x_{1}\right)\right\| \leq K\left\|x_{2}-x_{1}\right\|, \quad \text { for all } t, s \in[0,1], x_{1}, x_{2} \in X
$$

(H2) $\|\phi(t, s, x)\| \leq L \quad$ for all $t, s, x \in[0,1] \times[0,1] \times X, \quad \mathrm{~L} \in R^{+}$Further
$\|g(t)\| \leq \xi,\|\psi(t, s)\| \leq \delta e^{-\lambda(t-s)} \quad$ for all $\xi, \delta, \lambda \in R^{+}$

## 3. Main Result

Proves of theorems of existence and uniqueness solution for equation (1) will be given in this section.

Theorem 3.1: Suppose that $\phi:[0,1] \times[0,1] \times \mathrm{X} \rightarrow \mathrm{X}$ is continuous and fulfilled H 1and H 2 , if:
$\frac{a \delta K \gamma^{\alpha}}{\lambda(1-a) \Gamma(\alpha+1)}<1$
Then equation (1) has at least one solution.
Proof: Let $\varphi_{r}=\{x \in C:\|x\| \leq r\}$ where:

$$
\frac{a \gamma^{\alpha}(\lambda \xi+\delta L)}{\lambda(1-a) \Gamma(\alpha+1)}+\frac{\lambda \xi+\delta L}{\lambda \Gamma(\alpha+1)}+\frac{a \omega \gamma+b}{1-a}+\omega \leq r
$$

define tow mapping F, G on $\varphi_{r}$ s.t.

$$
\begin{gathered}
(F x)(t)=\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s \\
(G x)(t)=\frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s+\frac{a \omega \gamma+b}{1-a}+\omega t
\end{gathered}
$$

For $x, y \in \varphi_{r}$, by (H2) we obtain:
$\|(F x)(t)+(G x)(t)\| \leq$
$\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\|g(s)\| d s+\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\left(\int_{-\infty}^{t}\|\psi(t, s)\|\|\phi(t, s, x(s))\| d s\right) d s+$
$\left|\frac{a}{1-a}\right| \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)}\|g(s)\| d s+\frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)}\left(\int_{-\infty}^{t}\|\psi(t, s)\|\|\phi(t, s, x(s))\| d s\right) d s+$
$\left|\frac{a \omega \gamma+b}{1-a}\right|+|\omega t|$
$\leq \frac{\xi}{\Gamma(\alpha+1)}+\frac{\delta}{\lambda} \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} L d s+\frac{a \xi \gamma^{\alpha}}{(1-a) \Gamma(\alpha+1)}+\frac{a \delta}{\lambda(1-a)} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)} L d s+\frac{a \omega \gamma+b}{1-a}+\omega t$
$\leq \frac{\xi}{\Gamma(\alpha+1)}+\frac{\delta L}{\lambda \Gamma(\alpha+1)}+\frac{a \xi \gamma^{\alpha}}{(1-a) \Gamma(\alpha+1)}+\frac{a \delta L \gamma^{\alpha}}{\lambda(1-a) \Gamma(\alpha+1)}+\frac{a \omega \gamma+b}{1-a}+\omega$
$\leq \frac{a \gamma^{\alpha}(\lambda \xi+\delta L)}{\lambda(1-a) \Gamma(\alpha+1)}+\frac{\lambda \xi+\delta L}{\lambda \Gamma(\alpha+1)}+\frac{a \omega \gamma+b}{1-a}+\omega \leq r$
Which means $F x+G x \in \varphi_{r}$.

Since F is continuous because $\phi$ is continuous, we have to prove that $F$ is compact. $(F x)(\mathrm{t})$ is uniformly bounded on $\varphi_{r}$, as:

$$
\|(F x)(t)\| \leq \frac{\lambda \xi+\delta L}{\lambda \Gamma(\alpha+1)}
$$

Since $\phi$ is bounded on $[0,1] \times[0,1] \times \varphi_{r}$ let:

$$
\phi_{\max }=\underbrace{\sup }_{s, t, x(t) \in[0,1] \times[0,1] \times \varphi_{r}}\|\phi(t, s, x(t))\|
$$

Then for $t_{1}, t_{2} \in[0,1]$ we get
$\left\|(F x)\left(t_{2}\right)-(F x)\left(t_{1}\right)\right\| \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left\|\left(\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}\right) f(s) d s\right\|+$
$\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left\|\left(t_{2}-s\right)^{\alpha-1} f(s) d s\right\|$

$$
\leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}} \|\left(\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}\right)(g(s)+
$$

$\left.\int_{-\infty}^{t} \psi(t, s) \phi(t, s, x(s)) d s\right)\left\|d s+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\right\|\left(t_{2}-s\right)^{\alpha-1}(g(s)+$
$\left.\int_{-\infty}^{t} \psi(t, s) \phi(t, s, x(s)) d s\right) \| d s$

$$
\begin{gathered}
\leq \frac{\xi\left|\left(t_{2}-t_{1}\right)^{\alpha}-t_{2}^{\alpha}\right|}{\Gamma(\alpha+1)}+\frac{\delta \phi_{\max }\left|\left(t_{2}-t_{1}\right)^{\alpha}-t_{2}^{\alpha}\right|}{\lambda \Gamma(\alpha+1)}+\frac{\xi t_{1}^{\alpha}}{\Gamma(\alpha+1)}+\frac{\delta \phi_{\max } t_{1}^{\alpha}}{\lambda \Gamma(\alpha+1)} \\
-\frac{\xi\left|\left(t_{2}-t_{1}\right)^{\alpha}\right|}{\Gamma(\alpha+1)}-\frac{\delta \phi_{\max }\left|\left(t_{2}-t_{1}\right)^{\alpha}\right|}{\lambda \Gamma(\alpha+1)} \\
\leq\left(\frac{\xi}{\Gamma(\alpha+1)}+\frac{\delta \phi_{\max }}{\lambda \Gamma(\alpha+1)}\right)\left|t_{1}^{\alpha}-t_{2}^{\alpha}\right|
\end{gathered}
$$

Which is independent of $x$ there for $(F x)(t)$ is relatively compact on $\varphi_{r}$, by ArzelaAscoli's theorem $(F x)(t)$ is compact in $\varphi_{r}$.
For $x, y \in \varphi_{r}$ and $t \in[0,1]$, by H1 we have:
$\|(G x)(t)-(G y)(t)\| \leq \frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)}\left(\int_{-\infty}^{t}\|\psi(t, s)\|\|\phi(t, s, x(s))\| d s\right) d s-$ $\frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)}\left(\int_{-\infty}^{t}\|\psi(t, s)\|\|\phi(t, s, y(s))\| d s\right) d s$

$$
\begin{align*}
& \leq \frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)}\left(\int_{-\infty}^{t} \delta e^{-\lambda(t-s)}\|\phi(t, s, x(s))-\phi(t, s, y(s))\| d s\right) d s \\
& \leq \frac{a \delta}{\lambda(1-a)} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1} K}{\Gamma(\alpha)}\|x-y\| d s \\
& \leq \frac{a \delta K \gamma^{\alpha}}{\lambda(1-a) \Gamma(\alpha+1)}\|x-y\| \tag{4}
\end{align*}
$$

It follows from (4) that $(G x)(t)$ is contraction mapping, this completes the prove.
Theorem 3.2: Suppose that $\phi:[0,1] \times[0,1] \times \mathrm{X} \rightarrow \mathrm{X}$ is continuous and fulfilled (H1). If:
$\Omega=\frac{\delta K+a \delta K\left(\gamma^{\alpha}-1\right)}{\lambda(1-a) \Gamma(\alpha+1)}<1$
Then equation (1) has a unique solution.
Proof: Let $\Phi: C \rightarrow C$ is defined as:
$(\Phi x)(t)=\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s+\frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s+\frac{a \omega \gamma+b}{1-a}+\omega t, \quad t \in[0,1]$
let $\sup _{t \in[0,1]}|\phi(t, s, 0)|=M$ and choose:
$r \geq \frac{\lambda \xi+\delta M}{(1-\Omega) \lambda \Gamma(\alpha+1)}+\frac{a \gamma^{\alpha}(\lambda \xi+\delta M)}{(1-\Omega) \lambda a \Gamma(\alpha+1)}+\frac{a \omega \gamma+b}{(1-\Omega)(1-a)}+\frac{\omega t}{(1-\Omega)}$
It is claimed that $\Phi \varphi_{r} \subset \varphi_{r}$ where:

$$
\varphi_{r}=\{x \in C:\|x\| \leq r\}
$$

In fact, for $x \in \varphi_{r}$, by (4), (5) and H1 we obtain:
$\|(\Phi x)(t)\| \leq \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\|g(s)\| d s$
$+\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\left(\int_{-\infty}^{t}\|\psi(t, s)\|\|\phi(t, s, x(s))\| d s\right) d s+\frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)}\|g(s)\| d s+$
$\frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)}\left(\int_{-\infty}^{t}\|\psi(t, s)\|\|\phi(t, s, x(s))\| d s\right) d s+\left|\frac{a \omega \gamma+b}{1-a}\right|+|\omega t|$
$\leq \frac{\xi}{\Gamma(\alpha+1)}+\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} \int_{-\infty}^{t} \delta e^{-\lambda(t-s)}(\|\phi(t, s, x(s))-\phi(t, s, 0)\|+$
$\|\phi(t, s, 0)\|) d s d s+\frac{a \xi \gamma^{\alpha}}{(1-a) \Gamma(\alpha+1)}+\frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)}\left(\int_{-\infty}^{t} \delta e^{-\lambda(t-s)} \| \phi(t, s, x(s))-\right.$
$\phi(t, s, 0)\|+\| \phi(t, s, 0) \| d s) d s+\frac{a \omega \gamma+b}{1-a}+\omega t$
$\leq \frac{\xi}{\Gamma(\alpha+1)}+\frac{r \delta K}{\lambda \Gamma(\alpha+1)}+\frac{\delta M}{\lambda \Gamma(\alpha+1)}+\frac{a \xi \gamma^{\alpha}}{(1-a) \Gamma(\alpha+1)}+\frac{r a \delta K \gamma^{\alpha}}{\lambda(1-a) \Gamma(\alpha+1)}+\frac{a \delta M \gamma^{\alpha}}{\lambda(1-a) \Gamma(\alpha+1)}+\frac{a \omega \gamma+b}{1-a}+\omega t$
$\leq r\left(\frac{\delta K+a \delta K\left(\gamma^{\alpha}-1\right)}{\lambda(1-a) \Gamma(\alpha+1)}\right)+\frac{\lambda \xi+\delta M}{\lambda \Gamma(\alpha+1)}+\frac{a \gamma^{\alpha}(\lambda \xi+\delta M)}{\lambda(1-a) \Gamma(\alpha+1)}+\frac{a \omega \gamma+b}{1-a}+\omega t$

$$
\leq r \Omega+(1-\Omega) r=r
$$

Now we have to prove that the function $\Phi$ is contraction. For $x, y \in C$ and $t \in[0,1]$, by (5) and H1 we have:
$\|(\Phi x)(t)-(\Phi y)(t)\|$

$$
\begin{aligned}
& \leq \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\left(\int_{-\infty}^{t}\|\psi(t, s)\|\|\phi(t, s, x(s))-\phi(t, s, y(s))\| d s\right) d s+ \\
& \frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)}\left(\int_{-\infty}^{t}\|\psi(t, s)\|\|\phi(t, s, x(s))-\phi(t, s, y(s))\| d s\right) d s \\
& \leq \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} K\|x-y\|\left(\int_{-\infty}^{t} \delta e^{-\lambda(t-s)} d s\right. \\
& +\frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)} K\|x-y\|\left(\int_{-\infty}^{t} \delta e^{-\lambda(t-s)} d s\right) d s \\
& \quad \leq \frac{\delta K\|x-y\|}{\lambda \Gamma(\alpha+1)}+\frac{a \delta \gamma^{\alpha} K\|x-y\|}{\lambda(1-a) \Gamma(\alpha+1)} \\
& \leq \frac{\delta K+a \delta K\left(\gamma^{\alpha}-1\right)}{\lambda(1-a) \Gamma(\alpha+1)}\|x-y\| \leq \Omega\|x-y\|
\end{aligned}
$$

$\Omega<1$ ensure that $(\Phi x)(t)$ is contractive. Therefor the conclusion of the theorem follows from the contraction mapping principle.

Theorem 3.3: Let $\phi:[0, T] \times[0, T] \times R \rightarrow R$, and let $k \in R$ such that $0 \leq k<\frac{1}{\Omega}$, where

$$
\Omega=\frac{t^{\alpha}}{\Gamma(\alpha+1)}+\frac{a \gamma^{\alpha}}{(1-a) \Gamma(\alpha+1)}
$$

and $\mathrm{M}>0$ such that $|\phi(t, s, x(t))| \leq k|x|+M$ for all $t \in[0, T], x \in R$ then problem (1) has at least one solution.
Proof: Define an operator $\Psi: \Lambda \rightarrow \Lambda$ as:

$$
\Psi(t)=\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s+\frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s+\frac{a \omega \gamma+b}{1-a}+\omega t
$$

Where $\Lambda=C([0,1], R)$ denote to the Bansch space of all continuous functions from $[0,1] \rightarrow R$ endowed with the norm defined by $\|x\|=\sup \{|x(t)|, t \in[0,1]\}$. Let us define a fixed-point problem by:
$x=\Psi x$
Now we need to prove the existence of at least one solution $x \in\{0, T]$ satisfying (7). Define a ball $\mathcal{B}_{r} \subset C[0, T]$ with $r>0$ as:

$$
\mathcal{B}_{r}=\left\{x \in C[0, T]: \max _{t \in[0, T]}|x(t)|<r\right\}
$$

Where $r$ well be given later, then it's enough to show that $\overline{\mathcal{B}_{r}} \rightarrow C[0, T]$ satisfies:
$x \neq \sigma \Psi x, \forall x \in \partial \mathcal{B}_{r}$ and $\forall \sigma \in[0, T]$
Let us define $H(\sigma, x)=\sigma \Psi x, x \in C(\mathbb{R}), \sigma \in[0, T]$ Then by Arzesla'-Ascoli theorem $h_{\sigma}(x)=x-H(\sigma, x)=x-\sigma \Psi x$ is completely continuous if (8) is true then the following

Leray-Schauder degree are well define and by the homotopy invariance of topological degree it follows that:

$$
\operatorname{deg}\left(h_{\sigma}, \mathcal{B}_{r}, 0\right)=\operatorname{deg}\left(I-\sigma \Psi x, \mathcal{B}_{r}, 0\right)=\operatorname{deg}\left(h_{1}, \mathcal{B}_{r}, 0\right)=\operatorname{deg}\left(h_{0}, \mathcal{B}_{r}, 0\right)=
$$

$\operatorname{deg}\left(I, \mathcal{B}_{r}, 0\right)=1 \neq 0,0 \in \mathcal{B}_{r}$. Where I denote the unit operator, by non-zero property of the Leray-Schauder degree $h_{1}(x)=x-\sigma \Psi x=0$ for at least one $x \in \mathcal{B}_{r}$ in order to prove (8) we assume that $x=\sigma \Psi x$ for some $\sigma \in[0, T]$ and for all $t \in[0, T]$ such that:

$$
\begin{aligned}
&|x(t)|=|\sigma \Psi x|=\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\left(|g(t)|+\int_{-\infty}^{t}|\psi(t, s)||\phi(t, s, x(s))| d s\right) d s \\
&+\frac{a}{1-a} \int_{0}^{\gamma} \frac{(\gamma-s)^{\alpha-1}}{\Gamma(\alpha)}\left(|g(t)|+\int_{-\infty}^{t}|\psi(t, s)||\phi(t, s, x(s))| d s\right) d s \\
&+\left|\frac{a \omega \gamma+b}{1-a}\right|+|\omega t| \\
& \leq\left(\xi+\frac{\delta(k|x|+M}{\lambda}\right)\left(\frac{t^{\alpha}}{\Gamma(\alpha+1)}+\frac{a \gamma^{\alpha}}{(1-a) \Gamma(\alpha+1)}\right)+M_{1} \\
& \leq\left(\xi+\frac{\delta(k|x|+M}{\lambda}\right) \Omega+M_{1}
\end{aligned}
$$

Which on taking norm $\left(\sup _{t \in[0, T]}|x|=\|x\|\right)$ and solving for $\|x\|$ yields:

$$
\|x\|=\frac{\xi \Omega(\mathrm{M} \sigma+1)+M_{1}}{\sigma(\sigma-\Omega \delta k)}
$$

Where $M_{1}=\left|\frac{a \omega \gamma+b}{1-a}\right|+|\omega t|$, letting

$$
r=\frac{\xi \Omega(\mathrm{M} \sigma+1)+M_{1}}{\sigma(\sigma-\Omega \delta k)}+1
$$

(8) hold, this completes the proof.

Example: Consider the following fractional integrodifferential equation

$$
\begin{align*}
& D^{3 / 2} x(t)=\sin (t)+\int_{-\infty}^{t}(2 t+s)(t+x(s)) d s \\
& x(0)=0.5 x(1.25)+3, \quad \dot{x}(0)=1.5 \tag{9}
\end{align*}
$$

Comparing (9) and (1), we see that $\alpha=3 / 2, g(t)=\sin (t), \psi(t, s)=2 t+$ $s, \phi(t, s, x(t))=t+x(s), \gamma=1.25, a=0.5, b=3, \omega=1.5$. If we choose $\xi=1$, $\delta=1, \lambda=5, K=2$, then H 1 holds, and

$$
\frac{\delta K+a \delta K\left(\gamma^{\alpha}-1\right)}{\lambda(1-a) \Gamma(\alpha+1)}=\frac{(1)(2)+(0.5)(1)(2)\left(1.25^{3 / 2}-1\right)}{(5)(1-0.5)(1.3293)}<1
$$

That is, (5) holds. Thus, by theorem 3.2, equation (9) has a unique solution.

## 4. Conclusion

Based on the results and discussion, it can be concluded that the idea of Krasnoselskii fixed point theorem was very effective to proof the existence solution for the proposed equation. Also, under some suitable hypotheses and conditions we were able to complete the proof of existence solution for the equation proposed in this paper smoothly. The present work can be extended to the nonlocal and non-separable fractional boundary value problem.
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