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Abstract
Optical tweezer arrays are useful tools for manipulating single atoms and
molecules. An exciting avenue for research with optical tweezers is using the
interactions between polar molecules for quantum computation or quantum
simulation.
Molecules can be assembled in an optical tweezer array starting from pairs
of atoms. The atoms must be initialised in the relative motional ground
state of a common trap. This work outlines the design of a Raman sideband
cooling protocol which is implemented to prepare an 87-Rubidium atom in
the motional ground state of an 817 nm tweezer, and a 133-Caesium atom
in the motional ground state of a 938 nm tweezer. The protocol circumvents
strong heating and dephasing associated with the trap by operating at lower
trap depths and cooling from outside the Lamb-Dicke regime. By analysing
several sources of heating, we design and implement a merging sequence that
transfers the Rb atom and the Cs atom to a common trap with minimal
motional excitation. Subsequently, we perform a detailed characterisation of
AC Stark shifts caused by the tweezer light, and identify several situations in
which the confinement of the atom pair influences their interactions. Then,
we demonstrate the preparation of a molecular bound state after an adiabatic
ramp across a magnetic Feshbach resonance. Measurements of molecular
loss rates provide evidence that the atoms are in fact associated during the
merging sequence, before the magnetic field ramp.
By preparing a weakly-bound molecule in an optical tweezer, we carry out
important steps towards assembling an array of ultracold RbCs molecules in
their rovibrational ground states.
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Chapter 1

Introduction

1.1 Background

Arrays of interacting particles are an attractive system with which to ad-

vance the frontiers of quantum science. The appeal originates from a variety

of factors. Spatial separation of the particles provides a means of suppressing

collisional loss. Rearrangement techniques permit deterministic preparation

of the initial arrangement [1–6]. The interactions between the particles can

be used for gate operations [7, 8], investigating the phase transitions between

novel phases of matter [9–11], and creating entangled states [12–15]. Further-

more, increasingly complex operations are possible as the system size is scaled

up, with the limitation of scalability usually being of technical nature [16].

The applications of arrays of interacting particles are as varied as the possi-

ble implementations. Quantum simulation of complex systems [17] is possible

using trapped ions [18–20], Rydberg atoms [21, 22], polar molecules [23–26],

or magnetic atoms [27, 28]. Alternatively, an array of alkaline-earth atoms

has suitable characteristics for precise clock measurements [29–31]. Another

area of interest is quantum computation, which promises solutions to compli-

cated problems using algorithms that are intractable on classical computers

[32, 33]. Experimental realisations of quantum computers include systems of

trapped ions [34, 35], and Rydberg atoms [36, 37]. Using atoms as qubits

takes advantage of the fact that they are identical particles, which is not the

case for superconducting processors or quantum dots [38–41]. An alternative

1
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platform uses photons as information carriers, and significant advances have

been made to overcome the challenges of creating low loss interfaces and

high efficiency detectors [42, 43]. Alongside the progress in these fields, there

are proposals to leverage the long-range interactions between heteronuclear

molecules [44–48]. Such ambitious proposals become increasingly feasible

thanks to technological advances in laser technology and demonstrations of

single-particle control [49–52]. In this work we demonstrate steps towards

assembling an array of ultracold molecules with prospects for applications in

quantum computation and quantum simulation.

1.2 Array Generation

There are several ways to generate an array of traps. Quantum gas mi-

croscopes use interfering laser beams propagating in different directions to

generate an optical lattice that can trap large samples of atoms. Alterna-

tively, one can generate an array of optical tweezers by focusing a laser beam

down to micron-sized spots. These two methods for array generation have

different advantages and weaknesses.

1.2.1 Optical Lattice

A quantum gas microscope combines the manipulation of large samples of

atoms (or molecules) and imaging with single-site resolution [53]. Interfering

laser beams produce an optical lattice that can trap particles in typically hun-

dreds or thousands of sites with subwavelength separation [54–56]. Single-site

imaging is achieved using super-resolution microscopy [57–60].

The pattern of the array, including the lattice spacing, is determined by the

geometry of the laser beams. Appropriate laser alignment can realise non-

cubic patterns including triangular [61] or honeycomb lattices [62]. Systems

in these geometries are expected to exhibit transitions between exotic quan-

tum phases. Furthermore, an appropriate choice of polarisation for the laser

beams creates state-dependent lattices - another handle for controlling the

system.
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Optical lattices isolate groups of particles, and are capable of isolating single

particles. The average occupation probability of a lattice site becomes near

unity after a phase transition to the Mott insulator state [63], and deep in

the Mott insulator regime there is a region where the density is constrained

to one particle per site. One issue is that even if one achieves a high average

filling fraction of lattice sites, the location of residual unoccupied sites is

random. A solution is imaging and sorting the positions of particles into a

sublattice, for example by shifting atoms with a state-dependent lattice [64].

Such schemes for deterministic preparation of an ordered array require the

capability to address single particles, which is possible using optical tweezers.

1.2.2 Optical Tweezers

Optical tweezers are individual microtraps formed by focusing light and at-

tracting microscopic particles to a region of peak intensity [65]. The optical

tweezer is a convenient tool for imaging and addressing single particles. The

tweezer traps a single particle, which is useful for circumventing issues with

lossy collisions [66–71]. Light-assisted collisions during the loading of the

tweezer selectively remove multiple atoms in pairs, leaving either one or zero

atoms remaining [72]. Using red-detuned incident light, the probability of

observing an atom in the trap is ∼ 0.5, however grey-molasses techniques

can enhance the loading probability to > 0.9 [73–77].

Optical tweezer arrays have become an established tool for trapping neutral

atoms [21, 22, 74, 78–82]. As a platform, tweezer arrays have a range of

desirable characteristics for experiments in quantum simulation and quantum

compuation [83, 84]. Aside from limiting the trap occupancy to less than two

atoms, tweezers also offer dynamic control over trap positions, which is useful

for reducing entropy by rearranging traps into an ordered array [3–6, 85], or

merging traps [50, 86, 87]. Another benefit is in the flexibility of the control;

traps can be arranged in arbitrary geometries [81, 88].

Several methods allow generation of an optical tweezer array. A digital micro-

mirror device (DMD) manipulates an array of micro-mechanical mirrors that

can holographically generate an arbitrary array of traps [6]. However, the

DMD is not suitable for dynamic movement of the traps due to a technical
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issue that would heat the atom during transport. A liquid crystal spatial light

modulator (SLM) works by a similar principle, but the mirrors are replaced

with electrodes that modify the refractive index of a liquid crystal [78, 81,

89–91]. Again, the SLM is not suitable for dynamic movement of the traps,

but this time because the refresh rate is too slow. Another alternative is using

an acousto-optic deflector (AOD) [4, 92], or two crossed AODs to generate a

2-dimensional array [3]. Driving the AOD with a multi-tone radio-frequency

(RF) signal deflects the incident laser beam down multiple paths, and an

optical relay system redirects the light to create an array of traps. The AOD

is particularly suitable for dynamic steering of traps [86, 93]. However, it can

be challenging to produce large arrays due to the intermodulation of multiple

tones and limited diffraction efficiency. A popular compromise is to create

a static array with an SLM, and use an AOD to steer a “shuttle” trap that

moves atoms between sites of the static array [21, 88].

While most experiments use a single species of atom, dual-species exper-

iments open new avenues for research. The species can be distinguished

by their different transition frequencies [94]. Then species-selective imaging

could be used to perform quantum non-demolition measurements with low

cross-talk [95] as part of a quantum error correction scheme [96]. Further-

more, species-selective traps using tweezers with different wavelengths [87,

97, 98] provide a route towards association into a molecular state [99].

1.3 Ultracold Molecules

Polar molecules offer additional advantages over neutral atoms that can be

leveraged for research in quantum science [100, 101]. Research proposals

exploit the rich internal structure of rotational, vibrational, and electronic

energy levels of a molecule, the strong coupling to electric fields, and the

long-range dipole-dipole interactions (DDI) between heteronuclear molecules.

These features make arrays of ultracold molecules an enticing platform for

quantum simulation [23–26], quantum computation [15, 44–48, 102], and

precision measurements of fundamental physics [103].

As an aside, Rydberg atoms present an alternative system where long-range



Chapter 1. Introduction 5

DDI and strong coupling to external fields can be used for quantum tech-

nologies [104, 105]. Arrays of Rydberg atoms are already being used as

quantum simulators of spin models [21, 22, 92]. However, applications are

often limited by the relatively short lifetime of order 100µs [37]. Circular

Rydberg states might provide a route towards extending the lifetime, and

have valuable prospects for future research [106–108].

As for molecules, applications in quantum information processing benefit

from the ability to choose from a large number of quantum states. Propos-

als of using molecules for quantum computation require storage qubits with

long coherence times, single-qubit rotations, and gate operations carried out

by spin-exchange interactions [45, 48]. Appropriate states have been identi-

fied by research on molecules in bulk gases. Robust storage qubits can be

constructed from particular hyperfine states [109, 110] or coherent superpo-

sitions of hyperfine states [111–113] or rotational states [114]. Single-qubit

rotations have been demonstrated using coherent transfer between rotational

states mediated by a microwave field [115, 116]. The spin-exchange interac-

tion has been observed for molecules in optical lattices [117, 118], and an

optical tweezer array [119].

Combining the rich internal structure with long-range interactions make

molecules an ideal system for applications in quantum information process-

ing [120]. The use of magic-polarisation traps [111–113, 121] and magic-

wavelength traps [122, 123] extends rotational coherence times between mul-

tiple states. Exploiting these features, molecules could be used to encode

qudits [102] or synthetic dimensions [124].

In practice, there are two routes towards preparing a system of ultra-

cold molecules. The first takes the direct approach of cooling and trap-

ping molecules from an appropriate source. The second starts by using

well-established techniques to cool atoms which are then associated into a

molecule. Each route has its own advantages and challenges.

1.3.1 The Direct Approach

The difficulty in directly cooling a molecule is that the complexity of the

internal energy level structure impedes the search for a closed cooling cycle
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[125], an essential element of laser cooling. Sources of cold molecules are

available using buffer-gas cooling, Stark decelerators or Zeeman decelerators

[100]. However, the cooling is insufficient for loading an optical trap.

Certain species of molecules have been directly cooled by taking advantage

of diagonal Franck-Condon factors which limit the number of decay channels

[126–129]. Advances in cooling techniques led to the trapping of molecules

in optical tweezers [52] and observation of spin-exchange interactions [119].

However, the removal of thermal dephasing by cooling to the motional ground

state remains an ongoing challenge due to the complexity of the internal

structure [130].

1.3.2 The Indirect Approach

A desirable alternative method for preparing ultracold diatomic molecules

is to assemble them from pairs of alkali atoms. This method capitalises on

well-established cooling and imaging techniques developed for neutral atoms.

Experiments using bulk mixtures have refined the process of cooling atoms

and subsequently associating them into a weakly-bound state using a mag-

netic Feshbach resonance [131–134]. The weakly-bound molecule can then

be transferred into the rovibrational ground state by stimulated Raman adi-

abatic passage (STIRAP) [135–144]. This efficient two-stage process over-

comes the vanishing wavefunction overlap between the atom-pair state and

the rovibrational ground state molecule by using the weakly-bound state

as an intermediary. Since its demonstration in bulk mixtures, the indirect

method has been used to prepare rovibrational ground state molecules in an

array of optical tweezers [145].

Efficient association first requires cooling to high phase space density, or in

the case of an atom pair in an optical tweezer, to the relative motional ground

state of a harmonic trapping potential [146]. Motional ground-state cooling is

achievable through sideband cooling, a technique first demonstrated on ions

[147, 148]. Raman sideband cooling has since been used for efficient motional

ground state preparation of neutral atoms in optical tweezers [149–154].

Two atoms prepared in the motional ground state of separate tweezers can be

merged into a common trap and associated into a bound state. The molecule
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inherits the initial motional state of the atom pair [99, 155]. Multiple tech-

niques for association exist, including RF association [155], photoassociation

[156], or magnetoassociation [99]. For the popular method of magnetoasso-

ciation, an applied magnetic field is swept across an interspecies Feshbach

resonance so that the atoms adiabatically follow an avoided crossing into a

molecular state [133]. With an appropriate choice of ramp speed, an atom

pair in the relative motional ground state of the trap can be associated into

a bound state with a conversion efficiency near unity.

The next stage is transferring the molecule to the rovibrational ground state.

Several methods might accomplish coherent transfer, but in our case STIRAP

is anticipated to be the most efficient. The process of STIRAP involves

controlling the time-dependent coupling of a probe beam and a Stokes beam

that are incident on the molecule. The molecule remains in a dark state that

is coherently transformed from the initial weakly-bound state to the final

rovibrational ground state as the powers of the beams are changed. The

process of cooling atoms, forming a molecule by magnetoassociation, and

coherently transferring the molecule to its rovibrational ground state has

been used to prepare a NaCs molecule in an optical tweezer [157] and has

been extended to prepare an array of molecules [145].

There is incentive to apply these techniques to prepare different bialkali

molecules; the 87Rb133Cs molecule in particular benefits from a history of

theoretical and experimental research. Measurements of interspecies Fesh-

bach resonances and molecular spectroscopy determined an efficient method

for association and transfer into the rovibrational ground state [141, 158].

Furthermore, for RbCs there has been detailed characterisation of the ro-

tational and hyperfine structure [159–161] and AC Stark shifts [116, 160].

Research has also identified where a magic-wavelength trap can eliminate

differential AC Stark shifts between multiple rotational states by taking ad-

vantage of the molecular structure of the X1Σ+ → b3Π transition in RbCs

[123]. This is an important finding given that AC Stark shifts are a major

source of decoherence for transitions between rotational states. Overall, there

are exciting prospects for research using RbCs molecules. Our experiment

intends to implement the indirect method to assemble an optical tweezer

array of RbCs molecules in their rovibrational ground states.
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Figure 1.1: An overview of the stages required to assemble a molecule in

its rovibrational ground state. The process will be expanded to assemble an

array of RbCs molecules in parallel.

1.4 Route to Ultracold Molecules

Following the indirect approach, we design an experiment that prepares a

molecule in the rovibrational ground state starting with single atoms. The

required steps are outlined in Figure 1.1. Using optical tweezer arrays, the

process can be expanded to assemble an array of molecules in parallel. It is

worth providing additional context for each of the required steps.

Firstly, we start by loading a Rb atom and a Cs atom into separate optical

tweezer traps. Throughout this work, a sequential scheme first loads a Rb

atom, then repeats the process to load a Cs atom. Starting with a magneto-

optical trap (MOT), we cool a cloud of atoms localised around the tweezer

trap. From the cloud, a single atom becomes trapped in each tweezer.

Secondly, the two atoms must be prepared in particular quantum states. The

atoms are cooled to the motional ground state of their respective traps using

Raman sideband cooling (RSC). Subsequent microwave (MW) transitions or

two-photon Raman transitions transfer to the spin state from which associ-

ation is possible using techniques established in bulk mixtures of Rb and Cs

[162, 163].

Thirdly, the two atoms must be transferred to a common trap. The merg-

ing process needs to conserve the quantum state. Therefore, we perform a

thorough investigation to determine a trajectory that overlaps the traps with
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minimal motional excitation of the atoms.

Fourthly, a magnetoassociation ramp across a Feshbach resonance transfers

the atom pair into a weakly-bound state. Subsequently, STIRAP transfers

the molecule to the rovibrational ground state. The STIRAP, association,

and merging stages will be reversed to detect surviving atoms as evidence of

coherent transfer. Expanding the process to create an array of molecules will

allow investigations into dipole-dipole interactions between molecules.

1.5 Thesis Outline

Following the structure of the sequence that prepares a molecule, the rest of

this thesis outlines progress made towards the creation of a molecule in its

rovibrational ground state.

• Chapter 2 describes the experimental apparatus, including laser sys-

tems, magnetic coils, and software control. Particular focus is given to

developments upon the work described in Ref. [164].

• Chapter 3 explains our methods for loading atoms and preparing a

particular spin state. We characterise the initial cooling with a tem-

perature measurement and provide a thorough characterisation of the

state preparation fidelity.

• Chapter 4 describes the theory used to design a pulse sequence for

RSC. The result is a robust cooling protocol with a high probability of

preparing an atom in the motional ground state. To accomplish this,

we use numerical simulations of the master equation and investigate

cooling the motional state distribution from high-lying motional levels.

• Chapter 5 applies the RSC pulse sequence to a Rb atom and a Cs atom

in separate tweezers. After confirming high-fidelity motional ground

state preparation, we quantify the effects of several sources of deco-

herence. After balancing the intensities of four tweezers, we apply the

RSC protocol to a 1D array of Rb atoms, demonstrating the capability

for scaling up the procedure. Finally, we determine a trajectory that



Chapter 1. Introduction 10

merges the tweezers with minimal motional excitation and prepares an

atom pair in the relative motional ground state of a common trap.

• Chapter 6 is about the interactions between an atom pair near to a

Feshbach resonance. The theory of Feshbach resonances is introduced,

and we take account of the influence of the trapping potential on the

energy eigenstates of the atom pair. We present measurements of AC

Stark shifts when the tweezer light has a frequency near to a molecular

transition. Then, we demonstrate association into a molecular bound

state and characterise the lifetime of the bound state, which is limited

by photoexcitation driven by tweezer light.

• Chapter 7 provides an outlook towards immediate and long-term goals

for the experiment. We introduce the laser system required to perform

STIRAP and present measurements of single-photon spectroscopy of an

excited molecular state in the spin-orbit coupled A1Σ+−b3Π potential.

These measurements provide insight into the binding energy of the

molecule. Finally, we discuss the prospects for experiments starting

with an array of RbCs molecules in the rovibrational ground state.

1.6 Contributions of the Author

The optical tweezers experiment at Durham is founded upon the contribu-

tions of many talented researchers, under the guidance of Professor Simon

Cornish. Myself, Vincent Brooks, and Daniel Ruttley are the PhD students

who have worked on this project. Several postdoctoral researchers have con-

tributed, including Ana Raconjak, Alex Guttridge, Philip Gregory, Lewis

McCard, Alex Alampounti, and Rahul Sawant. Students on master’s and

summer projects have contributed, including Wendy Tomboza, Jie (Ben)

Zhang, Ce Li, and Albert Tao.

When I arrived, Ana, Vincent, Phil, and Lewis had assembled the vacuum

system, magnetic coils, and the laser system for MOT beams, and recently

observed the first MOT of Cs atoms. Later, the servos for the bias and jump

coils were set up and characterised by Alex and Dan. The laser system and

locking for the MOT and OP beams was designed by Ana and Vincent, who
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also set up the optics. I picked up initial designs for the Raman beams from

Ana and Vincent, and fleshed out a plan of the required hardware for imple-

menting RSC. I led the setup of the optics for the Raman beams, with help

from Vincent and Alex. Ana and Vincent built the initial optical setup for the

tweezers. Alex and I designed and implemented the changes to the dichroic

mirror mounts. I performed the characterisation measurements of the two-

axis AOD, and Alex aided me with its installation. I wrote PyDex, the

master experimental control script, incorporating the SLM and microwave

generator scripts written by Dan. Lewis developed the DDS rack and wrote

the code which was incorporated into our software control. Alex A wrote the

basis of the AWG code which was later upgraded by Vincent, myself, and

Dan. The method for rearrangement was designed by Vincent. I performed

the experiments overlapping the tweezer positions, with help from Alex and

Dan for the axial alignment. Alex, Dan, Vincent and I characterised the

tweezer trap beam waists and performed temperature measurements. Alex

and I characterised the OP and transfer between spin states. I created the

simulations of RSC, based on the idea that Rahul started. I designed the

pulse sequence under the guidance of Alex and Simon. I performed the exper-

iments testing the performance of the RSC protocol and choosing a merging

trajectory with the help of Alex and Dan. Alex, Dan, and I carried out the

experiments characterising the Stark shift of the Feshbach resonance and as-

sociation into a bound state. Alex and Dan carried out the experiments of

single-photon spectroscopy of the weakly bound state.

Calculations of the wavefunctions of RbCs bound states were provided by

Jeremy Hutson, alongside guidance on the interpretation of experimental

measurements of weakly-bound molecules.

1.7 List of Publications

The following publications were completed during the course of this work:

• R. V. Brooks et al., “Preparation of one 87Rb and one 133Cs atom in a

single optical tweezer”, New J. Phys. 23, 6 (2021), p. 065002

• R. V. Brooks et al., “Feshbach Spectroscopy of Cs Atom Pairs in Opti-
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cal Tweezers”, arXiv:2204.08877 (2022), url: https://doi.org/

10 . 48550 / arXiv . 2204 . 08877 (accepted in the New J. of Phys.

at the time of writing: https://iopscience.iop.org/article/10.

1088/1367-2630/ac99f6)

• S. Spence, R. V. Brooks, D. K. Ruttley, A. Guttridge, and S. L. Cor-

nish, “Preparation of 87Rb and 133Cs in the motional ground state of a

single optical tweezer”, New J. Phys. 24, 10 (2022), p. 103022

https://doi.org/10.48550/arXiv.2204.08877
https://doi.org/10.48550/arXiv.2204.08877
https://iopscience.iop.org/article/10.1088/1367-2630/ac99f6
https://iopscience.iop.org/article/10.1088/1367-2630/ac99f6


Chapter 2

Experimental Apparatus

Ultracold atom experiments are assembled from a range of parts. This chap-

ter describes the equipment we use to cool individual atoms and assemble

single molecules in optical tweezers. Much of the apparatus has been in-

troduced in previous publications [98, 164–166]. Here, we will provide an

overview of the whole apparatus, and then focus on the most recent upgrades,

which include reducing the clipping of the beams generating the tweezers and

inserting a 2D acousto-optic deflector (AOD) to control the position of the

817 nm tweezer. Finally, we present the computer control software and ad-

ditional modules that were developed alongside the experiment.

2.1 Hardware

2.1.1 Vacuum System

We create a controlled environment for trapping single atoms by isolating

atoms in a vacuum. The key components of the experimental apparatus

are illustrated in Figure 2.1. A vacuum pump maintains a pressure of

< 1 × 10−10 torr inside the system. Alkali metal dispensers running at

a current of ∼ 2 A feed small amounts of Rb and Cs into an anti-reflection-

coated science cell with interior dimensions 20 × 20 × 60 mm3 and a wall

thickness of 3 mm. In-vacuum electrodes will be used to produce large DC

electric fields in the centre of the cell. The coating of the cell transmits light

13
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Figure 2.1: The key components of the main table apparatus. On the left the

magnetic coils and laser beams are hidden for clarity, otherwise the images

show the same components. Lasers focused through the high-NA objective

lens form optical tweezer traps in the science cell. Single atoms are trapped

and manipulated with the magnetic coils, a range of different lasers, and two

MW antennae. We define a right-handed coordinate system with the x-axis

pointing south. The compass coordinates - North/South, East/West, and

Up/Down - are used to name the shim coils.
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at wavelengths between 750 − 1100 nm, allowing lasers to be aligned to a

central region to trap and cool atoms.

2.1.2 Objective Lens and Microwave Antennae

An objective lens with a numerical aperture (NA) of 0.55 sits 2 mm beneath

the cell and is used to form optical tweezer traps at the centre of the cell. The

high-NA lens has an effective focal length of 35.34 mm and a working distance

of 15.5 mm such that the tweezer beams focus down to a waist of ∼ 1µm.

The same objective lens is used to collect atomic fluorescence in order to

image atoms trapped in the tweezers. The objective lens was characterised

in previous work [164] where we calculated a collection efficiency of 5.0(8) %

for photons emitted by a Rb or a Cs atom.

Several appendages enable further control of trapped atoms. Two microwave

(MW) antennae are each positioned 2 mm from the cell. They are designed

to output circularly polarised MW radiation at frequencies around 6.8 GHz

or 9.2 GHz [164], which is the splitting of the ground-state hyperfine energy

levels of Rb or Cs respectively. In practice, the emitted field has a super-

position of left-handed and right-handed circular polarisation in a ratio of

∼ 7 : 1, but by applying a bias field we enforce dipole selection rules and cre-

ate a Zeeman shift such that we can selectively drive transitions to a single

hyperfine sublevel. Additionally, an achromatic lens (Thorlabs AC254-050-

B) with a focal length of 50 mm is mounted above the cell. Its purpose is to

focus beams onto the atoms and to refocus tweezer light exiting the cell for

characterisation of a tweezer array.

2.1.3 Electromagnetic Coils

Magnetic fields are required for trapping clouds of atoms, controlling the

spin state of an atom, and magnetoassociation into a molecular state. We

accomplish these processes using six pairs of electromagnetic coils wired up

around the experiment. The key characteristics are summarised in Table 2.1.

The quadrupole, bias, and jump coils all have a hollow core which has fluid

from a cooling system flowing through it in order to counteract the heating
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Coil name
Calibration

(G A−1)

Typical Field

(G)

Inductance

(µH)
Axis

Quadrupole 0.2991(6) ( cm−1) 8.47 (cm−1) 2 x

N/S shim 1.211(3) 4.78 84 x

E/W shim 0.927(4) < 0.5 533 y

U/D shim 0.939(3) < 1 461 z

Bias 1.3926(7) 180 40 x

Jump 0.2814(7) 20 7 x

Table 2.1: Summary of the main characteristics of the different electromag-

netic coil pairs.

caused by the large electrical powers dissipated in the coils. There are a few

things to note about each of the coils in turn.

Quadrupole and Shim Coils

The quadrupole coils are in an anti-Helmholtz arrangement such that they

produce a uniform magnetic field gradient near the midpoint along the x-

direction. During the magneto-optical trap (MOT) stage, the field gradient

is set to 8.47 G cm−1 so that atoms are confined near the field zero.

The N/S, E/W, and U/D shims are pairs of Hemlholtz coils named according

to the direction of the field that they produce. The shims cancel static stray

fields during the loading, cooling, and imaging stages. The field from the

shim coils shifts the position of the field zero during the MOT stage so that

the MOT can be overlapped with the tweezer traps. The shims are driven

by a bipolar current supply, which allows the field direction to be flipped

by inverting the direction of current through the coils. Each shim coil can

produce a field magnitude of up to ∼ 5 G. The shim coils are not water-cooled

since only small currents are required to produce these fields. We define a

quantisation axis during the optical pumping (OP) and Raman sideband

cooling (RSC) stages by using the N/S shims to apply a 4.78 G field along

the x-direction.
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Bias coils

The bias coils are also named the Feshbach coils since they provide fields of

up to 200 G, close to the relevant inter-species Feshbach resonances used for

magnetoassociation. The field points in the x-direction, the same direction

as the N/S shim coils, and is intended to provide a large, static magnetic field

that is held constant during the association and dissociation of a molecule.

We are therefore more concerned about possible damage to the coils as a

result of heating from using high currents rather than about the ability to

make dynamic changes to the magnetic field.

A home-built servo circuit controls the current in the coils, and we take steps

to ensure that its components do not overheat. The circuit converts a user-

defined setpoint voltage into a stable voltage reference, which controls the

gate voltages of four MOSFETs (IXYS Corp IXFN200N10P) connected in

parallel. A Hall sensor (Honeywell CSNJ481) in series with the coils feeds

back a measure of the current to be stabilised relative to the setpoint voltage.

When setting up the coils, a major consideration is the power dissipated in

the MOSFETs, which are rated for temperatures of up to 150 ◦C. Reach-

ing fields of ∼ 200 G requires drawing currents of up to 150 A. While we

cannot measure the resistance of the MOSFETs directly, we precisely infer

the voltage drop across the MOSFETs by measuring the resistance of the

whole circuit excluding the MOSFETs and using the fact that the current

is uniform throughout the components connected in series. For our power

supply voltage of 5.5 V and with the resistance of the coils and connecting

cables measured as 36.9(2) mΩ, the power dissipated over each MOSFET re-

mains less than 60 W. We determine that this safely limits the temperature

to < 100 ◦C, given that the coils are running at high currents for a maxi-

mum of 150 ms (with a duty cycle of .30 %) and the thermal response of

the MOSFETs is < 0.2 K W−1. Furthermore, the heat sink of the MOSFETs

is connected to the water cooling system to prevent heat building up over

time. With a flow rate of 0.5 L per minute, it provides a cooling rate of

> 700 W, which is greater than the power dissipated in the MOSFETs. A

parallel cooling system passes coolant through the central bore of the coils

to prevent overheating. The total resistance of the bias coils is measured as
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R = 32.5(2) mΩ, meaning that a power of 731(5) W is dissipated for a current

of 150 A. This is comparable to a conservative estimate of the cooling rate

for the coils. Therefore, the temperature in the coils remains stable even for

continuous operation at high currents. Despite having calculated the safe

operational limits, we avoid running the coils continuously at high currents

as a final precaution.

The dynamic response of the coils is limited by the servo control and the

inductance of the coils. The servo circuit has capacitors as part of its PI

control, but the capacitors can be bypassed in order to make fast jumps in

the current. With the capacitors bypassed the field is close to 180 G within

a few milliseconds of turning the coils on. These timescales are acceptable

given that the bias coils are predominately used for constant offset fields.

Jump coils

The standard process for magnetoassociation involves ramping the magnetic

field across a Feshbach resonance. In our experiment, the jump coils provide

dynamic control over the magnetic field strength. The jump coils produce

a field that points in the x-direction and can provide up to ∼ 42 G using

a current of 150 A. This smaller magnetic field is summed with the large,

constant magnetic field from the Bias coil during magnetoassociation. It is

still important to minimise the risk of overheating, but the dynamic response

of the jump coils is the most important concern.

The servo circuit that controls the current is a replica of the one for the bias

coils. To reach currents of up to 150 A, we run the power supply at 3 V. Then

the power dissipated in each of the four MOSFETs is < 40 W, given that we

measure a resistance of 14.060(8) mΩ for the circuit excluding the MOSFETs.

This is well within the safety threshold. Similarly, the total power dissipated

in the coils is less than the cooling rate of its cooling system. The measured

resistance of the jump coils is 8.776(6) mΩ, meaning that a maximum power

of 200 W is dissipated in the coils for a current of 150 A.

The jump coils are intended to provide faster switching times than the bias

coils, so that they can be used for ramping the field during a magnetoasso-

ciation sequence. The switching time is limited to the order of 1 ms by the
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Figure 2.2: The laser frequencies with respect to the atomic transitions that

they address. Six beams are generated from three laser sources (solid, dot-

ted and dashed lines) to address Cs atoms. A duplicate system addresses Rb

atoms. The cool and repump laser beams are used for the MOT, polarisation

gradient cooling, and imaging. The pushout beam is used for state-selective

detection. The optical pumping beams are used to prepare a specific hyper-

fine sub-level. The Raman beams are used for Raman sideband cooling.

inductance of the coils. This timescale is similar to the RC time constant of

the servo circuit with the integrator activated, so there is not a significant

benefit from bypassing the integrator. In practice, we rarely want to ramp

the field so quickly, such that these timescales are not limiting.

2.1.4 Laser System

We use a total of nine lasers to carry out the stages on the route to assembling

a molecule. The laser sources are all kept on an optical table - the laser

table - separate from the main table with the experimental apparatus. We

lock several beams to the same atomic reference by dividing a common laser

source between several paths. Each path has its own acousto-optic modulator

(AOM) to change the frequency and attenuate the light. The different paths

are sometimes recombined before being coupled into polarisation-maintaining

optical fibres which carry the light over to the main table. The optical
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Figure 2.3: The laser beams incident on the science cell. The lasers are all

fibre-coupled across from a separate table. (a) Facing along the x-axis. The

vertical MOT beams overlap 780 nm light for Rb and 852 nm light for Cs

using dichroic mirrors. The MOT beams are retro-reflected after passing

through quarter waveplates. Raman beams RB2, 3, and 4 are all linearly

polarised. The optical tweezer lasers focus through the high-NA objective

lens. (b) Looking down on the experiment from above. The optical pumping,

pushout, RB1, and MOT beams are all circularly polarised using quarter

waveplates.
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setup on the laser table has been explained in a previous thesis, along with

a description of the laser locking [164]. Therefore, here we will focus on

the beams incident on the atoms and their roles depicted in Figure 2.2.

Additionally, Figure 2.3 displays the geometry of the laser beams, which is

important for cooling the atoms in 3D.

Magneto-Optical Trapping Beams

Three pairs of laser beams are used to form a MOT in the first 150 ms

of an experimental sequence. The beams in a pair are carrying light that

addresses Rb or Cs respectively, with negligible cross-talk. To form a MOT,

the quadrupole coils apply a magnetic field gradient and the lasers remove

kinetic energy from the atoms. Each beam is composed of two frequencies

of light generated from different lasers; a cooling laser and a repump laser.

Figure 2.2 shows the atomic transitions addressed by the cooling and repump

lasers. In this context, f is the total angular momentum quantum number

combining the nuclear spin with the angular momentum of the electron,

which has a projection mf onto the quantisation axis. The cooling light is

∼ 10 MHz red-detuned from the free-space f = 2 → f ′ = 3 transition for

Rb, and the f = 4 → f ′ = 5 transition for Cs. A slowing force is created

through the repeated absorption of photons Doppler-shifted into resonance

with the Zeeman-shifted transition frequency [167, 168]. A second frequency

is required because atoms excited by the cooling light have a small probability

of decaying to the lower hyperfine manifold. So-called repump light is used to

pump atoms back into the cooling cycle. The repump light is resonant with

the f = 1→ f ′ = 2 transition for Rb, and the f = 3→ f ′ = 4 transition for

Cs. For efficient cooling of Rb in the MOT, each beam typically has 0.6 mW

(a total intensity of ∼ 30Isat) of cooling light and 0.3 mW of repump light.

For Cs, each beam typically has 0.4 mW (a total intensity of ∼ 24Isat) of

cooling light and 0.4 mW of repump light.

On the main table, the MOT beams are aligned to cool the atoms in 3D.

Figure 2.3(a) shows that the MOT beams in the vertical y-z plane have

780 nm light and 852 nm light overlapped using a dichroic mirror. In contrast,

Figure 2.3(b) shows the horizontal MOT beams are independent, which is
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a useful degree of freedom during alignment. The MOT beam radii of ∼
1.5 mm are small enough to reach the atoms without clipping on the in-

vacuum electrodes. Each of the MOT beams has a quarter waveplate (λ/4)

that sets the polarisation as circular. A second quarter waveplate before

the retro-reflection mirror ensures that retro-reflected beam has the same

handedness as the incoming beam.

After the MOT stage, the same MOT beams are subsequently used for po-

larisation gradient cooling (PGC) [169]. This step has multiple purposes:

it provides sub-Doppler cooling and induces light-assisted collisions so that

the optical tweezer is occupied by either 1 or 0 atoms. To accomplish this,

the quadrupole field is turned off and the frequency of the Rb (Cs) cooling

beam is further red-detuned to 80 MHz (60 MHz) from the free space cooling

transition. We also apply PGC at other points in the sequence, such as just

after taking a fluorescence image in order to counteract heating of the atom

during the imaging pulse.

The MOT beams are also used for fluorescence imaging. We image Rb and Cs

atoms simultaneously in separate tweezer traps by pulsing the MOT beams

on for 20 ms. During the image the tweezer trap depth is set to 1mK for

Rb atoms.We use a lower trap depth of 0.5 mK for Cs atoms to reduce loss

caused by scattering tweezer light at a wavelength near 920 nm which excites

the atom from 6P3/2 into an antitrapped state. This is necessary despite the

fact that the proportion of tweezer light at 920 nm is suppressed using an

optical line filter on the tweezer laser diode output, Semrock Maxline LL01-

976-12.5 [164]. The Rb cooling light is red-detuned by 21 MHz from the

free space cooling transition and set to a power of 0.4 mW per beam (total

intensity ∼ 20Isat), whereas the repump light is still on resonance but with a

reduced power of 0.04 mW per beam in order to reduce background scattered

light. Similarly, the Cs cooling light is red-detuned by 36 MHz and set to a

power of 0.4 mW per beam (total intensity ∼ 24Isat), and the repump light

reduced to a power of 0.05 mW per beam.
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State-selective Pushout Beam

In many experimental sequences we are interested in measuring the internal

state of the atom. We accomplish this using a circularly-polarised resonant

pushout beam [170, 171]. The pushout beam has light at two frequencies

which are resonant with the f = 2 → f ′ = 3 transition for Rb and the

f = 4→ f ′ = 5 transition for Cs respectively. Pulsing on this beam with an

intensity of ∼ 3 mW cm−2 for 500µs ejects atoms from a ∼ 0.3 mK potential

if they are in the ground-state upper hyperfine manifold while having an

insignificant effect on atoms in the lower hyperfine manifold. The pushout

maps the atomic spin state onto the trap occupancy which is determined in

a subsequent fluorescence image.

Optical Pumping Beams

The OP beams are used for both the initial state preparation and OP during

RSC. This description of our OP scheme is taken from Ref. [166]. We pump to

a spin-stretched hyperfine sub-level using circularly polarised light to drive

σ+ transitions. To ensure that there is only a single dark state, the OP

beam is composed of two frequencies for each atomic species. The OP↓ beam

drives |f = i−1/2,mf〉 → |f ′ = i+1/2,m′f = mf +1〉 transitions, where the

nuclear spin quantum number is i = 3/2 for Rb and i = 7/2 for Cs. The OP↑

beam drives |f = i + 1/2,mf〉 → |f ′ = i + 1/2,mf ′ = mf + 1〉 transitions.

In this case, the spin-stretched states, |↑〉 = |f = 2,mf = 2〉 for Rb and

|↑〉 = |f = 4,mf = 4〉 for Cs, are dark to the OP light provided that the

OP↑ beam selectively drives σ+ transitions. To this aim, high-purity circular

polarisation is achieved using a polariser with extinction > 5000 : 1 (Qioptiq

G335722000) followed by an achromatic quarter waveplate (Edmund Optics

#46-560).

Raman Beams

The following description of generating Raman laser beams is taken from

Ref. [166].

All of the Raman beams for one species are generated from the same laser,
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Laser table

RB1

RB2RB3RB4

Main table

 Cs 
laser

 Rb 
laser

AOM1a

EOM 6.8 GHzAOM1b

EOM 9.2 GHz

AOM4 AOM3 AOM2

Figure 2.4: Lasers operating at 780 nm and 852 nm generate light for driving

Raman transitions in Rb and Cs, respectively. Electro-optic modulators

(EOM) add frequency sidebands to the RB1 beams at the hyperfine splitting

of the electronic ground-state, prior to overlap. For the remaining Raman

beams, the 780 nm and 852 nm light is first overlapped and then split into

three separate beam paths, each with an acousto-optic modulator (AOM) to

control the power. Figure reproduced from [166].

which ensures the phase coherence of two-photon Raman transitions. Fig-

ure 2.2 depicts the frequencies of the lasers used for Raman transitions.

Our choice of laser frequency is a compromise between reducing off-resonant

single-photon scattering whilst maintaining sufficiently strong coupling for

two-photon Raman transitions. The 780 nm laser is 50 GHz red-detuned

from the Rb D2 transition, and the 852 nm laser is 41 GHz red-detuned from

the Cs D2 transition. For the work in Chapter 6, we changed the frequency

of the Cs Raman laser so that it was red-detuned by 60 GHz.

The geometry of Raman beams in Figure 2.3 allows us to couple to the

motional state along the three orthogonal axes of the trap. The two-photon

Raman transitions are also coupling the spin states |f = 3,mf = 3〉 and

|4, 4〉 for Cs, or |1, 1〉 and |2, 2〉 for Rb. To couple to the motion along a

given axis, the resultant wavevector from the combination of the two beams

must have a non-zero projection along that trap axis. It should be noted

that both RB1+RB2 and RB1+RB3 have a resultant wavevector with a

finite projection along both radial axes (for the implications of this fact, see

Section 5.2.1).

The Raman beams are focused onto the atoms to produce beam waists of
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100− 160µm so that modest laser powers can be used to achieve the desired

Rabi frequencies. We note that a combined Raman beam power of 2 mW

at the atoms is sufficient for our cooling scheme. The beams are overlapped

with the atoms in turn by applying a pulse that will heat the atoms and

maximising the atom loss as a function of beam alignment. An alternative

method involves applying a state-selective pushout after the Raman-beam

pulse to detect the single-photon Raman scattering from the beam. In both

methods, the atom loss is maximised when the scattering rate is greatest,

which occurs at the point of highest intensity at the centre of the beam.

Since RB2 and RB3 propagate in opposite directions, we back-coupled RB3

through the fibre coupler of RB2. The efficiency of the fibre coupling gives

an indicator of the beam-pointing drift over time. A quantitative measure

is taken by imaging the reflected light from a polarising beamsplitter onto a

CCD camera, from which we determine that the displacement of the beam

doesn’t drift further than 20µm from the atoms over one month.

Figure 2.4 displays the hardware controlling the Raman beams. The 852 nm

light is overlapped with the 780 nm light using a dichroic mirror so that they

share hardware in the RB2, RB3, and RB4 beam paths. Frequency and

power control is achieved using five AOMs. The Bragg diffraction angle of

each AOM is wavelength dependent, so we must compromise the diffraction

efficiency between the optimum for 780 nm and the optimum for 852 nm.

Despite this, we typically achieve first order diffraction efficiencies of > 50%

for both wavelengths. Electro-optic modulators (EOMs) are used to add

frequency sidebands at 6.8 GHz for Rb and 9.2 GHz for Cs. To suppress

the possibility of driving unwanted transitions and introducing pathways for

quantum interference [172], we offset the EOM frequency by 10 MHz from the

Zeeman-shifted ground-state hyperfine splitting [149] (see Section 4.2). The

use of separate AOMs for RB1 (AOM1a for Cs and AOM1b for Rb) allows

for independent control over the two-photon detuning and Rabi frequency

of each species. However, sharing AOMs means that the pulse durations of

RB2, RB3, and RB4 are constrained to be the same for both wavelengths.
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Figure 2.5: Tweezer and imaging optics on the main experiment table. (a)

The high-NA lens collects atomic fluorescence, which is focused down by

an achromatic lens onto the EMCCD. Optical tweezers at wavelengths of

1064 nm, 938 nm and 817 nm are magnified then overlapped using dichroic

mirrors before they enter the high-NA lens. Each tweezer has its own beam-

steering hardware. (b) The first dichroic mirror is clamped into a clear-edge

mount. All the tweezer beams are transmitted. (c) The second and third

dichroic mirrors are glued into custom-made 3” adaptors in order to reduce

the stress from clamping. (d) Separate RF signals drive the first and second

AOD to deflect the 817 nm tweezer in the horizontal and vertical directions

respectively. (e) The optics for the 817 nm tweezer path. Polarisers set linear

polarisation before and after a pair of AODs oriented orthogonally (2D AOD).

A 4-f optical relay images the vertical AOD onto the first lens of a telescope

that magnifies the beam size by 25×.
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Optical Tweezer Lasers

The wavelengths of the lasers used for the optical tweezer traps are chosen

so that they form species-selective trapping potentials [87, 97, 98]. 1064 nm

is far red-detuned from both the Rb and Cs D1 and D2 transitions, such

that it can form attractive potentials for both species and the scattering

rate from the tweezer is insignificant over the timescales of our experiments.

938 nm is also red-detuned for both species, but its proximity to the Cs D1

transition at 895 nm means that the polarisability for Cs atoms is ∼ 3× the

Rb polarisability. 817 nm is red-detuned for Rb, but blue-detuned from the

Cs D1 and D2 transitions, such that it provides a repulsive potential for Cs

atoms. Use of these tweezers for species-selective trapping has been discussed

elsewhere [98, 164]. Since that work, there have been a few changes to the

optical tweezer lasers. The later chapters of this thesis make use of different

lasers with wavelengths near to 1064 nm. Also, we increased the operating

current for the laser diode used to generate the Rb optical tweezer, and as a

side effect the wavelength changed from 814 nm to 817 nm.

The original 1064 nm tweezer laser source was an Azurlight systems ALS-IR-

1064-10-I-CC-SF at 1064.0 nm. The experiments in Chapter 6 also used a

Coherent Mephisto at 1064.5 nm which seeds an Azurlight ALS-IR-1064-30-

A-SF amplifier, and a Thorlabs DBR1064PN with tunable wavelength from

1063.5 nm up to 1065.5 nm.

The reason for changing the current of the 817 nm laser diode was to im-

prove the single-mode character of its output. We noticed a consequence of

multi-mode behaviour when examining the output of the 8 m optical fibre

that couples light from the laser table to the main table. Unless the diode is

operating in a particular single-mode regime, fast polarisation noise appears

on the laser after it has passed through the optical fibre when the optical

power fed into the fibre is above a threshold of ∼ 7 mW. It is likely that this

is modal noise as a result of interference between multiple modes propagat-

ing through the fibre [173, 174], although it is unexpected for single-mode

polarisation-maintaining optical fibres. The polarisation noise is broadband,

and is converted to intensity noise by a polariser after the fibre output, which

then noticeably reduces the lifetime of atoms trapped in the tweezer. We set
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the current of the 817 nm and the 938 nm laser diodes by minimising the in-

tensity noise observed after a polariser on the output side of their respective

optical fibres.

Main Table Tweezer Optics

The main table tweezer optics displayed in Figure 2.5 are designed to mag-

nify the tweezer beams so that they fill the clear aperture of the high-NA

lens, minimising the tweezer waist. The figure focuses on changes that were

implemented in February 2022, after most of the work in Chapter 5. In par-

ticular, we changed the mounting of the dichroic mirrors1 in order to increase

their clear aperture.

Our aim in changing the optics setup was to decrease the beam waist of the

optical tweezer traps by increasing the size of the beams entering the high-

NA lens. Smaller waists are beneficial as less power is required to create a

potential of the same depth, an important consideration for the prospects

of scaling up to an array. One might think that the minimum waist for the

tweezer traps is limited by the 30.6 mm wide rear aperture of the high-NA

lens. However, overfilling the aperture still reduces the beam waist at the fo-

cus, albeit with the consequence that the focused Gaussian profile transforms

into an Airy disk. Theoretical calculations using Zemax OpticsStudio predict

that beam diameters of > 40 mm entering the high-NA lens are required in

order to achieve a near-diffraction-limited waist at the focus. Unfortunately,

the clear aperture of the 2” dichroic mirrors in the tweezer beam paths is

reduced to 35 mm in the horizontal direction in which they are tilted at 45◦

(limiting wx). In the initial setup, the horizontal clear aperture was further

reduced by the mounts holding the dichroics. All of the dichroic mirrors

used to overlap tweezer beams were held in threaded mounts and secured

by a retaining ring, which ensures a uniform distribution of pressure across

the surface of the mirror. The pressure must be applied uniformly to avoid

stress-induced curvature of the dichroic mirror which adds astigmatism to

1The first dichroic has a custom coating from LaserOptik which reflects 780 nm and

852 nm, but transmits 800-820 nm and > 930 nm. The second dichroic is a long-pass with

900 nm cut-on wavelength: Thorlabs DMLP900L. The third dichroic is a long-pass with

950 nm cut-on wavelength: Thorlabs DMLP950L
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the reflected beam by preferentially focusing one axis over the other [164].

However, the drawback of this mount was that it has a lip which clips both

reflected and transmitted beams, reducing the clear aperture to ∼ 25 mm.

Therefore, we decided to implement a clear-edge mount (Thorlabs KM2CE)

as shown in Figure 2.5(b). This mount allows use of the full 35 mm width

of the mirror, but it uses two grub screws to secure the mirror which apply

concentrated stress. The resulting astigmatic aberration is not an issue for

the imaging light reflected off the first dichroic, but would increase the waist

of tweezer traps.

To avoid adding aberrations to the tweezers, we designed a custom adaptor to

mount the dichroics which reflect tweezer beams, displayed in Figure 2.5(c),

viewed from the rear. The inner radius of the hole is 0.5 mm less than the

radius of the mirror to provide a lip for the mirror to rest on. The outer radius

is 1 mm greater than the radius of the mirror, and this gap is filled with UV-

cure glue to secure the mirror in place. The glue is equally distributed around

the circumference by piping it through four holes in the exterior edge of the

mount. A cylinder is cut out of the back of the adaptor to ensure that the

thickness of the adaptor doesn’t limit the clear aperture. The adaptor is

held in a standard 3” lens mount. These custom mounts should achieve a

34 mm clear aperture without adding curvature by stressing the dichroic. In

practice, after carefully positioning and aligning the three dichroic mirrors,

we find that the tweezer beams are apodised to a diameter of ∼ 30 mm

in the horizontal direction. Furthermore, after using a cylindrical lens to

correct astigmatism in the 938 nm tweezer beam path, we find that oblique

astigmatism is present on the focused beam. This suggests that either the

UV-cure glue was not uniformly distributed around the dichroic, or that

another mirror in the beam path has significant curvature. In the future,

the oblique astigmatism could be corrected using a rotating mount to set

the angle of the cylindrical lens. The results of changing the mounts and

re-aligning the tweezers are presented in Chapter 3.
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2.1.5 Acousto-Optic Deflectors

Acousto-optic deflectors (AODs) are now a popular method for controlling

the position of optical tweezers [4, 31, 52, 74, 92, 145]. Using a 2D AOD is an

even more attractive prospect as it provides an extra dimension for dynamic

control over an array of atoms [3, 94, 97, 175, 176]. In our experiment an

AOD in the 938 nm tweezer beam path (IntraAction ATD-1803DA2.850) is

used to create arrays of Cs atoms and translate the tweezer position along

the x-direction. Similarly, a 2D AOD in the 817 nm tweezer beam path (AA

Opto-Electronic DTSXY-400-810) is used to create arrays of Rb atoms and

translate the tweezer position in the xy-plane. The principle of operation

has been discussed in detail in the context of our first AOD [164]. Briefly,

the deflection angle of the beam exiting the AOD is proportional to the

frequency of the RF signal input into the AOD [177]. The following section

describes the characterisation of the newly-installed 2D AOD. Of particular

interest is understanding how the RF signals driving the AODs determine

the diffraction efficiency, with the aim of creating an array of tweezers with

uniform intensity.

Figure 2.5(d) displays the basic operation of the 2D AOD. It is composed of

a pair AODs which are mounted such that they deflect the input beam in

the horizontal (x) and vertical (y) directions respectively. Two separate RF

signals control the deflection angle. The signals are sourced from arbitrary

waveform generators (AWGs, see Section 2.2.7) which feed 35 dB amplifiers

(AA Opto-Electronic AMPA-B-34-20.425). In the following discussion we

refer to the amplitude of the RF signal output by the AWG; before it is

amplified. The deflection angle is proportional to the frequency of the RF

signal. A piezo-electric transducer is bonded to each AOD crystal at an angle

such that the Bragg condition [178] is met for an incident beam at normal

incidence to the input face. The result is that the first diffracted order from

both AODs (1, 1), henceforth called the first order beam, is colinear with the

input beam when driving the AODs at their centre frequencies of ∼ 100 MHz.

An iris blocks the beam paths from other combinations of orders of diffraction

as we are interested only in the first order.

The setup in Figure 2.5(e) includes an optical relay system and polarisation
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(b)(a)

Figure 2.6: The diffraction efficiency of the 2D AOD used for the 817 nm

tweezer varies with the driving frequency. (a) For a chosen frequency driving

the horizontal AOD, we find the RF amplitude required to reach the con-

tours of constant optical power. (b) Linearly sweeping the horizontal AOD’s

driving frequency reveals oscillations in the diffraction efficiency. The inset

shows the AC component of a photodiode signal and its Fourier transform

when sweeping the frequency 1 MHz in 10 ms (0.1 GHz s−1). Oscillations at

two distinct frequencies are observed, plotted in blue and red. The oscillation

period is inversely proportional to the sweep rate.

correction. A 4-f optical relay images the vertical AOD onto the first lens of

the magnifying telescope such that deflections from the AOD are refocused,

preventing aberrations associated with lens curvature when the incident beam

is displaced from the optical axis. The relay targets the vertical AOD since

this is the direction we plan to move 817 nm tweezers during an experimental

sequence and the aberrations would modify the desired trajectory. It is

important that the tweezer beams have linear polarisation in order to avoid

deleterious effects from vector light shifts, as discussed in Chapter 5. After

the work in Chapter 5, we inserted a polariser after the 2D AOD that cleans

up the polarisation without significant effect on the power.

Figure 2.6(a) displays a contour map of the 2D AOD’s diffraction efficiency as

a function of the frequency and peak amplitude of the RF signal driving the

horizontal AOD. We evaluated several methods of measuring the diffraction

efficiency and found that the quickest was to drive the AOD with a single

tone signal that takes 10 ms steps between a randomised list of 120 different

amplitudes. A data acquisition device measures the output power using

a photodiode in the first order beam and tracks the variation of optical
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power. The process is repeated at 160 different frequencies and takes a total

of ∼ 5 minutes. The reference optical output power of 1 corresponds to a

diffraction efficiency of 75 % when both AODs are driven at 100 MHz with a

peak amplitude of 150 mV.

If we now sweep the driving frequency of the horizontal AOD by 1 MHz we

observe a periodic modulation of the diffraction efficiency. Figure 2.6(b)

plots the period of the oscillations which are inversely proportional to the

frequency sweep rate. The oscillation period is extracted from the Fourier

transform of the photodiode signal, and the inset shows the recorded photo-

diode signal for a sweep rate of 0.1 GHz s−1. The amplitude of the oscillations

is ∼ 2 % of the optical output power. For reference, similar measurements

using the AOD in the 938 nm tweezer beam path had oscillations with ∼ 1 %

amplitude [164]. The modulation is explained by the AOD crystal acting

as an etalon as a result of acoustic standing waves [179–181]. The AOD

uses Bragg diffraction from a travelling acoustic wave that periodically mod-

ifies the refractive index of the crystal. Reflections from the opposite face

of the crystal allow detrimental interference between forwards-propagating

and backwards-propagating acoustic waves, observed as periodic modulation

of the diffraction efficiency as the wavelength of the acoustic wave varies

relative to the cavity length. Figure 2.6(b) clearly demonstrates beating be-

tween two similar frequencies, suggesting that there are two relevant cavity

lengths. Using the speed of sound in the crystal, vs = 617 m s−1, the cavity

length is given by L = vs/(2νFSR) where the cavity free spectral range is

νFSR = d
(
dF
dt

)
/dfosc for sweep rate dF

dt
and oscillation frequency fosc. For the

horizontal AOD we calculate cavity lengths of 11.73(4) mm and 12.97(5) mm.

Repeating the measurements for the vertical AOD we calculate cavity lengths

of 11.38(4) mm and 12.70(10) mm. These lengths are roughly consistent with

the internal dimensions of the AOD crystal and the ∼2 mm deep absorber

bonded onto the far face.

To create an array of tweezers, we drive an AOD with a multitone RF signal∑N
k=1 ak sin(2πfkt + φk) where the phase offset φk, frequency fk, and am-

plitude ak of each tone k are all important independent variables. First we

consider the effects of the relative phases. Nonlinearities in the amplifier and

AOD lead to frequency mixing and result in destructive interference [4, 145,
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Figure 2.7: Effect of nonlinear mixing on a 1D array of 7 traps. (a) Slices of

images when the RF signal into the 2D AOD’s amplifier has Vrms = 120 mV

(dashed line in (b)). When all tones have the same phase, frequency mixing in

the amplifier causes destructive interference. (b) Ratio of the optical power

inside (green region in (a)) relative to outside (yellow region) the desired

array. Power in the array increases with the input amplitude up to the

amplifier’s saturation point where nonlinear effects cause frequency mixing.

Optimising the phases of the tones minimises interference effects.
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182, 183], as can be seen in the slices of images displayed in Figure 2.7(a).

A 1D array of seven traps is imaged onto a CCD camera, and we observe

the change in optical power as the phases of the tones are adjusted. The

destructive interference occurs when frequency mixing creates sum and dif-

ference tones (fi± fj) which can then mix with the original frequencies (e.g.

fi ± (fi − fj)). The finite power bandwidth of the amplifier is a contributor

to the frequency mixing, therefore the destructive interference is increasingly

deleterious as the input signal reaches or surpasses the amplifier’s satura-

tion point. When all of the tones have the same phase it is considerably

more likely that their antinodes coincide and the multitone signal exhibits

an instantaneous amplitude spike above the saturation point. Randomly

generating the phases means that difference tones from intermodulation al-

most completely cancel each other out [182], and there is a significantly lower

probability of instantaneous amplitude spikes. The difference can be quanti-

fied by the crest factor, defined as max(V )/Vrms for a periodic signal V [184].

The minimum crest factor is
√

2 for a single tone. With equal phases the

crest factor is 3.7, compared to 2.5 for randomised phases and 1.8 for opti-

mised phases. To optimise the phases, we start with an analytical formula,

φk = φ1 − k(k − 1)π/N for tones k = 1 to N , and then perform numerical

optimisation of each phase in turn to minimise the crest factor [184–186].

The difference is seen in Figure 2.7(b) by measuring the optical power in

the array (the green highlighted region in Figure 2.7(a)), and comparing it

to the power outside the array (yellow highlighted region in Figure 2.7(a)).

Each line has three regions as the input RF amplitude is increased: initially

the optical power increases, then it hits a saturation point, finally the power

is diverted outside of the array. The saturation point is determined by the

instantaneous peak amplitude rather than the RMS amplitude. Therefore, in

Figure 2.7(b) the saturation points for the three lines differ by approximately

the crest factors. The relative trap powers vary by ∼ 10 % after optimising

the phases and setting the RF amplitude below saturation, but this can be

further improved upon.

The next adjustment to balance the trap powers in the array is iteratively

optimising the amplitude of each tone in the RF signal. Figure 2.8 displays

the results of our normalisation protocol for a 1D array of 4 traps generated
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Figure 2.8: Balancing a 1D array of 4 traps using a CCD. (a) The standard

deviation of the trap powers is 10 % when interpolating the diffraction ef-

ficiency calibration and optimising the phases. Optimising the amplitudes

of the RF tones individually we normalise the trap powers to 0.4 % in two

iterations. Inset: a CCD image of the 4 traps. (b) Slice of the images before

(purple) and after (blue) the normalisation.

with frequencies separated by 4 MHz. We quantify the trap powers by taking

a CCD image and integrating the pixels in a region of interest (ROI) around

each trap. The inset of Figure 2.8(a) shows the final CCD image with dashed

lines marking the ROIs. The measured powers are used to calculate a new set

of amplitudes, and the process is iterated until the measured powers converge.

Typically only a few iterations are required because in this regime there is an

approximately linear relationship between the driving amplitude and the trap

power. In Figure 2.8(a) the yellow shaded region is a guide to the eye, showing

that the spread of powers reduces with each iteration. After two iterations

the trap powers have a standard deviation of 0.4 % of the mean. Figure 2.8(b)

plots the central slice of the images from iteration 0 (before normalisation)

and iteration 2 (after normalisation). This normalisation method is scalable

and can balance 2D arrays, although the precision is then limited by the

interdependence of trap powers. For example, a 4×4 array has 8 amplitudes

with which to control the power of the 16 individual traps. This is not an

issue for a 1D array, and applying the normalisation process we typically

balance the powers to . 1 %.
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2.1.6 Spatial Light Modulator

The spatial light modulator (SLM) has become a popular tool in atomic

physics for the flexibility with which it can manipulate light [78, 81, 89–91].

Of particular interest is the possibility of creating arrays of tweezer traps

[78, 81, 82]. Deterministic preparation of arrays has been demonstrated

using AODs to rearrange atoms amongst the static traps of the SLM [3,

97]. In this work, we use a liquid crystal SLM (PDM512-1064-DVI standard

XY series) to generate a single trap with a reduced beam waist by removing

aberrations [187, 188] (see Section 3.1.3). But first, we will introduce the

basic principles of operation.

The SLM applies an arbitrary phase pattern to light reflected off it, acting

as a combination of optical elements [189]. Classical optics apply a phase to

light passing through them, but diffractive optical elements accomplish the

same phase shift by making use of the 2π periodicity [190]. The SLM has

an array of 512× 512 pixel electrodes which modify the refractive index of a

liquid crystal. Light reflected off the SLM passes through the liquid crystal

and has a spatially-dependent phase imprinted on it. The next step is to

determine what phase pattern (also called a kinoform) applied to the SLM

will achieve the desired beam shape in the Fourier plane at the focus of the

high-NA lens.

For some particular optical elements there is an analytical formula for the

required kinoform. The optics of relevance to this work are: the Fresnel lens

for shifting the tweezer focus in the axial direction; the diffraction grating for

shifting the tweezer in the transverse plane; and the set of Zernike polyno-

mials which describe aberrations. Fortunately, analytical formulas exist for

all three. However, this is not the case for generating an array of tweezer

traps. In general, the required kinoform can be found using an iterative

Fourier transform algorithm such as the Gerchberg-Saxton algorithm [191–

193]. Having constructed the required kinoforms, they are summed modulo

2π and uploaded to the SLM, which then acts as the combination of the

optical elements.

In future work, the SLM will be used to create arrays of traps. Less total

laser power is required for the array if the tweezers can be focused to a
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Figure 2.9: Connections between experimental control software and hard-

ware. The PyDex script manages experiments by sending TCP messages

over the network to applications running on separate computers.

smaller spot. Therefore the telescope after the SLM was modified to provide

a magnification of 5.3× such that the expanded beam diameter is 31 mm,

reducing the focused waists by using more of the available clear aperture.

2.2 Software and Electronics

Ultracold atom experiments require precise, reliable, and synchronised con-

trol over hundreds of output channels operating the experimental hardware.

Furthermore, the control system must be flexible and adaptable to future

expansion. To meet these aims, most labs develop their own experimental

control software and combine it with analysis and data logging [194–202]. It

is common for these programs to have a branching structure where a central

hub communicates with modules over the local area network (LAN). Fol-

lowing a similar principle, Figure 2.9 gives an overview of the hardware and

software used in our laboratory. A master application written in Python,

PyDex2, receives images from the EMCCD during the repeated running of

2https://github.com/ssquantum/PyDex.

https://github.com/ssquantum/PyDex


Chapter 2. Experimental Apparatus 38

experimental sequences and performs real-time image processing and statis-

tical analysis. PyDex also coordinates a range of modules hosted on other

computers, dictating the parameters to load for the experiment. The first

module is DExTer [203], an experimental control interface written in Lab-

VIEW that programs an FPGA (National Instruments PCI-7833R) with 24

analogue output and 72 digital output channels. Additional modules are de-

veloped mostly from commercial APIs to interface with a data acquisition

device (DAQ), a microwave generator (MWG), two direct digital synthesis-

ers (DDS), two arbitrary waveform generators (AWG), and a spatial light

modulator (SLM). These modules will be discussed in turn.

2.2.1 Experiments Managed by PyDex

In our control system, PyDex is the central hub. The PyDex user interface

(UI) uses PyQt5 bindings [204] to create a series of windows for queuing up

experiments and displaying results. The procedure for running an experiment

is as follows:

1. The user sets a list of parameters (we might change more than one

parameter at a time) and metadata using the PyDex UI, then adds the

experiment to a FIFO queue. All other steps are automated by PyDex.

2. When the hardware is available, pop an experiment from the queue.

3. Send messages to the modules to load the first set of parameters.

4. Each module, including PyDex, saves its parameters to a text-based

file.

5. Wait for the modules to confirm the parameters have loaded.

6. Tell DExTer to run N repeats of the sequence and process the images

taken in each run.

7. Perform statistical analysis on the histogram generated from the image

processing and save the results in CSV format.

8. Iterate steps 3− 7 through the parameters in the list.

In this scheme, DExTer runs the sequence so that the timings are synchro-

nised to the FPGA’s 80 MHz system clock. The other modules follow the
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Figure 2.10: Histogram establishing the bimodal distribution of tweezer trap

occupation from a collection of 2555 images. A threshold is assigned by

finding a minimum between the two peaks.

sequence using external transistor-to-transistor logic (TTL) triggers from

DExTer’s digital output channels.

2.2.2 Image Analysis

Each run of a sequence takes images from the EMCCD which are distributed

to image-processing functions using the Qt signal-slot architecture. The im-

age signal is received by separate analysis windows that are instantiated with

user-defined ROIs around the position of an atom in the image. The counts

in the pixels within the ROI are summed to give a signal which is distributed

around a background mean value if there is no atom in the ROI, or a higher

value if there is an atom.

In Figure 2.10 we establish the probability of an atom being present by cre-

ating a histogram of the integrated ROI signal. A threshold is set which

distinguishes the peaks of the histogram’s bimodal distribution using a min-

imum method [205]. In practice, the power and detuning of the imaging
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beams along with the duration of the image are chosen to give a separation

of the peaks much greater than their width. Furthermore, we apply an EM

gain factor of 10 to increase the signal-to-noise ratio despite the presence of

additional multiplicative noise [59, 206, 207]. We define the image thresh-

old infidelity as the probability of assigning either a false positive or a false

negative. Typically the infidelity is ∼ 10−4 and we assign a fixed thresh-

old to avoid miscalculating the threshold when there are no atoms and the

histogram only has the background peak.

PyDex uses threads to prevent looping or slow functions from blocking UI

updates. For example, the EMCCD acquisition includes a blocking function

that waits for an image to be acquired. Spawning a thread for the blocking

task to run in the background allows the main thread (including the UI) to

progress simultaneously. Threads are also used for communication over the

LAN, where a server must always be ready to receive a connection from a

client.

2.2.3 Network Communication

Our experimental control follows a modular design using network communi-

cation to integrate applications running on separate computers. Distributing

the applications across separate processors make better use of the available

computing power, and the modularity facilitates future expansion. PyDex

hosts a set of servers that send messages to the applications displayed in

Figure 2.9 using the transmission control protocol and internet protocol

(TCP/IP), which have the benefit of being platform agnostic and correct-

ing for most data transmission loss. A client running on the application

connects to the server on a specific port so that messages from other sources

are not intercepted (this is an important security measure). TCP messages

typically take ∼ 1− 10 ms to transfer, depending on the message size. To al-

low cross-platform readability, the experimental sequences are saved and sent

in TCP messages using a verbose XML format, but PyDex uses an etree [208]

to speed up read/write access. Parsing sequences with many time steps can

still take up to ∼ 500 ms, but this action only occurs for the first repetition

of an experiment.
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2.2.4 Monitoring

Monitoring systems are a powerful resource for cold atom experiments, espe-

cially when combined with database and networking technology [209, 210].

We create a database using InfluxDB [211] with write access for sensors over

the LAN. We use sensors to monitor laser powers and environmental condi-

tions such as the temperature at several locations, pressure, humidity, and

background magnetic field. To monitor laser powers, a pick-off mirror or

beamsplitter directs laser light onto a home-built photodiode circuit (based

on a Centronic OSD15-5T photodiode). The photodiodes send analogue

voltages to an NI USB-6211 data acquisition device (DAQ). An application

displays oscilloscope-style traces, saves the traces as CSV files, and can push

time-stamped records to the database by TCP messages. The temperature

sensors (Maxim Integrated DS18B20), magnetic field sensor (Rohm Semi-

conductor BM1422AGMV), and atmospheric sensor for pressure and humid-

ity (Bosch Sensortec BME280 mounted on a SparkFun SEN-15440 breakout

board) are all connected to an Arduino which is programmed to post sensor

readings to the database every 0.5 s.

Collecting data from these sensors allows us to record correlations between

experimental measurements and environmental conditions. The temperature

and humidity oscillate with a period of 10 − 15 minutes following the air-

conditioning cycle. Temperature fluctuations affect the polarisation of light

travelling through optical fibres and since we usually have a polariser on the

output side of the fibre, we record correlated fluctuations in the laser power of

typically∼ 3 % after the polariser. Temperature fluctuations also affect beam

pointing through the expansion and contraction of mirror mounts. Usually

beam sizes are large enough that the change in pointing is insignificant,

however, we measured strong correlation between the overlap of the 817 nm

and 938 nm tweezers with the humidity and temperature of the lab. This

was most likely due to the thermal stability of the piezo-actuated mirrors

(PiezoMike N-470.110) in the 817 nm beam path, therefore when we inserted

the 2D AOD we removed the piezo actuators and noticed a reduction in the

correlation.
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2.2.5 Microwave Generator

We use an Anritsu MG3692C MW generator operating with an external trig-

ger which defines the duration of a square pulse. There are several modes

of operation, but we use a single-tone mode. An application communicating

over the LAN allows remote control of the frequency and amplitude for auto-

mated experiments3. The internal clock is referenced to an external 10 MHz

GPS signal.

2.2.6 Direct Digital Synthesiser

A home-built DDS rack based on the Anologue Devices AD9910 chip is used

to drive the AOMs for the Raman beams. A second rack will drive the AOMs

used in the STIRAP optical setup, which does not feature in this thesis. Each

AOM is driven by a separate DDS, but the DDS boards are mounted together

in a rack. The DDS boards are programmed using a serial USB connection.

Our custom firmware implementation has two modes of operation. The first

mode is used for RB1 to switch between a choice of 8 static tone profiles with

a set frequency, phase, and amplitude. A delay of ∼ 200 ns sets the minimum

switching time. The first profile is reserved as an off state, allowing us to

generate square pulses. The second mode is used for RB2, 3, and 4; the

frequency is fixed and a playback of preloaded data provides the dynamic

amplitude control required to create a shaped pulse. In the second mode,

we have a choice of 8 pulse durations and we can also specify which section

of the loaded data to playback. In both modes the frequency can be set

with Hz-level precision. Although the output spectrum suffers from aliased

images, these appear at beat frequencies (of the desired frequency with the

clock frequency of 1 GHz) [212] and are too fast to influence the atoms in

our experiments. We are more concerned with noise that is ∼ 10− 100 kHz

from the carrier, which is mostly associated with jitter in the clock reference

[213]. The DDS circuit is referenced to an external 10 MHz GPS signal with

a bandwidth of 2 Hz, however the internal multiplication up to the 1 GHz

system clock frequency adds phase noise and narrowband frequency noise

3https://github.com/danruttley/mwcontrol

https://github.com/danruttley/mwcontrol
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[213]. The investigation of dephasing mechanisms for Raman transitions in

Chapter 5 proves that the spectral purity of the DDS output is sufficient for

our purposes.

2.2.7 Arbitrary Waveform Generator

The RF signals driving the 938 nm and 817 nm tweezer AODs are generated

from two AWGs which we name AWG1 and AWG2 respectively. AWG1 is a

Spectrum Instrumentation M4i.6622-x8 card with a sample rate of 625 MS s−1

and we only use the first of the four available output channels. AWG2 is a

Spectrum Instrumentation M4i.6631-x8 card with a maximum sample rate of

1.25 GS s−1, but we set the sample rate to 1.024 GS s−1 so that 1 kB of data

executes in 1µs. The first channel of AWG2 drives the horizontal direction

of the 2D AOD, and the second channel drives the vertical direction.

An object-oriented program was written to act as external memory, commu-

nicate with PyDex, and interface with the cards.4 The cards are connected

to the PCIe slots of separate computers, which run instances of our program.

The program precomputes waveforms for the AWG to playback and stores

them in computer memory when there is insufficient memory on the card.

Having additional memory storage is particularly important for rearrange-

ment schemes where there are many permutations of trap movements. A UI

made with PyQt5 [204] allows the user to upload data to the card and change

settings. Using TCP messages, the AWG program acts as a proxy between

PyDex and the AWG card.

The Spectrum Instrumentation API allows several modes of operation but

our implementation uses the sequence replay mode. This mode splits the

card memory into a predefined number of segments, Nseg which hold data

up to a maximum size of 2 GS/Nchan/Nseg, where Nchan is the number of

active channels. A separate sequence memory dictates the order to playback

segments in a series of steps. Each step defines: a unique index, the segment

to playback, the number of loops, the exit condition (continue to the next

4Our original implementation can be found at https://github.com/ssquantum/

PyDex/tree/master/awg but a reboot is in development and can be found at https:

//github.com/danruttley/awg

https://github.com/ssquantum/PyDex/tree/master/awg
https://github.com/ssquantum/PyDex/tree/master/awg
https://github.com/danruttley/awg
https://github.com/danruttley/awg
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step or loop until an external trigger is received), and the index of the next

step. We create arrays of tweezers, move them around, and turn them on and

off by filling the AWG segments with appropriate waveforms and forming a

sequence from a list of steps.

We generate data for the segments by constructing sinusoids with time-

dependent amplitudes and phases. The waveform for a tweezer array requires

a sum over tones, i, which have an independent amplitude ai, frequency fi,

and phase offset φi:
∑

i ai sin (2πfit+ φi) where t is in the discrete set of time

steps defined by the sample rate. We choose amplitudes which normalise the

optical power by constructing a calibration from the measured diffraction effi-

ciency as a function of RF frequency and amplitude. The measured contours

are interpolated to create an inverted rectangular mesh where the frequency

and optical power are the independent variables. Interpolating the inverted

rectangular mesh provides a calibration between the desired optical power

and the required RF amplitude at a given frequency. The calibration is also

used to maintain constant power while moving tweezers. Dynamically mov-

ing the tweezers requires the time-dependent phase to have a time-dependent

derivative: φi(t) = 2π
∫ t

0
fi(τ)dτ . The time-dependent frequency fi(t) is used

to calibrate the required amplitude ai(t) at each time step. The amplitude

can also be set to zero to turn the trap off for a well-defined period of time.

Alternatively, we can ramp the trap power adiabatically to maintain the

atom’s motional state. With these different functions we have the required

tools for manipulating the tweezer traps.

A final important consideration when playing segments of data involves re-

moving phase slips when looping data. The finite memory storage available

on the card makes looping data an essential requirement. However, a phase

slip occurs when a non-integer number of periods are sampled by the segment

data, such that there is a discontinuity between the phase at the end of one

segment and the beginning of the next segment. Looping over the phase slip

adds components to the Fourier spectrum with frequencies determined by

the duration of the segment. Usually the segment durations are on the order

of 10−6 − 10−3 s, meaning that the frequencies are comparable to trapping

frequencies and can cause parametric heating. Even without causing para-

metric heating, the broadening of the Fourier spectrum results in a dithering
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of the tweezer position. Then the time-averaged potential experienced by the

atom has a broadened spatial extent. The solution is relatively simple; when

looping segments of data we choose frequencies and durations such that the

data samples an integer number of periods. Even when the segments are

not looped, in our current work we adjust the phase offset to maintain phase

continuity between segments.



Chapter 3

Single Atom Control

We now turn to discuss the use of our apparatus for the control of single

atoms. Our experimental sequences follow the generic structure of loading

an atom, imaging to detect its presence, performing state preparation, ma-

nipulating the atom, and then finally re-imaging to test if the atom remains

trapped. This chapter focuses on the initial stages of loading an atom into a

tweezer and preparing a particular hyperfine spin state.

3.1 Loading an Atom

We start by confining a cloud of atoms in a magneto-optical trap (MOT)

then performing sub-Doppler cooling. The MOT relies on a magnetic field

gradient Zeeman-shifting the energies of atoms displaced from the centre of

the trap, such that atoms positioned away from the centre of the trap are

shifted into resonance with the laser beam propagating towards the centre

(on a transition determined by the laser’s polarisation) [214]. The cycle of

absorption and emission of photons then provides a scattering force directed

towards the centre of the trap and on average reduces the kinetic energy of the

atom. We cool atoms in the MOT for ∼ 100 ms. The typical temperatures

in the MOT are ∼ 100µK, but we can achieve more efficient loading into

the optical tweezer trap if the temperature is further reduced. Therefore, we

subsequently turn off the quadrupole coils and make the MOT beams further

red-detuned to perform sub-Doppler cooling in optical molasses [169, 215].

46
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Applying sub-Doppler cooling for ∼ 20 ms cools the atoms to a temperature

of ∼ 15µK. Atoms loading into the tweezer trap undergo light-assisted colli-

sions such that when the incident light is turned off and the cloud of atoms

falls away under gravity, the trap occupancy is limited to either one atom or

none [72].

We use a species-selective protocol for loading two different species of atom

[87, 94, 97, 98]. The 817 nm optical tweezer is attractive for Rb atoms but

repulsive for Cs atoms. On the other hand, the Cs atom has a polarisability

in the 938 nm tweezer which is 2.8× greater than that of the Rb atom. By

choosing appropriate tweezer powers we are able to selectively load a Cs atom

in the 938 nm tweezer and a Rb atom in the 817 nm tweezer [98].

We choose a sequential loading scheme that first loads a Rb atom, then

the Rb MOT is dispersed and a Cs atom is loaded from a Cs MOT. This

simplifies the alignment procedure of each MOT to the appropriate tweezer

trap by allowing us to use different shim fields for each species. Furthermore,

we eliminate the probability of loading a Rb atom into the 938 nm tweezer.

It is beneficial to increase the loading efficiency. The loading process is

stochastic; an atom is loaded into the tweezer with probability ∼ 0.5. To

reduce statistical uncertainty in the experimental results, we run each se-

quence on the order of 100 times. Fewer repeats are required if the loading

efficiency is increased. Greater loading probabilities might be achieved using

techniques such as Λ-enhanced grey molasses [73–75], provided that signif-

icant alterations to the laser cooling system can be made. Alternatively,

one can stochastically load an array of 2N traps and then rearrange their

positions to form the desired array of N occupied traps.

3.1.1 Rearrangement

Rearrangement permits near-deterministic initialisation of an array of oc-

cupied traps. The basic principle is to image a stochastically-loaded array,

then move the occupied traps into the desired pattern, removing entropy in

the process. A range of possible implementations exist. One could translate

atoms in optical lattices [2, 64], dynamically change the phase pattern on an

SLM [82, 216], reduce the separation between traps generated by an AOD
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Figure 3.1: Rearrangement of stochastically loaded optical tweezer traps. (a)

The rearrangement protocol has 4 steps: 1) an initial image determines the

trap occupation, 2) all the traps are switched off except one, 3) the remaining

trap is moved to a pre-determined position, 4) another image measures the

trap occupation after rearrangement. (b) The rearrangement protocol is im-

plemented simultaneously for Rb and Cs atoms. The probability of detecting

an atom after rearrangement remains > 0.8 over a period of several hours.

[4, 92], or use an AOD to shuttle atoms between the sites of a static array

[3, 21, 88]. Efficient algorithms are necessary for the initialisation of large

arrays, however a simple procedure is sufficient in our case.

Our rearrangement procedure is outlined in Figure 3.1. The aim is to prepare

a single occupied trap at a designated position. The same four-stage proce-

dure is used to prepare either a Rb atom or a Cs atom. To start with, we

create four tweezer traps by driving the relevant AOD with a multitone RF

signal. Starting with more tweezers traps would be beneficial, but efficient

loading requires a minimum trap depth of ∼ 0.3 mK and the total power

available is currently limited by the onset of intensity noise, as discussed

in Section 2.1.4. An initial image determines the trap occupation, and this

information is sent to the AWG controller script. Secondly, the AWG con-

troller selects one of a pre-loaded set of waveforms which start by turning

off all traps except for one that is occupied. Thirdly, the AWG advances to

play back a waveform that moves the selected trap to the designated tar-

get position. Finally, a second image reveals the success or failure of the

procedure.
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Figure 3.2: Initialising the 817 nm tweezer at different positions calibrates the

overlap with the 938 nm tweezer. (a) The measurement uses the repulsive

potential of the 817 nm tweezer to eject a Cs atom from the 938 nm tweezer.

The 817 nm potential is only turned on after the 938 nm tweezer has been

moved to a designated overlap position. (b) The 817 nm tweezer is stationary

during the sequence. The probability of ejecting the Cs atom is minimised

when the 817 nm tweezer is turned on at the overlap position.

Figure 3.1(b) displays the probability of detecting an atom in the second

image. Each point is calculated from 300 experimental runs, and the error-

bars display the binomial confidence interval using a Jeffreys prior [217]. The

procedure is less effective for Cs due to a non-negligible probability of loss

during imaging, as discussed in Section 2.1.4. Over a period of several hours

each atom is loaded with probability > 0.8.

3.1.2 Overlapping Tweezer Positions

It is necessary to calibrate the position of the different tweezers relative to

each other. We load the Rb atom and the Cs atom in tweezers that are

initially separated by a distance of 4.5µm. However, in order to associate

two atoms into a molecule we must transfer them into a common trap. To

avoid heating the atoms during the transfer, we must overlap the positions

of the 817 nm and 938 nm tweezers to within ∼ 100 nm. We experimentally

determine the overlap position by ejecting Cs from a 938 nm tweezer using

the repulsive potential of the 817 nm tweezer.
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The sequence used to determine the overlap position of the 817 nm and

938 nm tweezers is outlined in Figure 3.2. The 938 nm tweezer is moved

to a designated target position, and its power is ramped to provide a trap

depth of 0.2 mK. Then the 817 nm tweezer is ramped up at a nearby position

with a power that provides a repulsive barrier height of 2 mK. The repulsion

is chosen to be significantly larger than the trap depth in order to eject the

Cs atom; when the repulsion and trap depth are more balanced, the different

spatial extent of the tweezer potentials allows the Cs atom to remain trapped

in a side feature. The 817 nm tweezer is held on for 20 ms before it is ramped

off and the 938 nm tweezer is swept away to re-image any surviving atoms.

Figure 3.2(b) presents the results of repeating this experiment with different

817 nm tweezer positions. The survival probability is minimised when the

tweezers are overlapped.

We use the SLM to position the 1064 nm tweezer at the overlap position of

the 817 nm and 938 nm tweezers. The position is determined experimentally

using the repulsion from the 817 nm tweezer to expel a Cs atom from the

1064 nm tweezer. The measurement follows as previously described except

this time the Cs atom is transferred into the 1064 nm tweezer at a nearby

position before the 817 nm tweezer is turned on. The survival probability is

minimised when the 1064 nm tweezer is positioned to overlap with the 817 nm

tweezer.

The aforementioned experiments can be expedited by sweeping the 817 nm

tweezer. In this case the survival probability is minimised when the 817 nm

tweezer sweeps through the centre of the trap. By removing one degree of

freedom we decrease the required number of positions measured from N×M
to N + M . In addition, the same survival probability is achieved for a sig-

nificantly lower 817 nm tweezer power when it is swept. When comparing

the different methods we found that the measured overlap positions differed

by 0.19(3)µm when aligning either the x or the y direction. The most likely

explanation is that the crossed AODs are not oriented perfectly perpendic-

ular; the measured bias could be accounted for by sweeping at an angle of

89◦. Regardless, neither method reveals whether the atom would be heated

when merging tweezers to these positions (this is addressed in Section 5.3.1),

therefore these measurements are useful as a first estimate but ultimately
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Figure 3.3: The tweezers are overlapped in the axial direction by imaging

a Rb atom. By integrating the EMCCD counts in a region of interest we

obtain a fluorescence signal that is maximised when the image is in focus.

The focus of the tweezer is translated relative to the focus of the imaging

system. (a) The SLM is used to translate the focus of the 1064 nm tweezer in

the axial direction. (b) Telescope lenses are used to translate the focus of the

817 nm and 938 nm tweezers in the axial direction. 5-axis mounts hold the

lenses such that one full rotation of the lens translates the focus by ∼ 2µm.

insufficient.

In order to overlap the tweezers in the axial direction, we image the point

spread function of a Rb atom after translating the tweezer focus. Figure 3.3

displays the fluorescence signal (obtained by integrating the EMCCD counts

in a region of interest) as a function of the tweezer’s axial position. The

fluorescence signal is maximised when the images are in focus. When im-

ages of Rb atoms in the different tweezers are all in focus, it is a sign that

the tweezers are positioned in the same object plane. The SLM is used to

translate the focus of the 1064 nm tweezer, maximising the flourescence sig-

nal at a displacement of -15.68(6)µm, as displayed in Figure 3.3(a). For the

817 nm and 938 nm tweezers, the focus is translated in the axial direction by

rotating a lens in a 5-axis mount to translate the lens axially. The effect is

to make the tweezer beam either converging or diverging when it enters the

high NA lens, thus shifting the focus position. One full rotation of the lens

in the 938 nm tweezer beam path corresponds to a displacement of the focus

position by 1.7(2)µm. After the measurement in Figure 3.3(b), the lens was
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left at -0.4(1) turns, where the fluorescence signal is maximised. Similarly, a

full rotation of the lens in the 817 nm tweezer beam path corresponds to a

displacement of the focus position by 1.5(1)µm. After the measurement for

the 817 nm tweezer, the lens was returned to its original position.

Having overlapped the tweezers, an obvious question arises: how susceptible

are the tweezer positions to drifts? Vibrations might cause pointing noise,

or changes in the humidity and temperature of the environment affect the

mechanical stability of mounts for optics. We regularly repeated the overlap

measurements over a period of several months and calculated the correlations

of the results with environmental variables. The measured overlap position

drifted by as much as 0.8µm and was correlated with the mean humidity

and pressure, likely due to the expansion and compression of the piezo actu-

ators attached to a mirror in the 817 nm tweezer beam path. Therefore, we

installed a dehumidifier to maintain better control over the humidity in the

laboratory. Furthermore, when we installed the two-axis AOD, we removed

the piezo actuators. These actions reduced the measured drift to within

0.3µm over a period of several weeks.

3.1.3 Tweezer Characterisation

We determine the tweezer trap frequencies using parametric heating mea-

surements. Parametric heating occurs when the trap intensity is mod-

ulated at double the oscillation frequency of an atom in the trap [218].

Figure 3.4 displays the results of experiments where the amplitude of the

intensity modulation is large enough to eject an atom from the trap, ei-

ther during the 50 ms of modulation or in a subsequent diabatic trap drop.

In Figure 3.4(b) we measure the axial trap frequency of a Cs atom in

the 1064 nm tweezer. We use the fact that arbitrary phase patterns can

be decomposed into a series of orthogonal Zernike polynomials to cor-

rect optical aberrations using the SLM [187, 188]. We optimise the am-

plitude of one order of Zernike polynomial by measuring the effect on

the axial trap frequency. This process is repeated in turn for several

polynomials corresponding to the most significant aberrations in the op-

tical system. We find optimal amplitudes {A[Z2
2 ], A[Z4

0 ], A[Z2
−2], A[Z4

4 ]} =
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Figure 3.4: The axial trap frequency is determined by parametric heating

measurements. (a) The trap intensity is modulated at a variable frequency

for a duration of 50 ms. A subsequent diabatic trap drop ejects hot atoms.

(b) Zernike polynomials with optimised amplitudes are added to the SLM

kinoform in order to maximise the axial trap frequency of a Cs atom in a

1064 nm tweezer. (c) An array of 817 nm tweezers is used to trap Rb atoms.

After using a CCD to normalise the trap powers, the axial trap frequencies

are balanced to within 1 %.
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{−0.20(2),−0.13(1),−0.087(3), 0.08(1)}waves. The axial trap frequency for

Cs in a 1064 nm tweezer with a power of 13 mW at the atoms was mea-

sured to be 12.54(3) kHz without any Zernike polynomials applied, which

was improved to 16.81(6) kHz by the optimisation procedure. We note that

the optimisation of the trap frequency does not necessarily remove optical

aberrations, but it is reasonable to assume that the bottom of the potential

is still approximately harmonic. We calculate an optimised beam waist of

1.19(1)µm.

When forming an array of tweezer traps it is important that their intensities

are the same. Figure 3.4(c) presents the results of a parametric heating

measurement for Rb atoms in a 1D array of four 817 nm tweezers. The

separation between the traps is 4µm. Before the measurement, the powers of

the traps were balanced using a CCD. The range of trap frequencies measured

across the array is within 1 % of the mean. We conclude that the CCD

normalisation successfully balances the trap intensities.

We have performed characterisation measurements of the beam waists for

the 817 nm, 938 nm, and 1064 nm tweezers along the three orthogonal trap

axes. When the beam power outside of the cell and the transmission of

the optical system are known, we can calculate the beam waist from a trap

frequency measurement. Table 3.1 summarises results of characterisation

measurements for all of the tweezers. The radial anisotropy wx > wy is due

to clipping of the tweezer beams by mirrors and their mounts before the beam

reaches the high-NA lens. The aim of changing the mounting of the dichroics

in the tweezer beam paths was to reduce clipping, which would in turn reduce

the beam waist in the affected direction, wx. The process did not improve the

beam waists of the 938 nm tweezer. Likely this is a result of curvature on the

dichroic mirror that the 938 nm tweezer beam reflects off, caused by unequal

tension from the glue that fixes it to its mount. In contrast, the results show

that the change was effective for the 817 nm tweezer. The improvement in

beam waist for the 1064 nm tweezer is due to the application of appropriate

Zernike polynomials.
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Before Re-alignment

Tweezer

Wavelength (nm)
Transmission wx (µm) wy (µm) zR (µm)

814 0.66(2) 1.02(2) 0.82(2) 3.27(14)

938 0.73(2) 1.247(15) 1.036(18) 4.5(2)

1064 0.69(3) 1.530(13) 1.350(6) 6.91(18)

After Re-alignment

Tweezer

Wavelength (nm)
Transmission wx (µm) wy (µm) zR (µm)

817 0.78(2) 0.910(6) 0.815(5) 3.39(3)

938 0.78(2) 1.29(2) 1.16(2) 5.2(2)

1064 (with

Zernike corrections)
0.86(2) 1.17(2) 1.05(2) 4.18(14)

Table 3.1: Tweezer transmission and beam waists before and after imple-

menting the new dichroic mounting. The beam waists wx,y and Rayleigh

ranges zR are determined in parametric heating experiments. The radial

asymmetry, wx > wy, is due to clipping of the tweezer beams before they

reach the high-NA lens. The re-alignment process was detrimental for the

waists of the 938 nm tweezer, however the waists of the 817 nm tweezer were

improved.

3.2 Temperature Measurements

The initial motional state of the atom is sampled from a thermal distribution,

so we can characterise the external state using a temperature measurement.

The release-and-recapture method is a well-established way of measuring the

temperature of an atom in an optical tweezer trap [219, 220]. Figure 3.5(a)

illustrates the required steps: the trap is turned off to release the atom and

then turned back on after a variable period of time to recapture the atom.

The likelihood of recapturing the atom depends on its kinetic energy and

how far it travels while the trap is off. The situation can be simulated using

classical equations of motion and sampling the initial position and velocity

from a thermal Maxwell-Boltzmann distribution. In Figure 3.5(b) we present

the results of a release and recapture measurement of a Cs atom in a 938 nm
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Figure 3.5: Temperature measurements of a Cs atom in a 938 nm tweezer.

(a) The release and recapture method: the trap is turned off for a duration

t during which the atom moves with a velocity v sampled from a thermal

distribution. When the trap is turned back on, the displacement x from

the trap centre determines whether the atom is recaptured. (b) Fitting a

Monte Carlo simulation to a release and recapture measurement we extract

a temperature of 5.3(4)µK for a trap depth of 0.88 mK. (c) Holding a Cs

atom in a 2.3 mK 938 nm tweezer causes heating at a rate of 23.2(3)µK s−1.
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tweezer with a depth of 0.88 mK, after polarisation gradient cooling has been

applied. By comparing the recapture probability as a function of release time

to a Monte Carlo simulation we extract a temperature of 5.3(4)µK. Since

the cylindrically-symmetric tweezer is more tightly confining in the radial

direction, we relate the measured temperature to a mean motional level of

〈n〉 = 1.33(13) averaged over the radial directions.

Three things are worth noting about the temperature measurements. Firstly,

we typically measure 〈n〉 ∼ 2. Secondly, an adiabatic ramp of the trap power

preserves the motional level and therefore changes the temperature. Finally,

any recaptured atoms will likely gain energy from the process. Moving a

tweezer or ramping its power after the release and recapture can easily cause

additional loss of the motionally excited atoms, which can be misinterpreted

as a hotter temperature. To avoid the additional loss, the atom should either

be cooled straight after the release and recapture or re-imaged before there

is an opportunity for additional loss. The data in Figure 3.5(b) were taken

with immediate re-imaging, whereas the data in Figure 3.5(c) implemented

cooling after release and recapture.

Figure 3.5(c) presents release-and-recapture measurements of the heating due

to holding a Cs atom in a 2.3 mK 938 nm tweezer. In these measurements

the trap depth is ramped up after loading and imaging. Both the release and

recapture and the re-imaging to detect survival were performed in a 2.3 mK

trap to avoid additional loss complicating the interpretation of results. We fit

a linear heating rate of 23.2(3)µK s−1, which is significantly larger than the

predicted 12µK s−1 due to recoil from scattering tweezer photons. The fitted

offset of 18.8(1.3)µK implies a mean motional level of 〈n〉 = 3.4(5), which is

also larger than expected after polarisation gradient cooling. The increased

temperature after cooling and the excessive heating rate likely originate from

the intensity noise which appears when the tweezer power is above a certain

threshold (see Section 2.1.4), with the measured threshold being within 10 %

of the power that creates a 2.3 mK trap. However, we note that the linear

increase in temperature, rather than exponential, is indicative of pointing

noise rather than intensity noise [218]. This could occur through a coupling

between the intensity and the trap centre position, such as in the presence

of strong vector light shifts [150, 155, 221].
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Figure 3.6: Stages of an experiment involving transfer between hyperfine spin

states. An initial image determines whether an atom was loaded. Raman

sideband cooling and optical pumping prepare the motional state and the

spin state. A depump pulse or coherent microwave or Raman pulse transfers

the atom between spin states. Finally, a state-selective pushout pulse maps

the spin state onto the trap occupancy in a final image.

3.3 Internal State Control

Figure 3.6 outlines the general structure of an experiment: image, prepare

the quantum state, manipulate the quantum state, then project the quantum

state and re-image. The initial image determines whether the run of the

experiment started with an atom. Runs that start without an atom are

excluded from post-processing. Then we prepare a particular spin state, and

some experiments also require preparation of a particular motional state.

Our optical pumping (OP) scheme (see Section 2.1.4) prepares a specific

hyperfine spin state; |↑〉 = |f = 2,mf = 2〉 for Rb, or |↑〉 = |4, 4〉 for

Cs. Implementing Raman sideband cooling (RSC) allows preparation of the

motional ground state of the trap, as will be discussed in Chapters 4 and 5. If

we pulse on the OP↑ beam, the impurity of the polarisation or misalignment

of the quantisation axis mean that the atom is no longer in a dark state and

will scatter photons. The depump step is therefore used to characterise the

fidelity of the OP. In other cases, coherent transfer between hyperfine spin

states is required. MW radiation or the Raman beams can be used to make

a spin-flip transition to the |↓〉 = |1, 1〉 state for Rb, or the |↓〉 = |3, 3〉 state

for Cs. Finally, we detect the spin state by ramping down the trap depth and
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ejecting atoms from the upper hyperfine manifold using a resonant pushout

pulse. Only atoms in the lower hyperfine manifold survive to be re-imaged at

the end of the sequence. The icons in Figure 3.6 will be used in the rest of this

chapter to illustrate the stages involved in particular experiments, which are

performed simultaneously for a Rb atom and a Cs atom in separate tweezers.

3.3.1 Initial State Preparation

The fidelity of the state preparation depends on the OP beams selectively

driving σ+ transitions. The selectivity depends on two criteria: that the

incident light is circularly polarised with the correct handedness and that

the propagation direction of the beam is parallel to the quantisation axis.

We maximise the state preparation fidelity by addressing each of the criteria

in turn.

Figure 3.7 outlines an experiment which tests the fidelity of the state prepa-

ration. The experiment is composed of four stages. Firstly, both OP beams

are applied for 5 ms, which is a sufficient duration to saturate the probability

of occupying the dark state even with suboptimal OP beam polarisation.

Secondly, 0.7µW of OP↑ light is pulsed on for sufficient duration to observe

depumping from the nominally dark state, |↑〉. When the polarisation is

impure or the quantisation axis misaligned, then the spin-stretched state is

no longer dark to the incident light and the depumping rate increases. The

resultant spin state after depumping has a roughly equal probability of being

in the upper or lower hyperfine manifolds. Thirdly, a pushout pulse ejects

atoms from the upper hyperfine manifold and finally any surviving atoms

are re-imaged. When the OP successfully prepares the |↑〉 state, the pushout

pulse should eject every atom. In this case, optimising the OP corresponds

to minimising the survival probability.

The polarisation of the OP beams is set to maximise the probability of driving

a σ+ transition. Figure 3.7(a) presents results from the depumping experi-

ment when the quarter waveplate which both OP beams pass through was

set to different angles. In this case the depump duration was 10 ms. Only

small adjustments to the quarter waveplate angle are made so that the initial

state preparation still has a sufficiently high fidelity. The depumping rate is
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Figure 3.7: Optimising the fidelity of OP using a 4-stage experiment: 1)

prepare the atom in the dark state, 2) depumping OP↑ light reduces the dark

state occupation, 3) a pushout pulse ejects an atom from the upper hyperfine

manifold, 4) image to measure the survival probability. (a) The angle of the

quarter waveplate sets the polarisation of the OP light. The depumping

rate is minimised when the OP light preferentially drives σ+ transitions. (b)

The E/W shim field modifies the direction of the quantisation axis. The

depumping rate is minimised when the quantisation axis is aligned with the

OP beam propagation direction. The different depumping rates of Rb and

Cs lead to different widths and depths of the fitted features.



Chapter 3. Single Atom Control 61

minimised for a quarter waveplate angle of 341(1) ◦ for Cs, or 339.2(1) ◦ for

Rb. Notably, Rb was more sensitive to the waveplate angle, which is related

to having a faster depumping rate. The optimal angle is within 1 ◦ of where

the OP beam has maximally circular polarisation, as measured before the

light reaches the cell. We conclude that there is a small modification to the

polarisation due to the birefringence of the cell wall. We support this theory

using measurements of the polarisation of the OP beam before and after it

has passed through the cell. The same fraction of circular polarisation is

achievable after passing through the cell. However, there is a phase shift of

4.6(5) ◦; the OP beam has maximally circular polarisation at a slightly dif-

ferent angle of the waveplate. We set the quarter wavplate angle to 339.2 ◦

so that the depumping rate is minimised.

We set the currents in the shim coils to apply a bias magnetic field in the N/S

direction parallel to the propagation direction of the OP beams. Figure 3.7(b)

displays results from the depumping experiment when the orthogonal E/W

shim field was set at a range of different fields. For these measurements the

depumping duration was 2 ms. The N/S shims are set to apply a field of 3 G,

reduced from the usual 4.8 G so that the direction of the total field is more

sensitive to the field applied in the E/W direction. The depumping rate is

minimised for Cs when the E/W shims apply a field of 0.055(4) G in the west

direction, but for Rb the optimal field was 0.17(2) G in the west direction.

In practice, we compromise between the optimal fields for Rb and Cs.

3.3.2 Trap-Induced Spin Relaxation

Spontaneous Raman scattering of tweezer photons causes undesired spin re-

laxation. Having prepared the atoms in the dark state, any manipulation

must be carried out before spin relaxation occurs. The Raman scattering

rate is proportional to the intensity of the tweezer and scales with the de-

tuning from the D1 and D2 lines as 1/∆4 [222]. The Raman scattering rate

is therefore much less in the 1064 nm tweezer compared to the 817 nm or the

938 nm tweezer, and there is incentive to use lower intensities. However, as

we shall see in Section 5.3 and Section 4.5, there are situations in which the

tweezer power and wavelength are constrained by other conditions. At a typ-
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ical intensity 100 kW cm−2 used for holding and moving atoms in tweezers,

the Raman scattering rate for a Cs atom in the 938 nm tweezer is 4 s−1 [164],

and the rate for a Rb atom in the 817 nm tweezer is 6 s−1.

A simple but important distinction must be made between the spontaneous

Raman scattering rate and the spin relaxation rate. Not every scattering

event changes f , but the measured spin relaxation rate depends upon f

changing. Just as the total scattering rate is the sum of the Rayleigh scat-

tering rate (when the state does not change) and the Raman scattering rate

(when the state does change), so the Raman scattering rate can be split into

f -changing or f -maintaining rates.

Intensity noise on the tweezer light can cause a transition between spin states.

The intensity noise can induce transitions between mf states when its fre-

quency is near to the Zeeman splitting of hyperfine sublevels and the po-

larisation of the tweezer is impure [223]. Noise at these frequencies is most

likely to occur from non-linear mixing of tones in the multitone signal used to

create an array. Therefore, we test the spin relaxation rate when the tweezer

AOD is driven with a multitone signal. For this experiment the depump step

plays an additional role: if the atom’s mf state changes, then it is no longer

dark to the OP↑ light. Scattering OP↑ photons is then likely to change the

f state of atoms that were in a different mf state of the upper hyperfine

manifold, such that the pushout should only eject atoms that are in the dark

state. We measure spin relaxation with a 1/e time of 0.18(6) s for a Cs atom

in a 1 mK 938 nm trap when the AOD is driven with two tones differing by

2 MHz. Similarly, we measure spin relaxation with a 1/e time of 0.11(3) s for

a Rb atom in a 1 mK 817 nm trap when the two-axis AOD is driven with

four tones all differing by 2 MHz. These results are consistent with the ex-

pected spontaneous f -changing Raman scattering rates from tweezer photon

scattering, which implies that we can create arrays of tweezer traps with-

out the additional mf state scrambling caused by intensity noise and impure

polarisation.



Chapter 3. Single Atom Control 63

? ?

Figure 3.8: Coherent transfer between Rb hyperfine spin states is achieved

using a MW pulse. (a) Rabi oscillations between hyperfine spin states with a

Rabi frequency of 5.863(3) kHz and a coherence time of 9.4(9) ms. (b) When

the MW frequency is detuned from resonance, the generalised Rabi frequency

increases and the maximum probability of occupying the |↓〉 state is reduced.

The faded orange background displays a best fit to the data.

3.3.3 Coherent Transfer Between Spin States

Coherent transfer between spin states is an important step in many atomic

and molecular physics experiments, which is achieved using either resonant

MW radiation, or a two-photon optical Raman transition. There are pros

and cons to each method. The Rabi frequency of the MW transitions is

constrained to < 10 kHz by technical limitations. Furthermore, our lab

only had access to one MW signal generator. Alternatively, the two-photon

Raman transitions can give a stronger coupling, but also suffer from addi-

tional sources of decoherence due to fluctuations in the powers of the Raman

beams and thermal dephasing as a result of spin-motion coupling. Although

the spin-motion coupling could be removed by using co-propagating Raman

beams, exerting control over the motional state is essential for RSC. Overall,

we choose to use MW transitions to drive spin flip transitions for Rb, and

we use two-photon Raman transitions to drive spin flip transitions for Cs.

MW transitions with long coherence times are achieved by removing sources
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of decoherence. Figure 3.8(a) displays Rabi oscillations between the |↑〉 and

|↓〉 spin states of a Rb atom. The best-fit curve has a Rabi frequency of

ΩMW = 5.863(3) kHz and a coherence time of 9.4(9) ms, an order of magni-

tude greater than the π pulse duration. In order to achieve such long coher-

ence times, we reduce thermal dephasing from the differential light shift of

the tweezer by removing kinetic energy from the atom [170]. We use RSC

to prepare an atom in the motional ground state of the trap. The RSC ends

with the atom in the dark state, |↑〉. The trap depth is ramped down to

0.2 mK so that the differential light shift from the tweezer is < 3 kHz. Then,

A MW pulse of variable duration at a frequency near the Zeeman-shifted

ground state hyperfine splitting induces Rabi flopping between the hyperfine

spin states. Finally, the pushout pulse projects the spin state onto the trap

occupancy measured in a final image. The long coherence time of the Rabi

oscillations gives us confidence that high-fidelity transfer between the spin

states is possible.

The MW frequency must be on resonance in order to maximise the transfer

between spin states. The probability of detecting an atom in the |↑〉 state is

given by:

P↑(t, δ) =

(
ΩMW

Ω
sin(

Ωt

2
)

)2

, (3.1)

where Ω =
√

Ω2
MW + δ2 is the generalised Rabi frequency when the MWs

are driven at a Rabi frequency ΩMW and δ is the detuning from resonance.

Figure 3.8(b) shows how detuning from resonance speeds up the frequency

of oscillations and limits the maximum transfer. In this experiment the

maximum transfer was also limited by imperfect initial state preparation.

The measured transition frequency for the Rb atom in the 4.78 G applied

magnetic field is 6844.7193(3) MHz.

These measurements indicate that high-fidelity transfer between hyperfine

spin states is possible using a π pulse. However, a more precise test of the

fidelity requires applying multiple pulses.
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Figure 3.9: The fidelity of the OP is quantified by comparing the OP

timescale to the depumping timescale. (a) The atom is prepared in the

|↑〉 state then transferred to the |↓〉 state. An OP pulse of variable dura-

tion starts transferring the atom back to the dark state with a 1/e time of

1.3(4)µs for Cs and 3(1)µs for Rb. (b) After preparing the atom in the

dark state, a depumping pulse from the OP↑ beam reduces the dark state

population due to the finite probability of driving σ− or π transitions. The

1/e time is 38(5) ms for Cs and 18(1) ms for Rb.
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3.3.4 Fidelity of State Preparation and Transfer

At certain stages of the experiment we require the spin to be reset to the dark

state by dissipative OP. In particular, this is an essential step for RSC. It is

important to reduce heating by minimising the number of photon scattering

events. This is achieved by selectively driving σ+ transitions, as previously

discussed. We can characterise the performance of the OP by comparing the

rate of scattering into and out of the dark state.

Figure 3.9(a) displays a measurement of the time taken to pump into the

dark state from a spin-stretched state in the lower hyperfine manifold. After

preparing the atom in |↑〉, a π pulse transfers to |↓〉. Then both OP beams

are applied for a variable duration. The measured timescale for pumping into

the dark state is mostly dependent on the scattering rate of the OP↓ beam,

and the OP↑ beam acts as a repump. Since it is the scattering rate of the

OP↑ beam which dominates the depumping rate, it is beneficial to reduce the

scattering rate of this beam. With this in mind, we set the intensity of the

OP↑ beam to 0.06 mW cm−2 and the intensity OP↓ beam to 0.5 mW cm−2.

For these intensities, with the detuning set on resonance, the 1/e time for

the results in Figure 3.9(a) is 1.3(4)µs for Cs and 3(1)µs for Rb. The finite

offset observed for Rb in Figure 3.9(a) is unexpected, but is caused either

by depumping between the OP pulse and the pushout, or more likely by the

pushout beam being off-resonant, resulting in incomplete pushout for this

particular experiment.

Figure 3.9(b) displays a measurement of the depumping rate out of the dark

state. The experiment uses the optimised quarter waveplate angle and shim

fields, with the same OP beam intensities: 0.06 mW cm−2 for the OP↑ beam

and 0.5 mW cm−2 for the OP↓ beam. Depumping from the dark state oc-

curs with a 1/e time of 38(5) ms for Cs and 18(1) ms for Rb. The tweezer

causes observable spin relaxation on these timescales, such the the measured

depumping rate is 1/τ = 1/τOP↑ + 1/τtweezer. Correcting for the contribu-

tion from the tweezer with trap depth 2 mK for Cs, or 1.5 mK for Rb, we

calculate a depumping 1/e time due to the OP↑ beam of 70(20) ms for Cs,

and 24(3) ms for Rb. Comparing the depumping rate to the OP rate, we

can estimate the probability of preparing the dark state as > 1− 1.5× 10−4
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assuming that both rates remain constant. In reality, the OP rate will slow

down once there is a significant probability of occupying the upper hyperfine

manifold. To get another perspective, we can compare the purity of the OP↑

beam’s polarisation.

We estimate the polarisation purity by comparing the scattering rate of the

OP↑ beam to the depumping rate. The scattering rate is measured with a

similar method as the depumping experiment, except that the quantisation

axis is set at 45◦ to the OP beam propagation direction during the depump

pulse. This allows the incident light to couple to all of the spin states. We

ramp down the trap power during the depump step for both the scattering

rate and the depump measurement, such that we remove the spin relaxation

caused by the tweezer. The detuning of the OP beams is adjusted to com-

pensate for the change in light shift. Comparing the scattering rate and

depumping rate for a Cs atom, we estimate the probability of driving a σ+

transition relative to the probability of driving a σ− or a π transition, giving

a polarisation purity of (3.7(8))× 103 : 1.

We characterise the fidelity of transferring between spin states by applying

a series of spin flips. Figure 3.10(a) displays the results of applying an odd

number of π pulses to an atom that starts in the |↑〉 state. For these mea-

surements it is important to minimise the effects of thermal dephasing by

preparing the atom in the motional ground state. The error from each pulse

compacts, such that after a series of N pulses, the probability of occupying

|↓〉 is given by [224]:

P↓ =
1

2
+

1

2
(1− dif )(1− d)N . (3.2)

Here, dif is the depolarisation probability of the initial state preparation

and final state detection, including loss during imaging. d is the average

error per pulse. The detuning and duration for the pulses are optimised in a

preliminary experiment. The results from fitting Equation 3.2 to the data in

Figure 3.10(a) are summarised in Table 3.2. For Cs, we use 2-photon Raman

transitions with a pulse duration of 16µs, which is short enough that the spin

relaxation due to scattering tweezer photons contributes a depolarisation of

only 2 % for a sequence of 100 pulses. The dominant contribution to the pulse

error, d = 0.048+0.006
−0.006, is from off-resonant spontaneous Raman scattering
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Figure 3.10: Measuring the fidelity of transferring between spin states and of

detecting the spin state. (a) After preparing the atom in the dark state, we

apply an odd number of spin-flip pulses before a pushout pulse and image

detects the state. The spin flip is performed with a MW pulse for Rb and a

2-photon Raman carrier transition for Cs. (b) The atom is prepared in the

|↓〉 state by OP and a spin flip. Then, we apply a series of pushout pulses

to measure the fidelity. Anomalous points in the data for Rb are plotted as

faded triangles.
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Measurement Cs Rb

Depolarisation (state preparation,

imaging, and pushout)
0.07+0.03

−0.04 0.09+0.08
−0.08

Error per π pulse 0.048+0.006
−0.006 0.014+0.004

−0.002

Depolarisation (state preparation

and imaging)
0.04+0.05

−0.04 0.00+0.08
−0.00

Error per pushout 0.034+0.008
−0.006 0.024+0.002

−0.004

State preparation error 0.002 0.002

Table 3.2: Results from measurements of state preparation, detection and

gate fidelity.

from the Raman beams. For Rb, we use MW transitions, for which the

dominant contribution to the pulse error, d = 0.014+0.004
−0.002, is from dephasing

caused by differential light shifts [150, 225] and magnetic field noise. The

detrimental effects of differential light shifts could be further suppressed by

satisfying a “magic” trapping condition [226, 227]. However, removing the

dephasing due to magnetic field noise would require choosing a Zeeman-

insensitive transition.

We characterise the fidelity of the state detection by applying a series of

pushout pulses. This helps discern the dominant contribution to the state

preparation and measurement error. Figure 3.10(b) displays the results from

preparing an atom in |↑〉, applying a spin-flip to transfer to |↓〉, and then ap-

plying a series of pushout pulses. The trap depth is ramped up in 1 ms and

down in 1 ms between pushout pulses so that scattering from the trap during

this period of the sequence is accounted for. The results from Equation 3.2

to the data in Figure 3.10(a) are summarised in Table 3.2. By extracting

the error due to the pushout, we find that the depolarisation due to the

state preparation and imaging is negligible for Rb, but as high as 0.04+0.05
−0.04

for Cs. These depolarisation values are consistent with separate measure-

ments of repeated imaging pulses, suggesting that the error in the initial

state preparation is small.

These state preparation fidelities are an important part of the sequence for

creating a molecule by magnetoassociation. Efficient magnetoassociation is
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possible when Rb and Cs are prepared in the |1, 1〉 and |3, 3〉 spin states re-

spectively, as has been demonstrated in experiments with bulk mixtures [162,

163]. The measurements above show that we can prepare this joint spin state

with a probability of 0.935+0.007
−0.007. However, we have not yet accounted for spin

relaxation during the time taken to merge the traps together. Furthermore,

efficient magnetoassociation also requires preparation of the motional ground

state, which is the subject of the next chapter.



Chapter 4

Designing the Protocol for

Raman Sideband Cooling

Preparing an atom in a particular motional state is an important stage in

a range of atomic and molecular physics experiments. Experiments have

demonstrated quantum interference between motional states [86] or used mo-

tional states as a synthetic dimension [228]. Reduction in thermal dephasing

improves the fidelity of the transfer between quantum states [149, 154, 225],

an essential component for implementing quantum gates. Most importantly

for our purposes, magnetoassociation of two atoms into a molecular state

requires initiation in the relative motional ground state [99, 146]. The asso-

ciated molecule inherits the motional state of the atom pair [99, 155].

It is therefore our aim to cool an atom to the motional ground state of its

trapping potential. Ground-state cooling of single particles was first demon-

strated for heavy atomic ions using resolved-sideband cooling [147, 148, 229],

and then for lighter ions using Raman sideband cooling (RSC) [230, 231] or

electromagnetically-induced transparency cooling [232]. Subsequently, simi-

lar methods were applied to neutral atoms in optical lattices using RSC [172,

233, 234]. In the following text we explain how RSC can be used to prepare a

single neutral atom in the motional ground state of an optical tweezer [149–

154].

A significant portion of the material in this chapter is taken from the author’s

work in Ref. [166].

71
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Figure 4.1: The two stages of a Raman sideband cooling iteration. First a

coherent two-photon Raman transition transfers some of the population from

|↑;n〉 → |↓;n− 1〉. One beam is circularly polarised for σ+ transitions with

Rabi frequency Ωσ. The other is linearly polarised for π transitions with Rabi

frequency Ωπ. The single-photon detuning from the excited state is ∆R. Then

a dissipative optical pumping step resets the spin, preserving the motional

level: |↓;n − 1〉 → |↑;n − 1〉. Each iteration of these stages removes one

quantum of motional energy, ~ωtrap, where ωtrap is the trap frequency. The

hyperfine spin state manifolds are labelled by the total angular momentum

quantum number, f .

4.1 The Method of Raman Sideband Cooling

RSC relies on two processes to transfer the atom between the motional Fock

states |n〉 of the optical tweezer trap. In the first step, a stimulated two-

photon Raman transition transfers the atom between hyperfine spin states,

|↑〉 and |↓〉. When the transition is on resonance with a lowering sideband,

it performs a spin flip and reduces the motional level: |↑;n〉 → |↓;n − 1〉.
Then, in the second step, OP transfers the population back into the original

hyperfine state while preserving the motional level: |↓;n − 1〉 → |↑;n − 1〉.
Separating the two steps by alternating pulses between Raman and OP beams

allows faster cooling than applying both sets of beams simultaneously [235].

The combination of the two processes reduces the motional level by one

quantum, as illustrated in Fig. 4.1. Iterating over the procedure cools the

atom into the lowest motional level, at which point there is no further level

to descend to, and so the atom decouples from both the Raman and the OP

light.
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The effectiveness of an RSC protocol is determined by the competition be-

tween cooling rates and heating rates. The main limitation on the cooling

rate is the reduced sideband transfer due to dephasing from differential light

shifts, beam power fluctuations, and magnetic field noise. The important

sources of heating are intensity and pointing noise from the tweezer trap,

recoil from OP photons, and off-resonant Raman transitions which increase

the motional level. These obstacles to effective ground-state cooling are ad-

dressed in Section 4.4.

4.2 Internal and External States

The tight confinement of optical tweezers puts the atom in the Lamb-Dicke

(LD) regime, allowing control over the external motional level through atom-

light interactions [236]. Atoms are illuminated by laser light, leading to pho-

ton scattering events which result in atomic recoil due to the conservation

of momentum. The LD parameter η =
√
ωrecoil/ωtrap =

√
~k2/(2mωtrap)

is determined by the trap frequency, ωtrap, and the photon recoil energy,

~ωrecoil = ~2k2/2m for resultant wavevector k and mass m. The LD param-

eter satisfies η2(n + 1) � 1 in the LD regime, resulting in a suppression of

motional excitation during photon scattering events [7]. Being in the LD

regime is important for both of the aforementioned steps of RSC. In the OP

step, the excitations and subsequent spontaneous emissions are on the car-

rier transition, i.e. they preserve the motional level. But it is also possible

to make transitions between specific motional states - sideband transitions -

provided the transition linewidth is smaller than the spacing of the energy

levels. A stimulated two-photon Raman transition satisfies this condition by

coupling two long-lived states via an excited state that is not populated [237,

238]. Sideband transitions that change the motional level occur at intervals

of the trap frequency. In standard notation, a blue sideband (BSB) transi-

tion increases the motional level, whereas a red sideband (RSB) transition

reduces the motional level. The direction of the atomic recoil momentum

determines which trap axes the Raman transition can couple to. To cool

to the 3D ground state, the laser beams driving Raman transitions must be

arranged to allow coupling to the different trap axes.
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Figure 4.2: Simplified diagram of the hyperfine structure of a Rb atom show-

ing the desired two-photon Raman transition and an undesired Raman tran-

sition. The hyperfine structure for Cs has different values for the total an-

gular momentum quantum number f . Blue: a two-photon Raman transition

between two spin-stretched states is possible when one Raman beam drives

a σ+ transition and the other drives a π transition. The energy difference

is added to one of the Raman beams using the upper sideband of an EOM.

Red: if the circularly polarised Raman beam has residual light of the opposite

handedness, it can drive a two-photon Raman transition with the lower EOM

sideband that destructively interferes with the desired transition. We sup-

press this possibility by offsetting the EOM frequency by 10 MHz and using

the AOM frequencies to bring the desired transition back onto two-photon

resonance.
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Fig. 4.2 displays a desired and an undesired two-photon Raman transition

coupling the spin-stretched hyperfine states used in this work. RB1 predomi-

nately drives σ+ transitions and RB2 drives π transitions. Other two-photon

transitions are forbidden by dipole selection rules. The desired transition,

in blue, occurs via a single virtual excited state. The other transition, in

red, requires RB1 to drive σ− transitions with the lower EOM sideband fre-

quency. The red transition is possible through two virtual excited states

(|f ′ = 1,mf ′ = 1〉 and |f ′ = 2,mf ′ = 1〉). There is quantum interference

when the Raman transition is possible through several pathways, which in

this case makes the Raman coupling quite sensitive to the polarisation of

RB1. Therefore, we suppress the undesired transition by setting the polar-

isation of RB1 using an 1000 : 1 polariser and a quarter waveplate with a

retardance of 0.267 waves at 780 nm, and 0.243 waves at 852 nm. Assuming

linearly polarised incident light and that the waveplate angle is set to within

1 degree, this maintains a polarisation purity of 500 : 1 (calculated using

Jones matrices [239]). Secondly, we offset the EOM frequency by 10 MHz,

νEOM = νHFS +10 MHz, such that when the frequencies of AOM1 and AOM2

are set to bring the desired transition into two-photon resonance, the unde-

sired transition is detuned by −20 MHz.

4.3 Master Equation Formulation

The evolution of the atomic state can be described by the Schrödinger equa-

tion [240] or the Lindblad master equation [241, 242], or approximated by

a series of rate equations [243]. Herein I will present the master equation

approach since it more naturally includes the influence of dissipation. In this

formalism the time evolution of the density operator, ρ, is given by

ρ̇ = − i
~

[H, ρ] + L, (4.1)

where the Hamiltonian H describes coherent evolution and the Lindblad

operator L describes dissipation.

An insightful model is made using the simplifying assumptions that the atom

is in a harmonic potential interacting either with the coherent drive of the Ra-

man beams, or a dissipative term from the OP beams. The time-dependent
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Hamiltonian includes the coherent terms from the harmonic confinement, the

internal atomic spin state, and an interaction term describing the influence

of the Raman beams [244]:

H =
∑
n

n~ω|n〉〈n| ⊗ I − I ⊗ ~δσz
2

+HR. (4.2)

Here ω is the trap frequency of the harmonic potential with motional levels

|n〉, δ is the 2-photon detuning, and σz is the third Pauli spin operator.

We drop the ground state energy ~ω
2
|↓;n = 0〉〈↓;n = 0| which provides an

arbitrary offset. The interaction Hamiltonian from the Raman beams couples

the motional levels with the internal spin states [245]:

HR =
~ΩR

2

(
eiη(a+a†) ⊗ σ+ + e−iη(a+a†) ⊗ σ−

)
. (4.3)

The momentum kick from a photon-scattering event is ~∆k = ~|kπ − kσ|,
with ∆kx̂ = η(a+a†) for Raman LD parameter η. We introduce the spin-flip

operator σ± = σx± iσy. The rate at which population is transferred between

motional states is defined by the Rabi frequency [246]:

Ω(n,m) = ΩRe
−η2/2

√
n<!

n>!
η|n−m|L|n−m|n<

(η2). (4.4)

Here n< is the smaller of the motional levels {n,m}, and n> is the larger. The

Raman Rabi frequency, ΩR = ΩπΩσ/(2∆R), depends on the single-photon

Rabi frequencies, Ωπ and Ωσ, and the single-photon detuning from the P3/2

manifold, ∆R. L
|n−m|
n< (η2) is an associated Laguerre polynomial [247]. In the

LD regime we can simplify Ω(n, n − 1) ' η
√
nΩR [248]. The dependence

of Ω(n,m) on both the initial and final motional levels has two important

consequences. Firstly, the coupling depends on the order of the sideband

transition |n − m|, a fact that we will revisit in Section 4.7. Secondly, the

coupling depends on the motional level n, leading to thermal dephasing when

the initial motional state is sampled from a thermal distribution.

The OP step is modelled by a Lindblad operator that describes dissipation.

We assume that each OP step scatters 3 photons [156], giving

γOP =
√

ΓOP

(
eiηOP(a+a†)

)3

⊗ σ−. (4.5)

ΓOP is the scattering rate of the OP beam, and the recoil from the OP

photons (spontaneously emitted in a dipole radiation pattern) defines the
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Figure 4.3: Simulations of the master equation calculate the probability of

not occupying the ground state after a series of RSC pulses. 30 pulses of the

same duration are applied, taking ω = 2π × 120 kHz, η = 0.131, and ΩR =

2π× 25 kHz. The detuning is optimal at the carrier-dressed RSB transition.

The pulse duration, τ , is optimal close to a π-pulse for the motional level

|n = 3〉.

OP LD parameter ηOP. Using γOP we form the Lindblad operator:

L = γργ† − 1

2
ργ†γ − 1

2
γ†γρ. (4.6)

We have simplified the discussion to a single dimension. The generalisation to

3D is trivial, but since the directions are independent we retain the simplicity

of using 1D and analyse each direction separately.

Two of the model parameters are particularly important for effective ground-

state cooling: the two-photon detuning δ, and the Raman pulse duration τ .

Fig. 4.3 displays the results of numerical simulations using QuTiP [249]. The

aim is to minimise the probability of occupying motional states with n > 0.

The initial state is taken to be a thermal distribution with a temperature of

15µK corresponding to an average motional level 〈n〉 = 2.13 when the trap
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angular frequency is ω = 2π×120 kHz (a representative trap frequency for the

radial direction). The state evolves under the Raman interaction Hamilto-

nian for a duration τ with a detuning close to the RSB transition, transferring

population down a motional level. Then the Raman interaction is removed

(ΩR = 0) and the OP is turned on with ΓOP = 100 ms−1 for a duration of

2π/ΓOP = 63µs so that the spin state is reset with > 99 % probability. The

pair of pulses repeats 30 times, at which point the motional ground state

occupation probability is approximately saturated as the cooling from the

RSB pulse balances the heating from the OP pulse. The first thing to note

is that the cooling is most efficient when the detuning is made resonant with

the RSB transition; δRSB = −ω+Ω2
R/2ω (where the second term comes from

the carrier dressing of the sideband transition). When detuned from the RSB

transition, the Raman beams drive oscillations between states at the gener-

alised Rabi frequency, Ωg =
√
δ2 + Ω(n,m)2. The increase in the generalised

Rabi frequency when detuned results in a broad fringe pattern; the cooling is

worst when the change in generalised Rabi frequency means that the chosen

pulse duration drives a 2π rotation. Secondly, the optimal pulse duration

is approximately a π-pulse for |n = 3〉: τπ(3, 4) = π/Ω(3, 4) ' π/
√

4ηΩR.

The optimal π-pulse duration targets a motional level greater than the aver-

age motional level of the initial thermal distribution so that the fraction of

the population distribution in high-lying motional levels is also cooled. For

the parameters of this simulation, the initial thermal distribution has a 1 %

probability of occupying a motional level n > 12. The Rabi frequency has

vanishing coupling to certain motional levels, resulting in population trap-

ping, which is manifested in the narrow fringe pattern as the pulse duration

is varied. Nevertheless, the simulation predicts a range of pulse durations

and two-photon detuning for which high-fidelity ground state preparation is

achieved.

Another important parameter is the trap frequency ω, which determines the

motional energy-level spacing ~ω and the LD parameter η =
√
ωrecoil/ω.

As presented so far, our model suggests that increasing the trap frequency

should be beneficial. For example, there is a reduced probability of motional

excitation during the OP step, and the Rabi frequency for the sideband

transition will have a weaker dependence on the motional level. However,
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achieving a larger trap frequency requires increasing the tweezer intensity,

which increases the heating rate due to intensity noise. This is one of several

practical considerations not included in the model.

4.4 Sources of Heating

The RSC protocol performs best when heating rates are minimised. The

final motional ground state occupation probability depends on the balance

between cooling and heating rates. In our realisation of the RSC protocol

care has been taken to minimise heating rates from various sources.

Off-resonant single-photon scattering from the Raman beams is detrimental

to cooling. Firstly, the scattering event causes atomic recoil, as does the

subsequent spontaneous decay from the excited state. Secondly, the spin

state is likely to change and must be reset with an OP step before cooling

can continue. The single-photon scattering rate is greatly suppressed by

setting the frequency of the Raman lasers far-detuned from the transitions

to the P3/2 manifold: ∆R > 40 GHz.

Off-resonant two-photon Raman transitions can be similarly detrimental to

cooling. These undesired transitions reduce the cooling rate by skipping a

cooling step and necessitating another OP step to reset the spin, which has

associated heating from photon recoil. The effect is simulated in our model

and can be mitigated by controlling the spectral width using temporally

shaped pulse profiles (see Section 4.6).

To perform efficient RSC it is crucial to reduce motional excitation while

changing the spin state. A limiting factor is the spin-motion coupling intro-

duced by the vector light shift of the optical tweezer trap [155, 221]. For

a linearly polarised tweezer, the tight focusing of the light introduces some

ellipticity to its polarisation around the focus, resulting in a vector light shift

equivalent to a nonuniform magnetic field [149, 150, 250]. As the vector light

shift has a spatial dependence, there is an effective magnetic field gradient

that offsets the trap centre for different mf states. The displacement in the

trap centre for a spin flip with ∆mf = 1 between hyperfine states is similar

to the ground-state atomic wavepacket size. Therefore, there is a high prob-
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ability of motional excitation during the OP step. In our setup, the tweezer

polarisation is set along the x-axis which results in an effective magnetic field

that points in the y-direction. We suppress the effective field gradient, and

consequently the spin-motion coupling, by applying a magnetic field of 4.8 G

along the x-direction during OP and RSC which is perpendicular to the ef-

fective magnetic field [150]. This applied magnetic field contributes . 1 mG

of magnetic field noise and we measure drifts in the ambient field of order

1 mG from day-to-day.

After mitigating the vector light shifts, the remnant heating from OP is due

to recoil from photon scattering. If the polarisation of the OP beams is

impure, then more photon scattering events are required to reach the same

probability of occupying the dark state. The effect of OP polarisation purity

is quantified in Section 4.8.

The tweezer trap introduces decoherence and heating which scale with the

trap depth. The desire to mitigate these detrimental effects motivates the

design of a cooling protocol which performs well at relatively low trap depths.

4.5 Reducing the Trap Depth

Our RSC protocol uses a sequence of Raman pulses to cool an atom to the

motional ground state, starting from outside the LD regime. In order to

accomplish this, the Raman pulses are shaped with a smoothed temporal

profile and the pulse sequence targets several different sideband transitions.

Using these techniques enables cooling at lower trap depths where both the

decoherence caused by differential light shifts and the heating from photon

scattering are reduced. More specifically, lowering the trap depth can increase

the effectiveness of RSC by increasing the cooling rate and reducing heating

rates. The cooling rate is proportional to the sideband transfer efficiency,

which is improved by reducing dephasing from differential light shifts that

scale proportional to the trap depth [150, 225]. The differential light shifts

are significant in our case because the tweezers are near-detuned to ensure

species-selectivity [98]. Furthermore, the heating rates from tweezer photon

scattering, intensity noise, and pointing noise are reduced by using lower
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Figure 4.4: The temporal and spectral profiles of different pulse shapes. (a)

The Tukey (with a cosine fraction of 2/3) and Blackman-Harris pulse shapes

have the same pulse area as a square pulse if the durations are 1.5 and 2.79

times longer respectively and the peak amplitude is the same. (b) The Fourier

spectrum of a square pulse demonstrates broad sidelobes. The temporal

smoothing of the Tukey and Blackman-Harris pulse shapes suppresses the

sidelobes. (c) Starting in |n = 0〉, the probability of excitation after applying

a Raman pulse on the RSB increases with the Rabi frequency, ΩR. The peak

Rabi frequency is scaled to keep the pulse area the same for the different

pulse profiles. The pulse shapes with a broad Fourier spectrum have a higher

probability of excitation. The trap frequency is ω = 120 kHz and the pulse

duration is τ = π/ηΩR, with LD parameter η = 0.13.

trap depths [218, 251]. Finally, given the practical limit of maximum tweezer

power available, using less power per trap allows the production of larger

arrays. Therefore there is high incentive to design a cooling protocol that

works for shallow traps where the atom is initially outside the LD regime.

Below we provide more details of the measures we have implemented to

overcome the challenges of implementing RSC in relatively shallow traps.
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4.6 Pulse Shaping

Pulse shaping is required when using lower trap depths to reduce the prob-

ability of off-resonant Raman carrier or BSB transitions. Lowering the trap

depth decreases the sideband splitting such that the finite width of the

Raman pulse’s Fourier spectrum results in an increased probability of off-

resonant excitation. These undesired transitions reduce the cooling rate by

skipping a cooling step and necessitating another OP step to reset the spin,

which has associated heating from photon recoil.

A suitable pulse shape is chosen based on the balance between its spectral

width and the temporal duration required to achieve a π-pulse. Fig. 4.4(a)

compares a square pulse profile to a Blackman-Harris profile and a Tukey

profile with cosine fraction 2/3 [252]. The first consideration is to minimise

the spectral width to avoid off-resonant excitation from two-photon Raman

transitions. The abrupt change in amplitude of the square pulse results in the

appearance of sidelobes in the Fourier spectrum in Fig. 4.4(b). The Tukey

profile smooths the edges of the pulse to suppress sidelobes:

A(t) =


1
2

[
1− cos

(
2πt
aτ

)]
for 0 ≤ t ≤ aτ/2

1 for aτ/2 < t < τ(1− a/2)
1
2

[
1− cos

(
2πt
aτ

)]
for τ(1− a/2) < t ≤ τ

(4.7)

The pulse area is a = 2/3× that of a square pulse with the same pulse

duration and peak amplitude. The Blackman-Harris profile is shaped to

minimise the sidelobes in the Fourier spectrum:

A(t) = 0.35875−0.48829 cos

(
2πt

τ

)
+0.14128 cos

(
4πt

τ

)
−0.01168 cos

(
6πt

τ

)
.

(4.8)

The pulse area is 0.35875× that of a square pulse with the same pulse du-

ration and peak amplitude. Fig. 4.4(c) displays the results of solving the

Schrödinger equation for the application of a Raman π-pulse on the RSB,

having started in the motional ground state. Here we consider the radial di-

rection, using a trap frequency of ω = 120 kHz and LD parameter η = 0.13.

The square pulse profile has a significant probability of off-resonant excita-

tion. The excitation probability is reduced by using a Tukey profile, but still

increases with the Rabi frequency. For our radial trap frequencies, the Tukey
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profile maintains the minimal excitation given by the Blackman-Harris profile

provided that the Rabi frequency is < 40 kHz. The side effect of smoothing

the pulse profile is a lower mean Rabi frequency; in order to achieve the

same pulse area either a longer duration or a higher peak Rabi frequency is

required. Longer pulses are undesirable as they allow time for spontaneous

scattering from the tweezer or the Raman beams. And given that there is

limited laser power available for the Raman beams, we choose the Tukey pro-

file for the radial directions so that a lower peak Rabi frequency is required.

However, in the axial direction the smaller trap frequency necessitates using

a Blackman-Harris profile. In practice, RB1 is always a square pulse, so

the Raman coupling is the convolution of the RB2, RB3 or RB4 pulse pro-

file with a square pulse. In the radial directions, the resultant square-root

Tukey profile still maintains an acceptable excitation probability of < 10−5

for Rabi frequencies < 30 kHz. However, for the axial direction we shape

the RB4 pulse with the square of a Blackman-Harris profile, such that the

convolution of RB1+RB4 is a Blackman-Harris profile.

4.7 Higher Order Sideband Cooling

Using shallow trap depths means that the atom starts outside the LD regime,

such that the Raman coupling has a stronger dependence on the motional

level. In the LD regime, the Rabi frequency has only a weak dependence

on the motional level. However, in the axial direction where ηz ∼ 0.3, the

initial thermal distribution with 〈nz〉 ∼ 10 starts outside of the LD regime.

Fig. 4.5(a) shows the result of solving the Schrödinger equation for the appli-

cation of a Raman pulse on the first RSB, demonstrating population trapping

where the Raman coupling vanishes at n = 35. In contrast, Fig. 4.5(b)-(d)

demonstrate how higher order sideband transitions can be used to achieve

strong coupling to motional levels of n > 20. The higher order sideband

transitions can also achieve a faster cooling rate as they reduce the motional

level by several quanta in one step [243]. In order to address a wide range of

motional states, the pulse duration is set to a π-pulse for nmax, the motional

level that maximises the sideband Rabi frequency: τ = π/Ω(nmax, nmax+∆n)

where dΩ(nmax, nmax + ∆n)/dn = 0. Cooling from outside the LD regime is
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Figure 4.5: Outside of the LD regime, higher-order sideband transitions en-

able coupling to the full thermal distribution of motional levels. A simulation

of applying an n→ n+∆n sideband π-pulse for the motional level, nmax, that

maximises the sideband Rabi frequency: τ = π/Ω(nmax, nmax + ∆n) where

dΩ(nmax, nmax + ∆n)/dn = 0, with a LD parameter η = 0.35. Lilac: the

initial thermal population distribution for the |↑〉 spin state with 〈n〉 = 10.

Purple: The population distribution after applying the Raman pulse. Gold:

nmax. Red curve: the sideband Rabi frequency Ω normalised by the peak Ra-

man Rabi frequency ΩR demonstrates the variation of coupling as a function

of the initial and final motional levels: Ω(n+∆n)/ΩR = |〈n|eiη(a+a†)|n+∆n〉|.
(a) ∆n = −1, nmax = 7. (b) ∆n = −2, nmax = 21. (c) ∆n = −3, nmax = 41.

(d) ∆n = −4, nmax = 66.
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achieved using a sequence of pulses targeting different sideband transitions.

4.8 Optimising the Pulse Sequence

We design a RSC pulse sequence that cools an atom to the 3D motional

ground state. To cool the radial axes it is sufficient to use pulses targeting the

first RSB. Using a fixed pulse duration achieves a similar fidelity of motional

ground-state preparation compared to an optimised routine where each pulse

duration is an independent variable [253]. However, having identified that the

axial direction involves cooling from outside the LD regime, we use numerical

simulations in QuTiP [249] to design an effective RSC protocol.

The first observation is that the start of the pulse sequence should address the

upper end of the motional state distribution. The initial thermal distribution

with 〈n〉 ∼ 10 has a 1 % probability of occupation in a state |n > 48〉.
We address this portion of the population distribution using pulses on the

∆n = −4 RSB until P (n = 66) < 10−3. Subsequent groups of pulses address

the ∆n = −3 and ∆n = −2 sideband transitions, bunching the population

distribution in the lower motional levels. Then the Rabi frequency becomes

particularly important in the final stage of the pulse sequence transferring

the bunched population distribution into the motional ground state.

The choice of Raman Rabi frequency is a compromise between minimising

off-resonant excitation and maintaining robustness against detuning fluctu-

ations. Fig. 4.6 applies 30 repetitions of a set of 3 Blackman-Harris pulses

to an initial bunched population distribution resulting from a sequence of

higher-order sideband pulses. The Rabi frequency for a Blackman-Harris

pulse is time-dependent, but the mean Rabi frequency represents the ampli-

tude of a square pulse with the same pulse duration and the same pulse area.

The 3 pulses have durations and frequencies which address n = 21 using the

∆n = −2 sideband, n = 7 using the ∆n = −1 sideband, and n = 1 using the

∆n = −1 sideband respectively. Before each pulse the two-photon detun-

ing is sampled from a normal distribution with standard deviation 3 kHz to

simulate realistic experimental noise. The mean of the normal distribution

is detuned by (0, 2, or 4) kHz from the relevant RSB transition to simulate
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Figure 4.6: Simulation of an axial RSC pulse sequence in the presence

of detuning fluctuations. A set of 3 pulses with π-pulse duration for

n = 21, 7, and 1 on the ∆n = −2,−1, and − 1 sidebands respectively is

repeated 30 times. Before each pulse the two-photon detuning, δ, is sampled

from a normal distribution with standard deviation 3 kHz and mean as shown

in the legend. A mean Raman Rabi frequency of 4 kHz maintains high-fidelity

ground state preparation even with finite detuning from the RSB transitions.
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Figure 4.7: Overview of the final RSC pulse sequence. The sequence is split

into groups that are repeated, and each group alternates pulses between a

pair of Raman beams and an OP step. The labels denote the axis (x,y,z)

addressed by each beam pair. The subscripts on z denote which axial side-

band transition is driven. (a) Groups 1, 2, and 3 have the same format.

RB1 (blue) uses a square pulse, whereas RB2 (green) and RB3 (yellow) use

a Tukey pulse shape and RB4 (purple) uses the square of a Blackman-Harris

pulse shape. (b) The pulse structure used for group 4 of the full sequence.

Here we target the n − 2 and n − 1 sidebands in the axial direction, and

the inner radial direction (x) uses two different durations denoted by the

subscripts t1 and t2.

long-term drifts in beam powers affecting the sideband transition frequency.

The errorbars in Fig. 4.6 correspond to the standard deviation of 3 repeats.

If the Raman Rabi frequency becomes too similar to the trap frequency (here

ω = 20 kHz), the cooling efficiency is impeded by off-resonant excitation on

the carrier transition. However, reducing the Rabi frequency reduces the

width of the sideband transition. A narrower sideband transitions implies

an increased sensitivity to changes in the two-photon detuning. Therefore,

guided by simulations, we compromise by choosing a mean Rabi frequency

of 4 kHz for the axial direction.

We bring the previous considerations together to construct a pulse sequence

that cools an atom to the 3D motional ground-state starting from an initial
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temperature of 10-30 µK. The resulting pulse sequence, displayed in Fig. 4.7,

is composed of 4 groups of pulses which are repeated 5, 10, 10, and 15 times,

respectively. Groups 1, 2, and 3 have the form shown in Fig. 4.7(a). The

radial pulses target the n− 1 sideband with a duration that corresponds to

a π-pulse for atoms in n = 3. In the axial direction, the pulse duration is

chosen to maximise the Raman coupling for the desired sideband transition:

T = π/ηΩ(nmax, nmax + ∆n). Group 1 applies pulses on the n − 4 sideband

with nmax = 66, group 2 applies pulses on the n−3 sideband with nmax = 41,

and group 3 applies pulses on the n − 2 sideband with nmax = 21. Group

4 is the final set of pulses illustrated in Fig. 4.7(b). In the radial direction

with the smaller trap frequency, x, we alternate the pulse duration between

a π-pulse for n = 1 or n = 3 on the n−1 sideband. In the axial direction, we

alternate between pulses on the n − 2 and n − 1 sidebands with nmax = 21

and nmax = 7, respectively. The whole pulse sequence takes 45 ms. See

Appendix A for a table with full details of the pulse sequence.

Simulating imperfect polarisation of the OP beams tests the performance of

the RSC pulse sequence. In order to obtain efficient ground state cooling,

the heating from photon recoil must be minimised. After implementing mit-

igations, the remaining recoil heating mostly comes from the OP steps, and

is minimised when the polarisation is pure so that fewer scattering events are

required to pump. To investigate the required level of OP purity, we insert

a depump operator in direct opposition to OP [235]:

γDP =
√

ΓDPσ
+
(
eiηOP (a+a†)

)3

. (4.9)

To quantify the required OP purity we run simulations of the aforementioned

RSC pulse sequence cooling the axial direction with trap frequency 20 kHz,

using Blackman-Harris pulse shapes with a mean Raman Rabi frequency of

4 kHz. The 2-photon detuning is randomised between pulses using a normal

distribution with standard deviation 5 kHz. 95 % ground state occupancy

is achieved for a ratio of ΓOP/ΓDP > 2500, as plotted in Fig 4.8. Having

designed a pulse sequence and constrained the parameters, the next task is

to test it with experimental measurements.
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Figure 4.8: Simulation of the effects of polarisation impurity on an axial

RSC pulse sequence. A depump operator directly counteracts OP, limiting

the dark state fidelity. Here a full axial pulse sequence is simulated with

ω = 20 kHz, Blackman-Harris pulse shapes with a mean Raman Rabi fre-

quency 4 kHz, and two-photon detunings repeatedly sampled from a normal

distribution with a standard deviation of 5 kHz. A final motional ground

state occupation probability of 95 % is achieved when the polarisation purity

is better than 2500:1.



Chapter 5

Preparing an Atom Pair in the

Motional Ground State

In this chapter we present experimental results verifying the effectiveness of

the RSC pulse sequence. Practical considerations for the implementation of

a RSC protocol are introduced. Raman sideband spectroscopy is used to

determine the 3D motional ground-state fraction. After preparing ground-

state atoms in separate optical tweezers, the atoms are merged into a common

tweezer with minimal motional excitation. The end product is an atom pair

in the relative motional ground state of a common trap; the initial state

required for magnetoassociation into a molecular state.

5.1 Experimental Realisation

Some precursor measurements are required in order to find the optimal pa-

rameters for the RSC pulse sequence. Namely, we need to know the Rabi

frequency and the 2-photon detuning to set for each pulse. As we have seen

in the previous chapter, both of these parameters have a significant impact

on the cooling efficiency. In this section we will describe the initial measure-

ments required to get a close first estimate of the optimal values.

The AOM frequencies are set to give a 2-photon detuning resonant with the

desired sideband transition. The frequency of the transition depends on the

light shift from the Raman beam, the differential light shift from the tweezer,

90
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Zeeman shifts from the ambient magnetic field, and the trap frequency. In

principle, these quantities can be calculated in advance of any measurement,

providing an estimate of the sideband transition frequency.

To more precisely set the AOM frequencies, we measure the sideband spec-

trum. The measurement involves initiating an atom in a hyperfine sublevel

using OP, then pulsing on two of the Raman beams simultaneously at a

variable 2-photon detuning (the spectroscopy pulse), and finally applying a

pushout pulse to detect whether the spin state of the atom has changed. If

the Rabi frequency of the Raman beams is unknown, one might choose a

spectroscopy-pulse duration significantly longer than the expected coherence

time in order to decrease the chance of unwittingly performing a 2nπ phase

rotation and ending in the initial state. The longer pulse durations have

the added benefit of decreasing the Fourier width of the pulse, allowing a

higher resolution measurement of frequencies. However, the best contrast

between sideband peaks and the background is achieved by applying a π-

pulse. Red and blue sidebands should be visible in the sideband spectrum

when the initial motional state is sampled from a thermal distribution. The

AOM frequencies for the RSC pulse sequence are set to target the desired

RSB transitions.

Unfortunately, the differential light shift from the tweezer is likely to change

as the atom is cooled during RSC and the spatial extent of the atomic wave-

function shrinks [225]. Furthermore, anharmonicity in the trapping potential

would broaden and shift the sideband transition for a thermal state [152].

Therefore, it is advisable to optimise the AOM frequencies using a measure-

ment of the motional ground-state fraction.

It is important to set the Raman Rabi frequencies for the beam pairs by

choosing appropriate beam powers. The Raman Rabi frequency, ΩR =

Ω1Ω2/2∆R can be calculated if the beam waists, beam powers, and transition

dipole moments are known quantities. The Rabi frequency of the individ-

ual beams can be calculated from their light shift, Ω2
1,2/2∆R, or scattering

rate, ΓΩ2
1,2/4∆2

R. Alternatively, the Raman Rabi frequency can be directly

measured from Rabi oscillations, provided that the coherence time is long

enough to measure several periods. After measuring the carrier Raman Rabi

frequency for a pair of Raman beams, we adjust the beam powers so that
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Figure 5.1: Raman sideband spectroscopy before and after the RSC pulse

sequence. In (a) and (b) a 100µs Tukey pulse with RB1+RB3 targets the

radial directions. Trap asymmetry allows the two orthogonal radial axes to

be resolved. Before RSC, plotted in lilac, both the BSB and RSB transitions

are visible. After RSC the amplitudes of the RSB peaks vanish. In (c) and (d)

a 400µs Blackman-Harris pulse with RB1+RB4 targets the axial direction.

Initially, the atom is outside of the LD regime, as is manifest in the visibility

of higher order sideband transitions. The lilac line in (c) was taken after

applying part of the RSC protocol on the n − 4 and n − 3 sidebands. The

nonzero offsets in (a)–(d) are attributed to spin-changing photon-scattering

events and imperfect state preparation and detection.

the sideband π-pulse durations for Rb and Cs are similar. A table of the

parameters used for our RSC pulse sequence is given in Appendix A.

5.2 Ground-state Cooling in Separate Traps

The majority of the results and discussion in the rest of this chapter are

taken from the author’s work in Ref. [166], based on experiments before the

new dichroic mounts and 2D AOD were installed.
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The RSC pulse sequence is designed for high-fidelity preparation of single

atoms in the motional ground state. We confirm the effectiveness of the RSC

pulse sequence using sideband thermometry in Fig. 5.1. Assuming a thermal

distribution, the ratio of the RSB and BSB peak amplitudes gives the prob-

ability of occupying the motional ground state P (n = 0) = 1−ARSB/ABSB =

1 − 〈n〉/(〈n〉 + 1), where 〈n〉 is the mean motional level [254]. Once the

RSC protocol has transferred the atom to the motional ground state, the

probability of driving a RSB transition vanishes. The difference between the

sideband spectra before and after applying RSC is clearly manifest in Fig-

ure 5.1. Panels (a) and (b) show data from experiments using a 100µs pulse

with RB1+RB3 to target the radial directions. Panels (c) and (d) show data

from experiments using a 400µs pulse with RB1+RB4 to target the axial di-

rection and in this case higher order sideband transitions are visible because

the atom starts outside the LD regime. After RSC, we extract mean mo-

tional levels of {nx, ny, nz}Cs = {0.000+0.014
−0.000, 0.02+0.02

−0.02, 0.03+0.03
−0.02} for Cs, and

{nx, ny, nz}Rb = {0.06+0.02
−0.02, 0.00+0.04

−0.00, 0.10+0.02
−0.02} for Rb. This corresponds to a

3D motional ground-state fraction of 0.95+0.03
−0.04 for Cs in a 2 mK deep 938 nm

trap, and 0.86+0.03
−0.04 for Rb in a 1.5 mK deep 814 nm trap. The distribution

after RSC is not thermal, but the sideband ratio method is still expected to

give a sufficiently accurate estimate of the ground-state probability.

5.2.1 Robustness of the Raman Sideband Cooling Pro-

tocol

The RSC protocol is resilient against fluctuations in the two-photon detuning

and Rabi frequency. This resilience is achieved by applying enough pulses

to saturate the ground-state probability. The required number of pulses de-

pends on the detuning from two-photon resonance and the pulse duration,

but in the radial direction we can saturate the ground-state probability after

∼ 30 pulses. Our protocol uses 55 pulses on each radial axis so that the

radial sideband detuning can drift by 6 kHz with minimal effect on the final

ground-state probability given the 20-30 kHz Rabi frequencies. Similarly, the

axial sideband detuning must be set to within 2 kHz. This insensitivity to fre-

quency offsets is promising for the extension of this scheme to larger arrays;
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normalisation of the array’s trap intensities to within 10% should result in

comparable cooling performance across the array. The Raman beam powers

fluctuate by < 3 % (< 2 kHz change in light shift), such that the variations

in the two-photon Rabi frequency and two-photon detuning are within the

boundaries previously stated. Furthermore, the reported 3D ground-state

probabilities are achieved when simultaneously cooling Rb and Cs, demon-

strating that crossover effects from the influence of the 780 nm light on the

Cs RSC, or 852 nm light on the Rb RSC are negligible. All together, our

simultaneous RSC protocol is a robust method of achieving 3D ground-state

probabilities of > 80% for both species.

It is possible to further increase the robustness of the RSC protocol by re-

peating the pulse sequence. Over a period of several weeks, this can save

time correcting for changes in the optimal 2-photon detunings. Naturally,

by avoiding optimising the detunings one concedes a lower final ground-state

fraction. Nevertheless, we found that using two repeats of the RSC protocol

instead of optimising the detunings gave a typical 3D ground-state probabil-

ity of & 80% for both atomic species. The results in this work were taken

shortly after experimental optimisation of the parameters to demonstrate the

best performance of the RSC protocol.

The use of both RB2 and RB3 in the pulse sequence is not strictly necessary.

As previously stated, the geometry of the Raman beams means that the

wavevectors of both RB1+RB2 and RB1+RB3 have a finite projection onto

both trap axes. The trap asymmetry means sideband transitions along both

radial axes can be spectrally resolved. It follows that only one of RB2 or

RB3 is required for the RSC protocol. Although the measurements in this

chapter use both RB2 and RB3, we subsequently verified that the cooling

protocol reaches the same final ground-state fraction using only RB2.

5.2.2 Dephasing of Rabi Oscillations

The effectiveness of the RSC protocol can be seen by examining Rabi oscil-

lations on the Raman carrier transition before and after cooling. Fig. 5.2

displays a measurement of carrier Rabi oscillations of a Rb atom using

RB1+RB3 which can couple to the motion in the radial direction. The
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Figure 5.2: Carrier Rabi oscillations for a Rb atom with and without applying

the RSC pulse sequence. (a) In an 814 nm tweezer without applying RSC we

fit a temperature of 25(2)µK and a Raman Rabi frequency of 32.8(3) kHz.

Strong thermal dephasing is evident, so fitting a damped sine gives a 1/e time

of 0.053(8) ms. (b) In an 814 nm tweezer after applying RSC the thermal

dephasing is removed and we fit a Rabi frequency of 20.32(11) kHz and a

1/e time of 0.25(4) ms. The remaining dephasing is due to the spread of

differential light shifts from the tweezer. (c) The effect of differential light

shifts is reduced by trapping in a 938 nm tweezer, which is much further

detuned from atomic transitions. We fit a damped sine with Rabi frequency

21.06(9) kHz and 1/e time 1.2(6) ms. This data was taken using RB1+RB2,

where RB1 uses a square pulse shape and RB2 uses a Tukey pulse shape.

The dashed line shows the expected state preparation and detection fidelity

of 0.95.
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carrier Rabi frequency can be evaluated using Eq. 4.4 with m = n. With-

out applying the RSC pulse sequence, the thermal distribution of motional

levels leads to a distribution of Rabi frequencies and hence causes dephas-

ing. This is evident in Fig. 5.2(a), taken in an 814 nm tweezer without any

RSC, where fitting a damped sine function allows us to extract a 1/e time of

0.053(8) ms. We can extract the temperature by instead fitting a sum over

the Rabi oscillations from the different motional levels [149];

PF=1(t) =
∑
n

PMB(n, T ) [1− cos(Ωr(n, n)t)] /2, (5.1)

where PMB(n, T ) is the Boltzmann probability of occupying motional state

n for a thermal distribution with temperature T . We include the coupling

to both radial axes using Ωr(n, n) = Ωx(n, n)Ωy(n, n)/ΩR in order to extract

the mean temperature. We fit a Raman Rabi frequency of 32.8(3) kHz and

a temperature of 25(2)µK. For comparison, the mean temperature from the

radial sideband spectroscopy before RSC shown in Fig. 5.1(b) is 15(2)µK.

Typically, we expect a temperature of ∼ 30µK, as measured using the release

and recapture method.

Fig. 5.2(b) shows the extended coherence time of carrier Rabi oscillations

straight after applying the RSC protocol in the 814 nm tweezer. The fitted

1/e decay time is 0.25(4) ms. In a precursor sideband thermometry measure-

ment we measured a motional ground state probability of 0.86+0.06
−0.06. This

high fidelity preparation into the motional ground state removes the effect of

thermal dephasing. We attribute the remaining dephasing to a combination

of factors stemming from the bare diode laser source used for the tweezer.

Firstly, the tweezer wavelength of 814 nm is relatively near-detuned to the Rb

D1 and D2 lines, leading to significant differential light shifts of ∼ 15 kHz.

Secondly, we measure increased broadband intensity noise on the tweezer

light after it has passed through the optical fibre which delivers light to the

experiment and a subsequent polariser. We believe this noise originates from

multiple modes propagating in the fibre. Together, these factors result in

an enhanced spread of differential light shifts and increased dephasing. Note

that this additional dephasing is also present in Fig. 5.2(a), meaning that the

fitted temperature is likely an overestimate. To confirm that the additional

dephasing is a result of differential light shifts from the tweezer, Fig. 5.2(c)
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Figure 5.3: Sideband spectroscopy of an array of four optical tweezers that

trap Rb atoms. Applying the RSC protocol simultaneously to the array

achieves a probability of occupying the 3D motional ground state of 0.720.05
0.05,

0.700.07
0.10, 0.480.08

0.12, and 0.670.07
0.09 for trap 0, 1, 2, and 3 respectively. The tweezer

wavelength is 817 nm, different from the wavelength used in the rest of this

thesis. The traps are spaced 4µm apart.

displays Rabi oscillations for Rb in a 938 nm tweezer after applying the RSC

protocol, where we extract a 1/e time of 1.2(6) ms. The 938 nm tweezer has a

similar level of intensity noise, and hence we measure fast dephasing of Rabi

oscillations for a Cs atom. Yet for Rb the dephasing due to the tweezer is

greatly suppressed owing to the greater detuning from the Rb D1 and D2

lines. We note that the additional dephasing associated with the bare diode

laser can be removed by using a single frequency laser source. However, the

robustness of our RSC protocol is demonstrated by the fact that we still

prepare a single motional state with high fidelity despite the presence of this

additional dephasing.

5.2.3 Cooling an Array

In order to prepare an array of ultracold RbCs molecules, we must first pre-

pare an array of atoms in the motional ground state. Installing the 2D AOD

in the 817 nm tweezer beam path made it possible to generate an array of
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traps for Rb atoms. Fig. 5.3 displays sideband spectroscopy after applying

the RSC protocol simultaneously to four tweezers trapping Rb atoms in a

1D array with separation 4µm. The measured motional ground-state prob-

ability is 0.720.05
0.05, 0.700.07

0.10, 0.480.08
0.12, and 0.670.07

0.09 for trap 0, 1, 2, and 3. The

trap frequencies of the array were normalised to within < 3% of the mean

value so that the two-photon detuning was within the bounds of efficient

cooling by the RSC protocol; this level of array intensity normalisation has

been achieved for arrays of over 100 atoms [255]. The motional ground-state

preparation has a lower fidelity than a single trap because of two technical is-

sues that can be easily resolved in future work. Firstly, the intensity noise on

the tweezer light previously mentioned increases with the laser power. Sec-

ondly, the polarisation purity measured straight after the 2D AOD is reduced

by a factor of between 10 - 70 across the array. This leads to a reduction in

purity as measured using the atoms and to a decrease in the efficiency of the

cooling. After this work we installed a polariser after the AOD to restore the

intended linear polarisation. Therefore, we conclude that our RSC protocol

is suited for effective cooling of atoms in an array.

5.3 Transferring Atoms to a Common Trap

Once a Rb and a Cs atom have been prepared in the motional ground states

of their respective tweezers, the next step on the route to creating molecules is

to merge the traps in order to prepare an atom pair in a single optical tweezer.

For molecule creation the atom pair must be in the relative motional ground

state of the trap. Therefore, it is important that the transportation of the

atoms and merging of the traps maintains the motional state. A balance

must be found between merging slow enough to avoid motional excitation

from the movement and not leaving excess time for photon scattering. Our

merging sequence, displayed in Fig 5.4(a), moves the Cs atom in the 938 nm

tweezer to the position of a Rb atom in a stationary 814 nm tweezer, before

transferring both atoms into a 1064 nm tweezer at the same position. We

optimise the merging by decomposing the sequence to isolate the effects on

each atom, as described below. We find that in order to avoid heating, we

must carefully choose the trajectory and duration of movement for the 938 nm
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tweezer in conjunction with the powers of both tweezers.

5.3.1 Choosing a Trajectory

First, we place a limit on the total duration of the merge by considering

photon scattering. As previously mentioned, off-resonant scattering from

the tweezers causes heating from photon recoil through Rayleigh scattering

or changes to the spin state through Raman scattering which necessitates an

additional OP step with associated photon recoil. We calculate a heating

rate in the axial direction of 0.02 quanta ms−1 for Rb in the 814 nm tweezer

with a typical power of 1 mW, and 0.004 quanta ms−1 for Cs in the 938 nm

tweezer for a typical power of 4 mW. These heating rates limit the merge

duration to a few milliseconds.

Secondly, we consider the limitations on the movement of the Cs atom in

the 938 nm tweezer alone. The position of the 938 nm tweezer is dynamically

controlled in the x-direction by an AOD, as previously described in Ref. [98,

165]. Chirping the frequency of the RF signal driving the AOD translates

the tweezer, but the duration of the sweep must be slow enough to avoid

excitation. The probability of excitation depends on the trajectory; a linear

sweep has significant jerk, whereas using a minimum-jerk trajectory reduces

heating [156, 256]. The minimum-jerk trajectory is given by:

xmj(t, d, τ) = d
(
10 (t/τ)3 − 15 (t/τ)4 + 6 (t/τ)5) . (5.2)

Where d is the total distance travelled after a duration t = τ . Assuming that

the trap frequency remains constant during the merge, the heating caused by

the transport is dominated by classical inertial forces. The average quanta

of motional excitation from inertial forces after following a minimum-jerk

trajectory is given by [257]:

〈∆n〉 =
m

2~ω

[(∫ τ

0

sin(ω(τ − t′))ẍmj(t
′)dt′

)2

+

(∫ τ

0

cos(ω(τ − t′))ẍmj(t
′)dt′

)2
]

=
md2

2~ω
14400

ω8τ 10

[
6ωτ cos(ωτ/2) + (ω2τ 2 − 12) sin(ωτ/2)

]2
.

(5.3)
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Figure 5.4: (a) The time sequence for merging atoms in the motional ground-

state. A Rb atom and a Cs atom are loaded, imaged, and cooled in separate

tweezers. The 938 nm tweezer is moved to the position of the 814 nm tweezer

and the 814 nm tweezer is ramped off. Subsequently, both atoms are trans-

ferred into the 1064 nm tweezer. In order to re-image the atoms, the process

is reversed. To avoid pair loss caused by spin relaxation from most combi-

nations of spin states, the sequence is followed while only loading one of the

atomic species. The lower time sequence depicts the relative powers of the

tweezers. The AWG frequency shows when the 938 nm tweezer is moved to

overlap with the 814 nm tweezer. (b) The hybrid minimum-jerk trajectory

(blue) moving the 938 nm tweezer a distance of 4.5µm has a sweep rate (red)

that is constant for the central 10 % of the 1.6 ms duration. (c) The poten-

tials experienced by a Rb atom (dotted line) or a Cs atom (dashed line) in

the 814 nm tweezer with power P814 = 0.64 mW (red) or the 938 nm tweezer

with power P938 = 3.8 mW (blue).
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A sweep duration of τ > 0.11 ms is required to keep the average motional

excitation < 0.01 quanta when transporting a Cs atom with mass m =

2.21 × 10−25 kg a distance d = 4.5µm in a 938 nm tweezer with a radial

trap frequency ω = 2π × (70 kHz). Faster transport while maintaining the

motional state is possible using shortcuts to adiabaticity [258–264], but there

are other limiting factors in our situation.

Unfortunately, the diffraction efficiency of the AOD has an oscillatory de-

pendence on the driving frequency, F , which can cause resonant intensity

modulation at certain sweep rates:

dF

dt
= νFSRνtrap, (5.4)

where νFSR = vs/(2L) is the cavity free spectral range for a cavity of length L

with speed of sound vs, and νtrap is the trap frequency in kHz. Intensity noise

causes parametric heating when the modulation frequency is 2νtrap, or beam-

pointing noise causes heating for a modulation frequency of νtrap [218]. To

determine the origin of the heating, we performed release and recapture tem-

perature measurements after a round-trip sweep. The measurements showed

significant heating for sweep rates satisfying Eq. 5.4, suggesting that the heat-

ing is from beam-pointing noise rather than intensity noise, and that there

is a coupling between the tweezer intensity and the position of the atom.

This coupling could arise from the presence of strong vector light shifts or

the tilting of the trap due to inertial forces during the sweep.

The heating from resonant intensity modulation can be avoided by choosing

a constant sweep rate such that the modulation frequency is not close to the

trap frequency. However, the linear chirp has significant jerk, which will heat

the atom. Therefore, we form a hybrid minimum-jerk trajectory that starts

and ends with a minimum-jerk function [156]:

xhybrid =


xmj(t, 2∆f, 2∆t) for 0 ≤ t ≤ ∆t
15
4

∆f
2∆t

for ∆t < t < τ −∆t

xmj(t− τ + 2∆t, 2∆f, 2∆t) + ατ 15
4

∆f
2∆t

for τ −∆t < t ≤ τ

(5.5)

∆f =
d(

2 + 15α
4(1−α)

) . (5.6)

Here, ∆f is the distance travelled during the minimum-jerk portion of the
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trajectory, and ∆t = τ(1−α)/2 is the time elapsed during each minimum-jerk

portion. The fraction of the total duration which follows the linear trajectory

(α = 0 for fully minimum-jerk and α = 1 for fully linear) is colloquially

named the hybridicity. Both the duration of the sweep, τ , and the hybridicity,

α, determine whether we scan across a bad sweep rate. Fig. 5.4(b) displays

a trajectory with a duration of 1.6 ms where the sweep rate is constant for

the central 10 %. In this work an AOD with a measured νFSR = 180(10) kHz

translates the 938 nm tweezer a distance of 4.5µm (a frequency chirp of

14 MHz) along a trajectory with a hybridicity of α = 0.1. This implies that

the intensity modulation will be resonant with the radial trap frequencies of

64 kHz and 92 kHz for sweep durations of 2.1 ms and 1.5 ms respectively. By

avoiding these sweep durations we can transport the atom without significant

motional excitation.

To maintain both atoms in the motional ground state, we must also consider

the effect of combining the potential of the 938 nm tweezer with that of the

814 nm tweezer. We investigate this experimentally using the merging se-

quence displayed in Fig. 5.4(a). We perform the experiment separately for

each atomic species in order to avoid pair loss and interaction shifts compli-

cating the interpretation of the sideband spectra used to measure any heating.

The pair loss is a result of spin relaxation from all spin state combinations

except when Rb is in |f = 1,mf = 1〉 and Cs is in |f = 3,mf = 3〉. The final

motional state of each atom is sensitive to both the trap depths (set by the

tweezer powers, P938 and P814) and the overlap of the tweezers. We overlap

the tweezers to within 100 nm in both radial directions by pushing out a

Cs atom from the 938 nm or 1064 nm tweezer using the repulsive potential

of the 814 nm tweezer. With the tweezers well overlapped, we observe that

sweep durations longer than 1 ms are required to avoid heating. Therefore we

choose a sweep duration of 1.6 ms which avoids resonant intensity modulation

without leaving excess time for off-resonant scattering from the tweezer. All

that remains is to choose the balance of the trap powers during the merge se-

quence. The Rb atom could be transferred to an excited motional state if the

trap depths of the merging potentials are similar [265]. Alternatively, when

the combined potential experienced by Cs is very shallow, the close spacing

of axial harmonic levels means there is a high probability of motional exci-
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(a) (b)

Cs Rb

Figure 5.5: Ground state occupation of a Rb atom or a Cs atom in a com-

mon 1064 nm tweezer. Raman sideband spectroscopy following the optimised

merging sequence described in the text is used to measure a 3D ground-state

probability of (a) 0.78+0.05
−0.06 for Cs and (b) 0.83+0.04

−0.04 for Rb.

tation. We explore the balance of trap powers by fixing P938 = 3.8 mW and

varying P814. The powers are adiabatically ramped in 1 ms before merging

the traps. The Rb atom starts to spill into the 938 nm tweezer when the

power ratio P938/P814 > 7. In contrast, the trapping potential for the Cs

atom vanishes when P938/P814 < 2. In practice, we find that the heating of

the Cs atom is more severe than that of the Rb atom, and a power ratio of

P938/P814 ∼ 6 is required.

The last step of the merging sequence transfers the atoms to a 1064 nm

tweezer at the same position. An atom in the 1064 nm tweezer experiences

a lower scattering rate and therefore permits a greater precision for the side-

band thermometry used to assess the merging performance. The wavelength

is chosen in anticipation of the subsequent transfer to a molecular state, as

the molecular polarisability in the rovibrational ground state is similar to

that of the Feshbach molecule at 1064 nm [116, 266, 267].

5.3.2 Estimating the Relative Motional Ground-State

Fraction

Finally, we use the constraints previously discussed to determine parameters

for merging a Rb atom in its motional ground-state with a Cs atom in its

motional ground-state. The tweezer powers are set at P938 = 3.8 mW and

P814 = 0.64 mW. This power for the 938 nm tweezer gives trap depths of
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U938
Cs = 1.2 mK and U938

Rb = 0.42 mK, whereas the 814 nm tweezer provides a

trap depth of U814
Rb = 0.50 mK for Rb but functions as a barrier for Cs with

U814
Cs = −0.34 mK. The separated potentials are plotted in Fig 5.4(c). The

trap powers are ramped in 1 ms and the hybrid minimum-jerk trajectory has

a duration of 1.6 ms, with 10 % of the total duration being a linear sweep. The

whole merging sequence is completed within 6 ms. Testing the sequence with

a Cs atom, the mean motional levels extracted from the sideband spectro-

scopies in Fig. 5.5(a) are {nx, ny, nz}Cs = {0.13+0.04
−0.04, 0.05+0.03

−0.03, 0.09+0.04
−0.04}.

Repeating the measurements with a Rb atom, we extract mean motional

levels of {nx, ny, nz}Rb = {0.08+0.03
−0.03, 0.02+0.02

−0.02, 0.09+0.03
−0.03} from the side-

band spectroscopies in Fig. 5.5(b). This corresponds to a 3D ground-state

probability of 0.78+0.05
−0.06 for Cs and 0.83+0.04

−0.04 for Rb. While the decrease in

ground-state probability of the Rb atom is consistent with heating from

tweezer scattering, the optimised parameters have not completely prevented

motional excitation of the Cs atom. We expect an increase of 0.028 quanta

due to tweezer scattering. Yet, the mean motional level in the x-direction has

increased by 0.13+0.04
−0.04 quanta. Most likely this is a consequence of heating

from the resonant modulation of the AOD’s diffraction efficiency, and the

heating is greater than measured with just Cs in the 938 nm tweezer because

the trap frequencies are modified when the two tweezer potentials combine.

The proportion of atoms in the relative motional ground state can be esti-

mated using [99]

P (nrel = 0) =
P (nRb = 0)P (nCs = 0)

1− mCs

mCs+mRb

n̄Cs

n̄Cs+1
− mRb

mCs+mRb

n̄Rb

n̄Rb+1

. (5.7)

The derivation of this formula makes three assumptions. Firstly, that the

centre-of-mass and relative motion are separable. In the 1064 nm tweezer

the Rb and Cs trap frequencies are similar, satisfying ωCs ≈ 1.08ωRb, such

that the centre-of-mass and relative motion are approximately separable.

Secondly, that the distribution of motional levels follows a Boltzmann dis-

tribution. Thirdly, the derivation ignores interactions between the atoms.

While the interactions between the atoms will shift the energy eigenstates

[268], the motional ground state that we prepare is adiabatically connected

to |nrel = 0〉 as the interaction strength is tuned to zero, provided that we can

ignore the effects of trap-induced shape resonances [269, 270]. Therefore, the
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probability of preparing an atom pair in the relative motional ground state,

which becomes |fRb = 2,mf,Rb = 2; fCs = 4,mf,Cs = 4;nrel = 0〉 in the limit

of weak interactions, is P (nrel = 0) = 0.81+0.08
−0.08 following our optimised se-

quence. Using a MW or a Raman carrier π-pulse before merging, we can

transfer to the desired hyperfine spin state with a probability of 0.935(7).

Accounting for a 4(1) % probability of spin relaxation for each atom during

the merge, we expect that 71(7) % of atom pairs will be transferred into the

|1, 1; 3, 3;nrel = 0〉 state. This is the state from which magnetoassociation to

a molecular state can be achieved following a similar scheme employed with

bulk mixtures of Rb and Cs [162, 163].



Chapter 6

Association

Having prepared an atom pair in the relative motional ground state of a

single optical tweezer, we now turn our attention towards manipulating the

interactions between the atom pair, with the aim of creating a molecule.

Coupling between a free atom-pair state and a molecular bound state occurs

at a magnetic Feshbach resonance [271–274]. In bulk gas experiments there is

a long history of using Feshbach resonances to investigate collisional processes

[275, 276], enhance thermalisation rates [277, 278], study many-body physics

[120, 279], and provide a method for associating molecules [54, 55, 280–282].

More recently, the association of a single molecule in an optical tweezer has

been demonstrated [87, 99, 155].

This chapter will outline background theory and report results from our

experiments involving Feshbach resonances. Atomic scattering theory for

two-body collisions provides the background for understanding Feshbach res-

onances. However, for atoms trapped in a tightly-confined optical potential

it is also important to consider the effect of the trapping light. The first con-

sideration is that not all of the energy eigenstates of the harmonic potential

can associate into a molecular bound state. Secondly, the trapping light can

shift the magnetic field at which the Feshbach resonance occurs [283, 284].

Having explored the consequences of these two facts, we will present results

verifying magnetoassociation into a molecular state and characterising the

lifetime holding the molecule in a trap.

106
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open

closed

Figure 6.1: Feshbach resonances for a Rb and a Cs atom (a) Elastic col-

lisions between atoms in the open channel can resonantly couple to bound

states in the closed channel when their energies become degenerate. Inset: a

magnetic field tunes the energy difference between the scattering and bound

states until the states mix at an avoided crossing. (b) The energy of relevant

RbCs molecular bound states relative to the free atom dissociation threshold.

Feshbach resonances occur at 181.6 G and 197.1 G. We access the highlighted

molecular states using adiabatic magnetic field ramps.

6.1 Scattering Theory

To understand the physics of Feshbach resonances, we first start with a sys-

tem of two colliding atoms [134, 214, 285, 286]. The initial quantum state of

the atom pair is called the scattering state and is also referred to as the open

(or entrance) channel, as displayed in Figure 6.1(a). As the atoms approach

each other, the interaction energy follows a potential energy curve, which

might permit bound states. Atoms in different quantum states (closed chan-

nels) would follow a different potential energy curve. Energies are usually

defined with respect to the energy of the scattering state at the dissociation

threshold. The following text provides an overview of how elastic collisions

in the presence of a Feshbach resonance can change the quantum state so

that the atoms transfer to a closed channel. The reader can find further

explanation in textbooks on the topic [287–289].
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Two atoms interacting in an external magnetic field are described by the

Hamiltonian [290, 291]:

Ĥ =
∑

X=Rb,Cs

[
− ~2

2mX

∇2
X +

∑
i=x,y,z

mXω
2
i,X r̂

2
i,X

2
+ ĤX

]
+ V̂ (R),

where mX is the mass of atom X = {Rb,Cs} with position ri,X and trap

frequency ωi,X in the i = {x, y, z} direction. The interaction term V̂ (R) de-

pends only on the internuclear separation, R. ĤX = AX ı̂X · ŝX+geµBBŝz,X+

gnµBBı̂z,X is the internal Hamiltonian for atom X with hyperfine constant

AX , nuclear spin ı̂X , and electron spin ŝX . ge and gn are the electron and

nuclear g-factors respectively. If we assume that centre-of-mass (COM) and

relative motion are separable, the relative coordinates satisfy:

Ĥ =
~2

2µ

(
−1

R

d2

dR2
R +

L̂2

R2

)
+ ĤRb + ĤCs + V̂ (R), (6.1)

for reduced mass µ and orbital angular momentum operator L̂2. The inter-

action term, V̂ (R), has two components: an isotropic potential that projects

onto the potential energy curves, and a magnetic dipole-dipole interaction

between electron spins. The Schrödinger equation can be solved computa-

tionally using coupled-channel methods to extract the wavefunction, bound-

state energies, and scattering properties [292, 293].

Two parts of the two-body Hamiltonian are of particular importance. Firstly,

the energy difference between hyperfine spin states with different magnetic

moments can be tuned using a magnetic field. There exists some magnetic

field where a vibrational bound state of one spin state becomes degenerate

with the other spin state at the dissociation threshold. Secondly, the inter-

action couples different spin states. The coupling between near-degenerate

states strongly modifies the collisional properties.

In certain limits, analytic formulas can be used to determine collisional prop-

erties. Scattering theory generally frames the collision in terms of an initial

incident plane wave interacting with a static particle. The probability of

scattering off the particle is determined by the collisional cross section, which

can be expanded in terms of partial waves. For the ultracold collisions dis-

cussed in this thesis, the low energies exclude collisions in anything except

the lowest partial wave [288, 289]. In this limit, the scattering properties
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are determined completely through the scattering length, a. For collisions

between distinguishable particles the collisional cross-section is then given

by σ = 4πa2/(1 + k2a2) where k is the wavevector [287, 288]. Near to a

Feshbach resonance the scattering length is given by the formula [294]:

a(B) = abg

(
1− ∆B

B −B0

)
. (6.2)

Here, abg is the background scattering length away from the resonance, B0

is the magnetic field at which the resonance occurs, and ∆B characterises

the width of the resonance. Around the energies where the scattering length

diverges, coupling of the near-degenerate quantum states creates an avoided

crossing, as displayed in the inset of Figure 6.1(a). Following the avoided

crossing, one can adiabatically transform the quantum state from the open

channel into the closed channel.

Magnetoassociation involves a magnetic field ramp across a Feshbach res-

onance. When the field ramps downwards sufficiently slowly, the avoided

crossing permits adiabatic transfer into the bound state, creating a Feshbach

molecule (the name refers to the fact that this is a weakly-bound state). The

probability of adiabatically transferring to the bound state is 1−PLZ, where

the Landau-Zener formula gives [295]:

PLZ = exp

(
− ε212

~| d
dt

[E1 − E2]|

)
. (6.3)

Here, ε12 is the Hamiltonian’s off-diagonal matrix element coupling the eigen-

states with energies E1 and E2. For a pair of atoms in an isotropic harmonic

trap, the confinement length scale is given by the harmonic oscillator length,

aho =
√

~/µω. When the scattering length satisfies |abg| � aho, the Landau-

Zener formula can be rephrased in terms of the parameters of the Feshbach

resonance [133]:

PLZ = exp

(
−ω
√

24

aho

∣∣∣∣abg∆B

∂B/∂t

∣∣∣∣). (6.4)

Figure 6.1(b) displays Feshbach resonances at 181.6 G and 197.1 G for a Rb-

Cs atom pair. Following the red and purple lines transfers into the least-

bound state and subsequently a more deeply bound state.

We classify the molecular states by their vibrational level and angular mo-

mentum quantum numbers: |n(fRb, fCs)L(mf,Rb,mf,Cs)〉. The vibrational
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level, n, counts down from from the least bound state: n = −1. fX is the

hyperfine level for the atom X = {Rb, Cs} which has a projection mf,X onto

the quantisation axis. Finally, L is the quantum number for end-over-end

rotation of the molecule which is labelled by {s, p, d, f, ...} = {0, 1, 2, 3, ...}.
Using this nomenclature, the least-bound state is | − 1(1, 3)s(1, 3)〉 and the

more deeply bound state is | − 6(2, 4)d(2, 4)〉. Our model so far describes

how atoms in specified spin states interact in a magnetic field and can bind

to form a molecule.

6.2 Harmonic Confinement

A full description of the interacting atom pair must include the influence

of the trapping potential. We shall see that in order to associate into a

molecular state the atom pair must be in a specific motional state, as well

as the particular spin state for which the Feshbach resonance occurs.

6.2.1 Fermi Pseudopotential

Consider the system of a heteronuclear atom pair confined in the same 3D

harmonic trap. The energy eigenstates are found by diagonalising the Hamil-

tonian from Equation 6.1. We relate the positions of the separate atoms,

ri,X , to the relative, Ri, and COM, di, coordinates, which can be a more

intuitive basis given that the interaction is a function of the separation of

the atoms. In the limit of low energy and large separations, R, (relative to

the effective range of the interaction) we can approximate the interaction

term with a Fermi pseudopotential, V̂ (R) = 2πa~2
µ
δ(3)(R) ∂

∂R
R, for scatter-

ing length a, reduced mass µ, and internuclear separation R [283, 296]. We

estimate the validity of using the Fermi pseudopotential by comparing the

interaction length scale to the harmonic oscillator length scale. The van der

Waals interaction for the RbCs a3Σ+ state has a characteristic length scale

β6 = (2µC6/~)1/4 = 10 nm using C6 = 5694Eha
6
0 for Hartree energy Eh and

Bohr radius a0 [162, 297]. The effective range of the interaction is significantly

less than the harmonic oscillator length which is typically aho,ax ∼ 100 nm

using axial trap frequencies ∼ 20 kHz, or aho,rad ∼ 40 nm using radial trap
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frequencies ∼ 140 kHz.

Using the Fermi pseudopotential with decoupled COM and relative motion,

the energy eigenstates are given by analytical formulas for an isotropic [146]

or cylindrically-symmetric [298] trap. Optical tweezer traps tend to be cigar-

shaped, with the axial confinement being significantly weaker than the radial

confinement. For now we assume that the trap is radially symmetric: ωx =

ωy. The solutions for the energy levels of the atom pair in a cylindrically-

symmetric trap using a Fermi pseudopotential interaction term are given by

[298]:

−
√
π

a
= F(−(E − E0)/2, κ), (6.5)

F(x, κ) =

∫ ∞
0

dt

(
κe−xt√

1− e−t(1− e−κt)
− 1

t3/2

)
for x > 0, (6.6)

where E0 is the harmonic oscillator ground-state energy, and κ = ωr/ωz.

Although the integral is defined for E < E0, it can be extended to E > E0

by analytic continuation. When κ ∈ N, the integral is of the form [298]:

F(x, κ) = −2
√
π

Γ(x)

Γ(x− 1/2)
+
√
π

Γ(x)

Γ(x+ 1/2)

κ−1∑
m=1

2F1(1, x;x+ 1/2; e2iπm/κ),

(6.7)

where 2F1(a, b; c;x) is the hypergeometric function, and Γ(x) is the Gamma

function [299].

Figure 6.2(a) plots the energy eigenstates for the ground state and first few

axially excited states of the relative motion in the case of a cylindrically-

symmetric trap with ωr/ωz = 6. In the limit a → 0 ⇒ 1/|a| → ∞, the

eigenstates are of non-interacting atoms in a harmonic oscillator, and the

motional level nrel is a good quantum number. In Figure 6.2(a) the mo-

tional states with odd nrel are drawn, but they are not influenced by the

interaction because their wavefunction vanishes at the origin. However, the

even-order motional states are mixed by the interaction when the scatter-

ing length diverges and 1/a → 0. Crossing over a pole in the scattering

length either changes the motional level by 2 quanta (since the pseudopo-

tential conserves parity), or transfers atoms between the relative motional

ground state and a bound molecular state. Crucially, only atoms in the rel-

ative motional ground state can be associated into a molecular bound state.

Here nrel = 0 refers to the relative motional ground state along all trap axes:
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Figure 6.2: Energy eigenstates of an atom pair in a cylindrically-symmetric

harmonic potential with ωr/ωz = 6. (a) An interacting atom pair in the

relative motional ground state nrel = 0 can associate into a bound state by

crossing the pole in the scattering length at 1/a = 0. An excited atom pair

with nrel > 0 will not associate into a bound state. (b) When the motion

is separable, the eigenstates with excited centre-of-mass motion are replicas

of the relative motion displaced in energy. Eigenstates with ncom > 0 still

associate into a bound state provided that nrel = 0. In both plots, the energy

is shown relative to the harmonic oscillator ground state energy.
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Figure 6.3: Energy eigenstates for an interacting atom pair near to a Fes-

hbach resonance. The interspecies background scattering length for RbCs

is large enough that the interaction mixes motional states away from the

Feshbach resonance. The relative motional ground state, ψa,0, becomes the

ground harmonic oscillator state nrel = 0 in the limit of vanishing scattering

length. A magnetic field ramp following the dashed arrow associates into the

molecular bound state if the atom pair start in ψa,0. The energies shown are

relative to the harmonic oscillator ground state energy.

|nrel,x = 0, nrel,y = 0, nrel,z = 0〉. Since the COM and relative motion are

separable, the eigenstates with excited COM motion are copies of the rela-

tive motion eigenstates displaced by ncom,z~ωz + ncom,y~ωy + ncom,x~ωx, as

illustrated in Figure 6.2(b) for nrel = 0. The |nrel = 0, ncom ≥ 0〉 states

can associate into the bound state, in which case the molecule inherits its

motional state from the atom pair.

6.2.2 Energy-dependent Scattering Length

Although the pseudopotential is sufficiently accurate for typical background

scattering lengths, an energy-dependent scattering length is required when

the interaction strength diverges near a Feshbach resonance [269, 283, 298,
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300], which can be approximated by:

a(E) = abg

(
1−

∆B(1 + E
Eb

)

B − (B0 + E
µm
−∆B E

Eb
)

)
, (6.8)

where Eb = ~2/(µa2
bg) is the binding energy associated with the background

scattering length, and µm is the difference between the magnetic moments

of the open and closed channels. A more accurate calculation of the energy-

dependent scattering length can be derived from a two-channel model [301],

but Equation 6.8 is sufficiently accurate for qualitative conclusions.

Figure 6.3 displays the results of solving Equation 6.5 using the energy-

dependent scattering length in Equation 6.8. Away from the Feshbach reso-

nance, the background scattering length of 670 a0 is sufficiently large that the

interactions mix even-order motional states and nrel is not a good label for

the quantum state. Therefore, we label the relative motional ground state

as ψa,0, which becomes |nrel = 0〉 in the limit of vanishing scattering length:

a → 0. For the motional ground state, the scattering length vanishes at

B = B0 +∆B, but the energy-dependence shifts the zero-crossing for the ex-

cited states. Starting at a magnetic field above the Feshbach resonance and

sweeping down across the resonance associates the atoms into the molecular

bound state, ψa,0 → ψb. Alternatively, starting below the Feshbach resonance

and sweeping the field up across the resonance excites the relative motion by

2 quanta. We label the motionally excited state ψa,2 as it becomes |nrel = 2〉
in the limit of vanishing scattering length.

6.2.3 Trap-induced Resonances

In several circumstances the effect of the confining potential is to signifi-

cantly modify the effective scattering length between the two trapped atoms.

The first proposal for elastic confinement-induced resonances (CIRs) came

from studying a quasi-1D harmonic trap [302]. Since then, there has been

interest in studying inelastic CIRs [303] and trap-induced shape resonances

(TISRs) [304] which both involve coupling between a molecular bound state

and atom-pair harmonic oscillator states. The coupling between an atomic

open channel and molecular closed channels is analogous to a Feshbach res-

onance [305]. In fact, a likely place for a CIR to occur is near a magnetic
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Figure 6.4: Avoided crossings in the energy spectrum of a confined inter-

acting atom pair. (a) Coupling between centre-of-mass and relative motion

creates inelastic CIRs between an atomic unbound state and bound states

with excited centre-of-mass motion. The yellow square marks the position of

one of the strongest couplings between the unbound relative motional ground

state and a bound state with ncom,r = 2. (b) For atoms confined in separate

harmonic potentials, a TISR occurs when an internal molecular bound state

becomes degenerate with a harmonic oscillator state of the atom pair. (c)

Shape resonances cause avoided crossings between harmonic oscillator states

and a molecular bound state. Inset: illustration of two atoms in separate

potentials.
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Feshbach resonance where the scattering length is sensitive to the magnetic

field. In studying this situation, the theory must be able to explain ex-

periments where multiple resonances were observed as a function of trap

anisotropy [306, 307].

One way to expand the theory is to include the effects of anharmonicity in

the trapping potential [303, 308–310]. Anharmonic terms in the two-body

Hamiltonian couple the COM and relative motion, creating avoided crossings

between motional states that might have axial or transverse excitations. An

anharmonic CIR occurs when a molecular bound state with excited COM

motion crosses the relative motional ground state [310], as illustrated in Fig-

ure 6.4(a). These resonances have also been called inelastic CIRs to reflect

the exchange of molecular binding energy with kinetic energy [303]. Selec-

tion rules dictate which states can couple; the parity of the wavefunction

is conserved when the anharmonicity is from a quartic term. Then for a

cigar-shaped trap with ωr � ωz, the most significant coupling is when the

unbound |nrel = 0, ncom = 0〉 state couples to the molecular bound state with

radial COM excitation ncom,r = 2 [303]. Note that the additional resonance

splits in two when there is anisotropy ωx 6= ωy. As well as quartic terms, the

anharmonic potential might have a cubic term which enables a coupling to

states with odd nrel, although the coupling strength is expected to be weaker

[310]. It is possible then to observe more than two resonant features as several

states with excited COM motion (odd or even excitations) become degener-

ate with the relative motional ground state at different scattering lengths.

Anharmonic CIRs have been used to explain loss measurements [303, 310]

and coherent molecule formation [311].

Coupling between COM and relative motion also occurs for atomic species

with different trap frequencies, ωi,Rb 6= ωi,Cs. The coupling term is CidiRi

where for the trap axis i ∈ {x, y, z}, Ci = µ(ω2
i,Cs − ω2

i,Rb) is the coupling

coefficient, di is the COM position, and Ri is the relative separation [268,

312]. The motional coupling might be expected to produce an inelastic CIR

when bound states with excited COM motion become degenerate with the

relative motional ground state [308]. However, the different symmetry of the

bound and unbound states prevents coupling between these states [313]. To

reach the molecular state would require the introduction of an additional
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coupling such as those produced by magnetic field modulation or an RF

pulse [56, 312]. In our case, the trapping frequencies for Rb and Cs in the

1064 nm tweezer satisfy ωCs = 1.08ωRb, such that the motion is approximately

separable.

Further complications arise if the atoms are in separate harmonic potentials,

for example during the merging stage of the sequence. Theoretical analysis of

two atoms in separate harmonic traps predicts the appearance of TISRs [269,

304, 314], as illustrated in Figure 6.4(b). The shape resonance occurs when

there is a potential barrier between a molecular internal bound state and a

nearly-degenerate atomic harmonic oscillator state. Figure 6.4(c) depicts how

adiabatically crossing a shape resonance by decreasing the trap separation

could coherently associate atoms into a molecular bound state [270, 315]. On

the other hand, separating the traps could transfer from a molecular bound

state to an unbound atom-pair state, effectively pulling apart the molecule.

Interestingly, the external potential couples motional states with different

parity, such that it is possible to transfer an atom pair to a motionally excited

state with either even or odd symmetry after traversing a series of avoided

crossings [269].

In summary, modelling the harmonic confinement of the interacting atom

pair with a pseudopotential describes the relationship between harmonic trap

states and molecular bound states. Ramping the magnetic field down across

a Feshbach resonance can associate an atom pair from the relative motional

ground state into a molecular bound state. Ramping the magnetic field up

across a Feshbach resonance should dissociate the least-bound state or excite

the relative motion of an atom pair. Complications arise when we consider

the anharmonicity of the trap and nonseparability of COM and relative mo-

tion: avoided crossings appear in the energy spectrum. The first consequence

is the appearance of additional loss features in Feshbach spectroscopy mea-

surements [303]. There could also be a reduction in the molecule-association

efficiency if atoms with excited COM motion follow an avoided crossing into

a state other than the bound state. Moreover, it is possible that the presence

of a TISR causes the atom-pair state to cross into the bound state during

the merging of the traps. The reverse also holds; a molecular state might

be dissociated into an atom pair during the separation of the traps. Finally,
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applying an upwards magnetic field ramp might not dissociate a molecule,

but instead retain a confinement-induced bound state [269, 316].

6.3 Trap-induced Stark Shifts

The tweezer laser induces a dipole moment in the trapped particle, causing an

ac Stark shift of energy levels. Generally, the dynamic polarisability of a near-

threshold bound state can be approximated by summing the polarisabilities

of the individual atoms. However, the bound state’s polarisability diverges

when the tweezer laser frequency approaches a molecular transition. In this

case, typical tweezer intensities produce a significant ac Stark shift of the

molecular energy levels. This in turn shifts the magnetic field at which a

Feshbach resonance is observed.

In this work we use pair loss caused by photoexcitation to detect the pres-

ence of a Feshbach resonance. Photoassociation is a method of producing

molecules [317], and photoassociative loss can be used as an alternative
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method to detect Feshbach resonances when incident light is tuned near to a

photoassociation line [318–320]. Feshbach resonance-enhanced pair loss from

scattering trap photons has been observed in optical tweezers even when the

light is > 20 GHz detuned from any photoassociation lines [223]. The loss is

better described as photoexcitation from the weakly-bound molecular state

which is coupled to the atomic unbound state by the Feshbach resonance

[284]. It is easy to verify that the photoassociation rate is negligible away

from the Feshbach resonance, but to distinguish between photoexcitation and

photoassociative loss requires investigation into the dependence on the laser

frequency.

To help understand which molecular states the laser light might couple to, we

plot molecular potential energy curves ignoring spin-orbit coupling in Fig 6.5.

The photon energies for the wavelengths of the optical tweezers used in this

thesis could excite to an electronically excited state. While there is a compar-

atively high density of photoassociation lines near the tweezer wavelengths,

the spacing between vibrational levels is expected to be ∼ 1 THz, which is

much larger than the expected transition linewidth of ∼ 10 MHz. The laser

frequency would need to be within approximately a linewidth in order for

the photoassociation rate to be significant, whereas the photoexcitation rate

can be significant even when the frequency is 100’s of GHz detuned from

resonance. To predict the frequency of relevant transitions requires calcula-

tions of transition dipole moments (TDMs) using knowledge of the molecular

potentials [321]. Calculations from Olivier Dulieu’s group suggest that the

closest transition to 1064 nm with a significant TDM is from a3Σ+ → c3Σ+,

where the a3Σ+(v = −6) vibrational level has the strongest dipole moment.

However, we can distinguish between photoassociative and photoexcitation

without knowledge of the particular excited molecular state. Photoassocia-

tive loss from the bare atomic state would imply a linear relationship between

the laser frequency and the magnetic field at which the loss feature is ob-

served.

We model the Stark-shifted Feshbach resonance and photoexcitation using

a three-level system [284]. The model involves an atomic scattering state

at the dissociation threshold |a〉, a near-threshold bound state |g〉, and an

electronically-excited molecular state |e〉. Firstly, the scattering state |a〉
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couples to the weakly-bound state |g〉 at the Feshbach resonance. In turn,

the weakly-bound state |g〉 is strongly coupled to the excited state |e〉 by the

tweezer light. The decay from the excited molecular state populates states

which are not detected and is observed as loss with a rate γe. Since the

rate of photoexcitation and subsequent decay is much faster than the trans-

fer into the weakly-bound state, both molecular states can be adiabatically

eliminated. It is then possible to obtain a complex-valued scattering length,

where we make the simplifying assumption that the photoassociation rate

from |a〉 to |e〉 is negligible [284, 322]:

a

abg

= 1 +
µag∆B

~

(
∆e − iγe/2

|Ω/2|2 −∆g(∆e − iγe/2)

)
. (6.9)

Here, µaj is the differential magnetic moment between |a〉 and |j〉 = {|g〉, |e〉}
which leads to an energy shift of ∆g = µag(B − B0)/~ for state |g〉 and

∆e = −∆L + µae(B − B0)/~ for state |e〉. ∆L is the detuning of the laser

from the |g〉 ↔ |e〉 transition, and the Rabi frequency Ω = 〈e|d̂|g〉
√
I/(cε0)/~

is determined by the TDM 〈e|d̂|g〉 and the laser intensity I. In the limit of

large detuning ∆L � Ω, the scattering length diverges at a magnetic field of

B −B0 = − ~Ω2

4µag∆L

. (6.10)

The imaginary part of the scattering length is related to the two-body pho-

toexcitation rate [286, 323]:

Ṅ2→0 = n2k2 =
4π~n2Im(a)

µ(1 + k2|a|2 + 2kIm(a))
, (6.11)

where n2 is the pair density and µ is the reduced mass.

6.4 Measuring Two-body Loss

We experimentally detect the presence of a Feshbach resonance by preparing

a pair of atoms in the motional ground state of separate tweezers, then merg-

ing and holding the atoms together in a common tweezer at a set magnetic

field. In order to maintain a constant scattering length during the merging

stage, we turn on the magnetic field at a value far from any Feshbach res-

onance (typically 210 G) while the atoms are held in separate traps. The
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Figure 6.6: Analysis of collisions between a Rb atom and a Cs atom. (a)

Sequence runs are post-selected on the condition of initially imaging two

atoms. (b) A final image at the end of the sequence measures the number

of atoms remaining. (c) two-body loss occurs when holding the atoms at

magnetic fields near a stark-shifted Feshbach resonance. In some cases, an

additional loss feature is observed, presumably due to an avoided crossing

with a bound state that has excited COM motion.

tweezer trap depths are reduced to ∼ 0.1 mK to mitigate scattering during

the 10 ms it takes for the magnetic field to turn on. Once the field has settled

to within 0.2 G, the atoms are transferred into a common tweezer. Then the

magnetic field is suddenly changed to a value near the expected position of

the Stark-shifted Feshbach resonance (although the inductance of the coils

means that it can take ∼ 1 ms for the field to settle to within 0.2 G). The

atoms are held together for a sufficient duration to observe loss, which is

typically between 10 − 50 ms. Then the magnetic field is suddenly changed

to a value far from the Feshbach resonance before the unmerging stage sep-

arates any surviving atoms into separate traps for imaging. There are a few

practicalities to consider when analysing the data from these experiments.

In our experiments, the presence of the Feshbach resonance is signified by not

re-imaging atoms in a final image, as displayed in Figure 6.6. For the purpose

of these experiments, we assume that our high-fidelity imaging allows us to

ignore detection errors; if an atom is in the trap, it is detected in the image.

In post-processing we select only the experimental runs where both a Rb and

a Cs atom were detected in the first image, as in Figure 6.6(a). Figure 6.6(b)

shows the possible outcomes in the final image at the end of the sequence.

We choose the probability of re-imaging zero atoms, P2→0, as the dependent
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variable since it is the most robust against experimental imperfections. In the

Feshbach resonance experiments, the most likely reasons for not re-imaging

an atom are because it has escaped the trap, or because it has been associated

into an undetectable molecular state (which might also escape from the trap).

These two outcomes are incorporated into our three-level model as two-body

loss and observed as an increase in P2→0. The issue with P2→2 is that it

decreases when there is any loss, including single-atom loss. The distinction

is of no consequence when single-atom loss is negligible, as illustrated in

Figure 6.6(c). However, the choice of dependent variable is important in

experiments aiming to optimise the association efficiency, as we will come to

in Section 6.5.3.

In several of the two-body loss measurements we observe multiple loss fea-

tures. Figure 6.6(c) displays two-body loss after holding the atom pair for

a duration of 150 ms in a tweezer with a frequency of 281.364 THz and an

intensity of 20 kW cm−2. Two loss features are observed at magnetic fields of

197.00(3) G (close to the expected value of a magnetic Feshbach resonance

at 197.1 G [162, 163, 324]) and 196.665(6) G. The most likely explanation

for the additional loss feature at a lower field is that the atom pair state

couples to a bound state with excited COM motion; an inelastic CIR [303,

313]. Allocating the CIR to a particular motional state requires an accu-

rate calculation of the energy eigenstates and energy-dependent scattering

length. Using Equation 6.5 and Equation 6.8 we predict that an avoided

crossing with the nCOM,r = 2 bound state should occur at a magnetic field

of 196.84 G, which is not in agreement with the experimental measurement.

The discrepancy is likely due to the inaccuracy of the energy-dependent scat-

tering length formula, but a more accurate calculation is beyond the scope of

this work. Nevertheless, the additional loss feature is evidence that inelastic

CIRs influence our system.

6.4.1 Measurements of Feshbach Resonances

Measurements of the Stark-shifted Feshbach resonance are presented in

Fig 6.7 where the tweezer intensity, tweezer frequency, and magnetic field

are independent variables. The experiment follows the previously-described
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(a) (b)

Figure 6.7: The Stark shift of the Feshbach resonance near 197 G is depen-

dent on the intensity and frequency of the tweezer laser. (a) Loss features

are observed as the magnetic field is tuned with a fixed laser frequency of

281.75 THz and a fixed intensity as labelled in the legend in (b). We ex-

tract the energy difference between the free atom and bound states. (b)

The change in differential dynamic polarisability as a function of laser fre-

quency is used to fit a resonance with a molecular transition at a frequency

of 281.783(17) THz (black vertical line) with a transition dipole moment of

0.064(2) ea0.
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sequence where the atom pair is held in a common tweezer at a constant mag-

netic field. For a given tweezer laser frequency and intensity, the Stark-shifted

resonance position is extracted from a Gaussian fit. The resonance position

increases linearly with intensity, as is determined from the data in Fig 6.7(a)

by comparing the centre of the loss feature when the laser frequency is

281.75 THz and the intensity is 101 kW cm−2, 232 kW cm−2, and 367 kW cm−2

for the blue, red, and purple plots respectively. The observed shift is a man-

ifestation of a change in the energy separation between the initial atom-pair

state and the molecular bound state responsible for the Feshbach resonance.

The gradient of the resonance position as a function of intensity gives us

the difference between the dynamic polarisabilities of the atom-pair state

and the bound state: ∆α = d(B/2µag)/dI = |〈e|d̂|g〉|2/(2cε0∆L). The dif-

ferential polarisability is plotted against laser frequency in Figure 6.7(b);

the pole at a frequency of 281.783(17) THz indicates resonance with a tran-

sition between molecular states. We fit a TDM of 0.064(2) ea0, assuming

that the frequency is sufficiently far detuned from other transitions between

molecular states so that their influence is negligible. The fitted dipole mo-

ment is the same order of magnitude as predicted for the transition between

the a3Σ+(v = −6) ↔ c3Σ+ molecular states. A more precise estimation

would require calculation of Clebsch-Gordan coefficients between rotational

and hyperfine states. Nevertheless, the three-level model accurately predicts

the Stark shift of the Feshbach resonance, justifying our description of pho-

toexcitation instead of photoassociative loss.

Previous measurements of this Feshbach resonance in bulk gas experiments

have reported the position of the pole to be 196.8 G [324], 197.06(5) G [162], or

197.10(3) G [163]. By extrapolating the Stark-shifted Feshbach resonance ex-

periments to where the laser intensity is zero, our measurements predict that

the unshifted Feshbach resonance appears at a magnetic field of 197.15(3) G.

It is desirable to set the tweezer laser frequency away from resonance with

the molecular transition. The main reason is to avoid two-body loss, as the

imaginary component of the scattering length increases near the resonant

frequency. Therefore, we perform association experiments using a tweezer

laser frequency of < 281.65 THz and intensity < 50 kW cm−2. The following

association experiments were taken before the full characterisation of the ac
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Figure 6.8: The magnetic field ramps used in association experiments. Sim-

ilar sequences prepare an atom pair in the relative motional ground state or

an excited state by merging tweezers at a magnetic field of 210 G or 189 G

respectively, and then ramping to 199 G. An “associate” ramp from 199 G to

196.7 G then reduces the relative motional level or associates into a molecular

state. The particles are held for some duration before performing a reverse

ramp to dissociate molecules, then separating the traps to image the atoms.

For reference, the left-hand plot shows the divergence of the interspecies

scattering length at two Feshbach resonances located at magnetic fields of

197.1 G and 181.6 G.

Stark shifts was completed, and used a tweezer laser with a frequency of

281.624 THz, which is still sufficiently far detuned from resonance to ignore

the effects of Stark shifts given the moderate intensity of 37 kW cm−2.

6.5 Association Sequence

Figure 6.8 illustrates the sequence used to associate an atom pair. Similar

to the previous experiments, the magnetic field is held far away from the

Feshbach resonance while merging the atoms. The difference is that instead

of suddenly changing the magnetic field once the atoms are in a common
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tweezer, we now perform a field ramp over the Feshbach resonance in order

to adiabatically follow the avoided crossing and change state. Ramping the

field down across the Feshbach resonance reduces the relative motional level

by two quanta, ψa,2 → ψa,0, or enters a bound state from the relative motional

ground state, ψa,0 → ψb, or transfers the least-bound state into a different

bound state. After a hold time, reversing the field ramp reverts the change

of state, and surviving atoms are separated into their respective tweezers

to be re-imaged. In order to detect the presence of a molecule, we extend

the hold time so that molecules with a sufficient photoexcitation rate are

lost and P2→0 increases. The hold duration is significantly shorter than the

lifetime of an atom pair held in the trap, such that an atom pair is not lost.

Although it is not guaranteed, we expect that the lifetime of a molecular state

is significantly shorter than that of the atom pair, since there is increased

coupling to the excited molecular state. Therefore, the observation of two-

body loss is indicative of transfer to a molecular state.

As a further demonstration of coherently manipulating the quantum state,

we compare the sequence that associates molecules to one which first ramps

the field up across the Feshbach resonance. Figure 6.8 illustrates a second

sequence where the magnetic field is held at 189 G during the merge and

then swept up across the Feshbach resonance to 199 G. Atoms initially in the

relative motional ground state would then be transferred to an excited state.

The rest of the sequence follows the same as the association sequence. When

the magnetic field is swept back down across the Feshbach resonance, the

initial state is restored, for which the loss rate is low.

6.5.1 Association Pathways

Before analysing the results of association experiments, we must consider the

implications of having several possible association pathways. As previously

discussed, there are two possible methods of associating a molecule: crossing

a TISR during the trap merge, or crossing the Feshbach resonance with a

magnetic field ramp. The association sequence permits either association

pathway.

There are a few ways that we can distinguish between the association path-
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Figure 6.9: Association using a sequence with a magnetic field ramp. The

15 ms hold duration is much shorter than the lifetime of the initial state.

If the field is ramped down across the Feshbach resonance, there is transfer

into a state that is lost. However, if the downwards ramp is preceded by

an upwards ramp from 189 G to 199 G, then crossing the resonance with the

second ramp restores the initial state. The dashed line marks the position of

the Feshbach resonance at 197.1 G.

ways. While magnetoassociation associates atom pairs with excited COM

motion, this is unlikely to be the case for association by merging due to

avoided crossings between motional states. Another distinction is in the

state of the molecule: if the atoms are associated into a bound state while

merging the traps, then a subsequent magnetic field ramp over the Feshbach

resonance would transfer into a different bound state. Alternatively, if dur-

ing the separation of the traps the bound state follows an avoided crossing

caused by a TISR, then we would detect atoms when we had expected an

undetectable molecule. These differences are not always evident in the re-

sults of an experiment. Therefore, our discussion of experiments will remain

agnostic to the association pathway until there is evidence to distinguish

between them.
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6.5.2 Association Measurements

The two different sequences illustrated in Figure 6.8 are used to search for a

signal of association. Figure 6.9 displays the results of varying the magnetic

field at the end of the “associate” ramp. The magnetic field is swept linearly

with a variable endpoint but a fixed duration of 3 ms. No additional loss is

observed when this downwards ramp is preceded by an upwards ramp. How-

ever, without the initial upwards ramp, the downwards ramp transfers the

initial state into a molecular state when the endpoint is below the Feshbach

resonance. A hold duration of 15 ms is long enough to observe loss. Despite

using a relatively low intensity of 37 kW cm−2, the onset of loss in Figure 6.9

begins at a field of 197.3 G, 0.2 G above the expected position of the Fesh-

bach resonance. The most likely explanation is that the photoexcitation rate

is significant even for this reduced tweezer intensity. To prove that the loss

below 196.9 G is due to the creation and subsequent loss of a molecule, we re-

duce the hold duration to 1 ms at an end-of-ramp field of 196.7 G and recover

P2→0 = 0.19(9) as the molecule is successfully dissociated back into atoms.

We measure a 1/e loss timescale of 4.5(6) ms by varying the hold duration,

which implies that holding the molecule for 15 ms gives a loss probability

of 1 − exp(−15/4.5) = 0.96. Using the contrast of the fit in Figure 6.9, we

estimate that 57(3) % of runs convert the loaded Rb and Cs atoms into a

molecule, after correcting for the finite loss probability.

The onset of loss after ramping the magnetic field below the Feshbach res-

onance could occur through either association pathway. In the absence of

association during merging, the loss is a result of magnetoassociation into a

weakly-bound state with a photoexcitation rate significantly faster than that

of the atom pair. However, it is also possible that the atoms are associated

during the merge, but the weakly-bound state has a photoexcitation rate

similar to that of the atom pair. Since the association by trap merging is re-

versible, we only observe loss when transferring to a more deeply bound state

(with a greater photoexcitation rate) after ramping the magnetic field across

the Feshbach resonance. Additional evidence corroborates the latter theory:

we measured P2→0 consistent with no change in the mean when repeating the

association experiment with faster magnetic field ramp speeds. Yet, a faster
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ramp speed would reduce the magnetoassociation efficiency according to the

Landau-Zener formula in Equation 6.3. Therefore, the insensitivity of the

association efficiency to the field ramp speed is evidence for association by

merging. Other parameters are expected to have a significant effect on the

probability of creating a molecule with the association sequence, particularly

parameters which affect the motional ground state probability.

6.5.3 Optimising Association

Before discussing the results of optimisation experiments, we note the need

for careful interpretation. We are only interested in P2→0 increasing as a re-

sult of a greater molecule conversion efficiency. While P2→0 is not sensitive to

single-atom loss, there are other causes of two-body loss, such as heating the

atoms out of the trap. Therefore, after optimisation we verify (by reducing

the hold time) that the molecule can be associated and also subsequently

dissociated.

We also note that there are likely different optimal parameters for magnetoas-

sociation or association by merging. If the atoms are magnetoassociated, then

the merging parameters will affect only the relative motional ground state

probability. However, if the association occurs during the merge, then the

merging parameters will likely affect the Landau-Zener probability of adia-

batically transferring to the bound state. At this stage, we reserve judgement

on which association pathway dominates and optimise the conversion effi-

ciency regardless. Subsequent measurements will better distinguish between

the association pathways.

In Figure 6.10 we optimise the parameters of the association sequence using

the conversion efficiency as an objective function. The conversion efficiency

is determined by three factors: the probability of occupying the relative

motional ground state, the probability of occupying the desired spin state,

and the Landau-Zener probability of adiabatically transferring to the bound

state. In our case, the limiting factor is the motional ground state probability.

We have already described in detail the process of cooling the individual

atoms to the motional ground state of separate traps and transferring to

a common tweezer with minimal motional excitation. The benefit of using
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Figure 6.10: Using an association sequence to find optimal merging parame-

ters. P2→0 is proportional to the motional ground state fraction. (a) Varying

the sweep duration for a trajectory with a hybridicity of 0.1. Durations of

> 0.6 ms are sufficient to maintain the motional ground state provided that

the traps are well overlapped. When the end position of the sweep is dis-

placed by 0.41(3)µm, a longer sweep duration is required. (b) Varying the

hybridicity for a sweep duration of 1 ms. At a hybridicity of 0.66(8) the

ground state fraction is reduced by heating from resonant intensity modula-

tion. The inset displays trajectories with a hybridicity of 0.1 (blue dashed

line) and 0.9 (green dotted line).
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the conversion efficiency as an objective function is that it is proportional

to the relative motional ground state fraction and therefore requires fewer

measurements than using sideband spectroscopy.

In Figure 6.10(a) we optimise the duration of the sweep that overlaps the

tweezers, using a hybridicity of 0.1. In Chapter 5 we discussed finding a

compromise between merging slow enough to avoid motional excitation while

avoiding excess time for photon scattering. Here, we see that a sweep dura-

tion > 0.6 ms permits transport without excitation provided that the trajec-

tory ends at (or just before) the centre of the other potential.

Figure 6.10(a) also displays the same experiment performed with a displaced

trajectory. The 938 nm tweezer’s displaced trajectory ends at a distance

0.41(3)µm beyond the centre of the 817 nm tweezer potential. The centre of

the 817 nm potential is located in a measurement where Cs atoms are ejected

from a 938 nm trap using the repulsive 817 nm potential. For the displaced

trajectory it is still possible to achieve maximal conversion efficiency, but a

sweep duration of > 1 ms is required.

We find that the reduction in conversion efficiency caused by displacing the

traps in the direction of the sweep is not symmetrical. P2→0 is lower when

the trajectory extends beyond the centre of the 817 nm potential compared

to stopping short of the centre. In practice this means that experiments

optimising the end point of the trajectory determine an optimal position

which is different from the overlap position measured by ejecting Cs atoms.

Therefore, it is sensible to use the ejection method as an initial estimate

for the optimal endpoint of the trajectory, then fine-tune the position by

measuring its effect on the conversion efficiency. In our setup it is sufficient

to correct for drifts in the tweezer pointing by optimising the trajectory

endpoint once per week.

Figure 6.10(b) displays heating caused by resonant intensity modulation dur-

ing the sweep. A sweep duration of 1 ms was used for this measurement. At

a hybridicity of 0.66(8) heating from resonant intensity modulation signifi-

cantly reduces the motional ground state fraction. Nevertheless, the exper-

imental results suggest that a range of trajectories with hybridicity in the

range 0.0-0.6 all transport the atom with minimal motional excitation.
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Rearrangement fidelity (See Section 3.1.1)

P (Rb & Cs) 0.75(4)

Motional state preparation (See Section 5.3.2)

P (nrel = 0, ncom = 0) 0.65(6)

P (nrel = 0) 0.81(8)

Spin state preparation (incl. relaxation during merge)

Rb P (fRb = 1,mf,Rb = 1) 0.95(3)

Cs P (fCs = 3,mf,Cs = 3) 0.92(2)

Adiabaticity of magnetic field ramp 1− PLZ 0.988(5)

Conversion efficiency

P (fRb = 1,mf,Rb = 1; fCs = 3,mf,Cs = 3)×
P (nrel = 0)(1− PLZ) 0.70(7)

Molecule creation probability 0.52(6)

Table 6.1: Estimation of the probability that a molecule is created during a

run of the association sequence.

6.5.4 Conversion Efficiency

We compare the measured conversion efficiency to the expected efficiency

given the fidelity of the state preparation. The results in Figure 6.9 used

a trajectory with a sweep duration of 1 ms and a hybridicity of 0.1. From

the experiment we measure a conversion efficiency of 0.57(3). For compar-

ison, Table 6.1 summarises individual measurements for the preparation fi-

delity of the hyperfine spin state and the relative motional ground state.

The preparation fidelities are combined with the Landau-Zener probability

of adiabatically crossing the magnetic Feshbach resonance at 197.1 G in or-

der to estimate the conversion efficiency. Assuming that an atom pair in

|nrel = 0, ncom ≥ 0〉 will associate into a molecule, then P (nrel = 0) = 0.81(8)

and we estimate a conversion efficiency of 0.70(7). The measured efficiency of

0.57(3) is significantly less than predicted. In fact, the measured efficiency is

more consistent with the probability of preparing the COM motional ground

state, P (nrel = 0, ncom = 0) = P (nRb = 0)× P (nCs = 0) = 0.65(6), in which

case the predicted conversion efficiency is 0.56(6).

The comparison of the measured conversion efficiency with the predicted
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efficiency provides insight into the coupling between motional states. If the

experiment magnetoassociates the atom pairs, then we expect to associate the

atom pairs in motional states with ncom > 0, but the same is not necessarily

true for association by trap merging. During the merging stage, the difference

between the trap frequencies of the two atoms means that there is significant

coupling between the COM and relative motion. Instead of associating into

the bound state, the states with excited COM motion could follow an avoided

crossing into a state with excited relative motion. Our experimental results

are consistent with the interpretation that only atom pairs in the relative

and the COM motional ground state will associate. Admittedly, the Landau-

Zener probability of associating during the merge depends on the width of

the relevant avoided crossing, which in this case is an unknown quantity.

However, the conversion efficiency measured in Figure 6.10(a) is saturated

for sweep durations > 0.6 ms in the overlapped case, suggesting that the

avoided crossing is sufficiently broad and the Landau-Zener probability is

near unity. Therefore, a plausible interpretation of the measured conversion

efficiency is that the atom pair adiabatically cross into a bound state during

the merge only if they are in the relative and COM motional ground state.

Practical steps can be taken to increase the conversion efficiency regard-

less of the association pathway. Firstly, the initial motional ground state

preparation in separate tweezers could be improved by performing RSC in

1064 nm tweezers such that the differential light shift between spin states

is reduced. Secondly, the spin state preparation could be improved by re-

ducing the duration of the merging sequence so that there is less time for

spin relaxation. Finally, the merging sequence needs to transfer the atoms

to a common tweezer with minimal motional excitation. The heating from

resonant intensity modulation during the sweep could be removed by using

electro-optic deflectors to translate the tweezer positions [179, 180].

6.6 Feshbach Molecule Characterisation

Characterising the loss rate of the molecule informs our choice of an appropri-

ate tweezer frequency and intensity. Our route to assembling rovibrational

ground state molecules relies on the weakly-bound molecule surviving for
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sufficient time that we can perform STIRAP before the molecule is lost. In

practice, this requires a lifetime on the order of tens of milliseconds.

Characterising the loss rate of the molecule also helps distinguish between

the association pathways. As previously stated, it is reasonable to assume

that the weakly-bound molecule has a stronger coupling to the electronically

excited molecular state than the unbound atom pair, resulting in a greater

photoexcitation rate. Moreover, the coupling to the excited state will change

when transferring the molecule to a different state by ramping the magnetic

field over an avoided crossing. While we lack the knowledge of the TDM

required to make a quantitative prediction of the loss rate, we can use rel-

ative changes in the loss rate as a function of magnetic field to infer where

the bound state changes. In the following subsections, we outline theoretical

calculations of the wavefunctions of relevant RbCs bound states. The calcu-

lations allow us to predict relative changes in molecular loss rates which can

be compared to experimental measurements. Since the bound state occupied

at a given magnetic field depends on the association pathway, the experi-

mental results are more consistent with association via one pathway rather

than the other.

6.6.1 Bound State Wavefunctions

Figure 6.11 displays the radial wavefunctions of several bound states that are

relevant to our experiment. Two features are relevant to our analysis of loss

rates: the extent of the wavefunction and its composition. Firstly, the TDM

depends on the Franck-Condon overlap with the molecular excited state.

Since the excited state is likely deeply-bound, its radial wavefunction will

be concentrated at short range (< 40 a0 in Figure 6.11(a)), and the overlap

is greater when the initial bound state is similarly short-ranged. This is

not true for the radial wavefunction of the least-bound | − 1(1, 3)s(1, 3)〉
state in Figure 6.11(a)(i), where the amplitude is greatest at separations

> 40a0 and therefore we expect a smaller TDM. Secondly, we can consider

the composition of the state. If the excited state is in the c3Σ+ potential, then

the TDM is largest when the bound state also has majority triplet character.

For the | − 1(1, 3)s(1, 3)〉 state we calculate 86 % triplet character, whereas
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(a) (b)

Figure 6.11: We plot the radial wavefunctions of different bound states of

RbCs, which were calculated by Jeremy Hutson using the BOUND package

[293]. (a) We plot the three channels with the largest contributions to each

state, out of a basis of 48 channels satisfying MF + ML = 4. (i) The least-

bound state | − 1(1, 3)s(1, 3)〉 with a binding energy close to 100 kHz at

a field of 193 G. (ii) The state | − 6(2, 4)d(2, 4)〉 with a binding energy of

approximately 2 MHz at a field of 181.5 G. (iii) The state | − 6(2, 4)d(2, 3)〉
with a binding energy of approximately 2 MHz at a field of 196.7 G. (b)

Energies of the states depicted in (a) relative to the atomic dissociation

threshold.
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for the |−6(2, 4)d(2, 4)〉 and |−6(2, 4)d(2, 3)〉 states we calculate 99.9 % and

98.7 % triplet character respectively.

Examining the wavefunctions allows us to predict relative changes in the loss

rate as a function of magnetic field. The loss rate will change depending

on which bound state is occupied at a given magnetic field, which in turn

depends on the association pathway.

Magnetoassociating a molecule by crossing the Feshbach resonance at 197.1 G

transfers into the least-bound |−1(1, 3)s(1, 3)〉 state. The state is dominated

by the closed channel after passing several widths from the Feshbach reso-

nance [99, 133, 325], such that transfer into the | − 1(1, 3)s(1, 3)〉 state is

completed when the field reaches < 196.9 G. We expect the loss rate from

the least-bound state to be significantly less than that of the |−6(2, 4)d(2, 4)〉
state due to a smaller Franck-Condon overlap with the electronically excited

state. Therefore, if the magnetic field is ramped below the Feshbach reso-

nance at 181.6 G, we expect the loss rate to increase as we transfer into the

more deeply bound | − 6(2, 4)d(2, 4)〉 state.

On the other hand, association by merging transfers into the least-bound

| − 1(1, 3)s(1, 3)〉 state before the magnetic field ramp. The subsequent

magnetic field ramp then transfers the molecule into |−6(2, 4)d(2, 3)〉, shown

as the black line converting into the gold line at 197 G in Figure 6.11(b). The

loss rate from the more deeply bound | − 6(2, 4)d(2, 3)〉 state is expected to

be greater than that of the least-bound state. The | − 6(2, 4)d(2, 3)〉 state

does not have an avoided crossing at 181.6 G, therefore we expect that the

loss rate will not increase when the magnetic field is ramped below 181.6 G.

So, we distinguish between the two association pathways by determining

whether the loss rate for molecules held at magnetic fields 181.6 G < B <

196.9 G is greater or less than the loss rate for molecules held at fields <

181.6 G.

6.6.2 Measurements of Loss Rates

The loss rate of a molecule is dominated by photoexcitation from tweezer

photons. Figure 6.12 displays a collection of measurements of the loss rate
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Figure 6.12: The loss rate of a molecule is limited by scattering from the

trap. Precursor calculations predict the imaginary polarisability (red line).

The calculations match measurements of the loss rate when the magnetic

field is ramped to 181.4 G or 185 G after association at 197 G. However, if

the field is held at 196.7 G after association, the loss rate is greater and we fit a

transition dipole moment of 0.167(17) ea0 (black line). Inset: Measurements

of the loss rate of Feshbach molecules held at 196.7 G when the laser frequency

is 281.75 THz. The imaginary polarisability is calculated from the gradient.
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of molecules using the association sequence with different magnetic fields

during the hold time and different tweezer laser intensities and frequencies.

To be clear, the “association” ramp for these experiments is from 199 G

down to 196.7 G, and subsequently the magnetic field is ramped in 1 ms to

a different value for the duration of the hold. The loss rate can be predicted

by estimating the scattering rate of the tweezer as the laser frequency and

intensity are varied. In the limit of large detuning ∆L � Ω, γe, we can

approximate the scattering rate of the tweezer as:

Γsc = γe
Ω2

4∆2
L

. (6.12)

We make the reasonable assumption that the excited molecular state decays

at a rate similar to that of the Cs 6p atomic state, γe = 2π × 5.2 MHz, as

this is the most likely state at the dissociation threshold.

Precursor calculations of the imaginary polarisability dΓsc/dI (red line in

Figure 6.12) give a reasonable fit to the data when the magnetic field is

ramped to 181.4 G during the hold time. The calculations use the previously

fitted resonant frequency 281.783(17) THz and TDM 0.064(2) ea0 from the

Stark-shifted Feshbach resonance experiments. In contrast, we measure in-

creased loss rates when holding at a magnetic field of 196.7 G. Using the same

previously fitted resonant frequency, we fit Equation 6.12 to the 196.7 G data

and extract a TDM of 0.167(17) ea0.

The measured loss rates in Figure 6.12 are not consistent with the expecta-

tions for a molecule formed by magnetoassociation. Firstly, the loss rates are

greater when holding the field at 196.7 G compared to holding at 181.4 G,

when we had predicted it to be the other way around. Secondly, the mea-

surements of loss rates holding at a field of 185 G were more consistent with

the smaller TDM of 0.064 ea0 (like the measurements at 181.4 G), returning

a chi-squared value of 12.5, compared to a chi-squared value of 1650 using a

TDM of 0.167 ea0 (as fitted to the measurements at 196.7 G). We performed

some further investigation using this experiment, which suggested that the

TDM changes at a field near to 193 G.

The data are more consistent with the interpretation that the molecules are

associated into the least-bound state during the merging stage. In this case,

ramping the magnetic field across the Feshbach resonance at 197.1 G would
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transfer from |−1(1, 3)s(1, 3)〉 to |−6(2, 4)d(2, 3)〉, manifested as an increased

loss rate at 196.7 G. Then, it is quite feasible that the |− 6(2, 4)d(2, 3)〉 state

crosses with a different state at a field near 193 G. Ramping the field below

193 G would transfer into a state which might have similar characteristics

to the least-bound state and therefore have a similar TDM. In fact, prelim-

inary calculations from Jeremy Hutson have identified a crossing between

the least-bound g-wave state, | − 1(1, 3)g(1, 3)〉, and the | − 6(2, 4)d(2, 3)〉
state at a field of 192.7 G. Ramping the field down to 181.4 G would not yet

reach the next avoided crossing, such that the molecule remains in the g-

wave state, which has a weaker coupling to the excited molecular state. The

similar loss rates measured at 181.4 G and 185 G corroborate this interpre-

tation. After the field ramps are reversed, separating the traps crosses the

same TISR to dissociate the weakly-bound molecule into an atom pair again.

A clearer understanding of the molecule’s state could be gained by measur-

ing the binding energy using either magnetic field modulation spectroscopy

[162, 326, 327], or dissociating the molecule using a MW field [328–330], or

performing single-photon spectroscopy using laser light with a wavelength

near to 1557 nm [140]. Preliminary measurements using the latter approach

were taken during the writing of this thesis and are presented in the next

section.

6.6.3 Single-photon Spectroscopy of Molecular States

Figure 6.13 displays a series of measurements of the photoexcitation spec-

trum of a weakly-bound molecule. The molecule is lost when the energy of

applied laser light is resonant with a transition from the weakly-bound state

to the molecular excited state |3Π1v
′ = 29, J ′ = 1〉 in the mixed b3Π-A1Σ+

potential. The binding energy of a particular molecular state is dependent on

the magnetic field. There is a bound state close to the dissociation threshold

that has a magnetic moment similar to that of the atom pair. By measuring

the photoexcitation spectrum at a range of magnetic fields, we can observe

the molecular state traversing avoided crossings. Then, using knowledge of

the magnetic moments of the atoms and the least-bound state, we extract

the magnetic moments of the electronic excited state and the other bound
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Path 1

Path 2

Figure 6.13: Measurements of the molecular binding energy extracted from

photoexcitation spectra, relative to the atomic dissociation threshold. The

grey crosses are theoretical predictions of the molecular binding energy fol-

lowing the calculations in Ref. [162], and the grey lines guide the eye. The

red data points are taken without magnetic field ramps. The green, yellow,

and pink data points are taken after a series of downwards magnetic field

ramps starting at 205 G: path 1. The change in binding energy with mag-

netic field reveals transitions between different molecular states, including

a previously unobserved state (yellow). The pink and purple data points

with energy > −10 MHz are taken after a series of downwards magnetic field

ramps starting at 190 G: path 2. The blue points indicate points which are

likely to be mixed states. The data in this figure was taken by coworkers

during the writing of this thesis.



Chapter 6. Association 141

states.

The experiment used to measure the photoexcitation spectrum follows mostly

the same steps as the association sequence outlined in this thesis, but with

a few modifications. A Rb atom is prepared in the motional ground state

of an 817 nm tweezer, and a Cs atom is prepared in the motional ground

state of a 1064 nm tweezer. Then the bias and jump coils are turned on to

produce a static magnetic field of either 190 G or 205 G. Subsequently, the

817 nm tweezer is translated to merge with the 1064 nm tweezer so that the

atoms are transferred to a common trap with minimal motional excitation.

Then the magnetic field is ramped to a variable hold field and after allowing

5 ms for the field to settle, light with a wavelength of 1557 nm is pulsed on

to cause photoexcitation of the molecule when on resonance with a bound-

bound transition. The photoexcitation is observed as an increase in the

probability of not detecting atoms, P2→0, after reversing the magnetic field

ramps and separating the traps.

Mapping out the photoexcitation spectrum as a function of magnetic field

allows us to identify several different bound states. We fit the measured

resonant photoexcitation frequencies to theoretical predictions of the bind-

ing energy that were previously calculated in Ref. [162]. The results of the

fit are an offset frequency and a magnetic moment for the excited state of

−0.502(2)µB, having fixed the magnetic moment and binding energy of the

least-bound |−1(1, 3)s(1, 3)〉 state at −1.3µB and 110 kHz respectively [162].

The fit implicitly identifies four out of the five states visible in Figure 6.13.

The red points in Figure 6.13 are taken with the magnetic field held constant.

From the fit, we identify the red points as photoexcitation from the least-

bound | − 1(1, 3)s(1, 3)〉 state. Without crossing a Feshbach resonance, the

atom pair can only enter a bound state if they cross a TISR during the

merging of the traps. Since the atom pair state does not have a strong

coupling to the molecular excited state, the observation of photoexcitation

without magnetoassociation is strong evidence for association by merging.

Ramping the magnetic field down from 205 G to a variable end point,

the molecular state follows path 1 in Figure 6.13. The magnetic field is

held constant after the ramp for the photoexcitation pulse. Ramping over
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the Feshbach resonance at 197.1 G transfers the least-bound state into the

| − 6(2, 4)d(2, 3)〉 state with a fitted magnetic moment of 1.67(3)µB, consis-

tent with an expected value of 1.7µB [163]. The ability to transfer into the

| − 6(2, 4)d(2, 3)〉 state is strong evidence for association by merging. This

also offers an explanation for the loss rate measurements presented in Sec-

tion 6.6, where the loss rate increased after crossing the Feshbach resonance.

The |−6(2, 4)d(2, 3)〉 state is expected to have a larger Franck-Condon over-

lap with a molecular excited state, compared to the least-bound state with its

comparatively long-range wavefunction. Subsequently following the avoided

crossing at 193 G is also consistent with the loss rate measurements if the

state identified with the orange points has a similar transition dipole moment

to the least-bound |−1(1, 3)s(1, 3)〉 state. The blue point at 193 G is expected

to be a mixed state. Although the state identified with the orange points has

not been observed in previous experiments, preliminary theoretical calcula-

tions show that the | − 1(1, 3)g(1, 3)〉 state has binding energies and avoided

crossings consistent with the data in Figure 6.13. Continuing the magnetic

field ramp below 178 G transfers the molecule into the |−6(2, 4)d(2, 4)〉 state,

with a magnetic dipole moment of 1.973(6)µB extracted from a fit to the pink

points in Figure 6.13, close to the expected value of 2.0µB [163].

If the magnetic field ramp instead begins at 190 G, the molecular state follows

path 2 in Figure 6.13. Crossing the Feshbach resonance at 181.6 G transfers

the molecule into the | − 6(2, 4)d(2, 4)〉 state, which then transfers into the

| − 2(1, 3)d(0, 3)〉 state for fields < 181.3 G. Fitting to the purple points

gives a magnetic moment of −0.78(2)µB. This is a slight deviation from

the expected value of −0.9µB [163], which we attribute to inaccuracy in the

magnetic field calibration that has a more significant effect when the binding

energy has a weaker dependence on magnetic field.

In conclusion, the measurements of photoexcitation spectra are largely con-

sistent with theoretical predictions if we assume that the initial state before

any magnetic field ramps is the least-bound |−1(1, 3)s(1, 3)〉 state. It is most

likely that the atoms are transferred into the least-bound state by crossing a

TISR while the traps are merged. On reflection, it is clear that we inadver-

tently optimised the process of association during the merge by assuming that

the signal of molecular association would be a lifetime significantly shorter
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than that of the atom pair. Hindsight reveals that the observed shorter life-

time was actually the result of transferring into a more deeply bound state,

which is only possible if we associated the atoms during the merge.

6.7 Conclusion

We have demonstrated the creation of a Feshbach molecule with a conversion

efficiency of 0.57(3) limited only by technical factors reducing the relative mo-

tional ground state preparation fidelity. Our measured conversion efficiency

is a significant improvement upon the other experiments associating atoms

into molecules using optical tweezers: NaCs molecules have been assembled

with a conversion efficiency of 0.47(1) [99], and 85Rb87Rb molecules have

been assembled with a conversion efficiency of ∼ 0.3 [155].

Achieving efficient association required knowledge of the effect of the tweezer

light, which can Stark-shift the position of the Feshbach resonance and cause

2-body loss through photoexcitation of the weakly-bound state. Further-

more, the confinement of the harmonic potential affects the energy spec-

trum. We observe evidence of inelastic CIRs in the appearance of multiple

loss features in Feshbach spectroscopy measurements. We also suggest that

measurements of molecular loss rates after manipulating the bound state with

magnetic field ramps provide evidence for association by merging; transfer-

ring to a bound state by crossing a TISR during the merging of the tweezers.

Conclusive evidence for this hypothesis is given in single-photon spectroscopy

measurements of molecular binding energies, which also identify a previously

unobserved moleular state: | − 1(1, 3)g(1, 3)〉.

The influence of CIRs and TISRs presents a range of interesting opportu-

nities for future research. At a base level, an understanding of the energy

spectrum is required in order to manipulate couplings between atom-pair

and molecular states and associate a molecule. At a more advanced level,

TISRs could be used to associate atoms without the requirement for large

external magnetic fields [270, 315], or to produce quantum gates [269]. The

collaboration between theory and experiment has already led to the devel-

opment of simulations which accurately predict the appearance of inelastic
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CIRs [303, 310, 331]. Our optical tweezers experiment offers an ideal envi-

ronment for further investigation, making full use of the precise control over

trap positions and the high-fidelity preparation of a single quantum state.

Overall, the efficient preparation of a molecule in a weakly-bound state pro-

vides the starting point for stimulated Raman adiabatic passage into the

rovibrational ground state, following a scheme developed for RbCs molecules

in bulk mixtures [140, 158]. This work lays the foundations for experiments

manipulating RbCs molecules in an optical tweezer array.
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Outlook and Conclusion

7.1 Summary

This work details the stages of an experimental routine for preparing ultra-

cold 87RbCs molecules in an optical tweezer array. Our method assembles a

single molecule starting from a Rb atom in an 817 nm tweezer, and a Cs atom

in a 938 nm tweezer. The atoms are loaded into and cooled to the motional

ground states of separate tweezers before a merging sequence transfers them

to a common trap. We have demonstrated association of a weakly-bound

molecule, in preparation for the final stage of the experiment which will be

transferring the molecule to the rovibrational ground state. Each of the

stages of the experiment has been extensively characterised and optimised,

allowing us to obtain a high probability of preparing a molecule, limited by

technical factors.

The first stage of our protocol is preparing a pair of atoms in separate tweezers

and initialising their spin states. We begin by increasing the probability of

loading atoms into the tweezers with a rearrangement scheme. Initially we

image an array of 817 nm tweezers and an array of 938 nm tweezers generated

by driving their respective AODs with multitone RF signals, where the phases

of the tones are chosen to mitigate intermodulation effects. An occupied

trap is selected from the array, such that we prepare a Rb atom and a Cs

atom with a probability of 0.75(4). Characterisation measurements of the

tweezer traps are used to predict the intensity at the atoms, such that we

145
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can calculate the light shifts and trap frequencies that the atoms experience.

With this knowledge we initialise the atomic spin state with a high-fidelity

optical pumping scheme, and similarly high-fidelity MW transitions and 2-

photon Raman transitions transfer the atoms between spin states.

The second stage of the molecular assembly protocol is cooling the atoms

to the motional ground state of their respective traps. We have designed

a pulsed RSC protocol that cools an atom from outside the LD regime by

making use of different orders of sideband transitions. The RSC protocol is

robust against common experimental imperfections, making it suitable for

application to an array of atoms. Moreover, the RSC protocol also permits

high-fidelity motional ground state preparation. After applying the RSC

pulse sequence, we measured a 3D motional ground state occupation proba-

bility of 0.95+0.03
−0.04 for a Cs atom in a 938 nm tweezer, and 0.86+0.03

−0.04 for a Rb

atom in an 814 nm tweezer.

In order to merge the traps with minimal motional excitation, we analysed

the dominant sources of heating. We designed a merging sequence with an

optimised trajectory and appropriate trap depths, such that we were able

to prepare an atom pair in the relative motional ground state of a common

1064 nm tweezer with a probability of 0.81(8).

The next stage is to transfer the atom pair into a molecular bound state. An

atom pair can be associated into a bound state by ramping a magnetic field

across a Feshbach resonance. In an optical tweezer trap, it is also impor-

tant to consider the effects of confinement. For example, anharmonicity in

the trapping potential creates coupling to a bound state with excited COM

motion at an inelastic confinement-induced resonance. Furthermore, cross-

ing a trap-induced shape resonance while merging the traps could transfer

the atom pair into a weakly bound state. The tweezer light can also influ-

ence the magnetic field at which the Feshbach resonance occurs through the

AC Stark shift of molecular energy levels. Through a thorough character-

isation of AC Stark shifts, we locate a molecular transition at a frequency

of 281.783(17) THz and fit a TDM of 0.064(2) ea0. We choose a tweezer fre-

quency of 281.624 THz, sufficiently far from the molecular transition, so that

we are able to create and retain a weakly-bound molecule. Technical factors

limit the efficiency of our molecular-assembly protocol, the dominant factor
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being motional excitation while merging the traps. Nevertheless, we have

demonstrated that our protocol prepares a weakly-bound molecular state in

57(3) % of the experimental runs that started with a Rb atom and a Cs atom.

Optical tweezers are particularly well suited for efficient molecular assembly.

The isolation of single particles circumvents collisional losses while preparing

the high phase space densities required for efficient association. In experi-

ments using bulk mixtures, inelastic collisions between atoms and weakly-

bound molecules limit the conversion efficiency to ∼ 30 % [163, 332]. Even

if the molecules are protected from lossy collisions, sometimes loss is an un-

avoidable part of the cooling process, such as in evaporative cooling that

relies on hot atoms escaping the trap [333]. However, the motional ground

state preparation using RSC conserves the atom number. Despite the high

conversion efficiency from atoms to molecules, starting each run with only

a few atoms means that our optical tweezers experiment currently prepares

fewer molecules per second than the experiments working with bulk mixtures,

even with our fast cycle time of ∼ 0.5 s. Future adaptations to our experi-

ment will scale up the processes outlined in this thesis to assemble an array

of molecules in parallel. Using rearrangement techniques will allow us to pre-

pare defect-free arrays of molecules, overcoming the challenge of achieving

high filling fractions faced by experiments using optical lattices [334, 335].

Although most of the molecular-assembly protocol is based on well-established

techniques, the confinement of the atom pair influences their interactions in

ways that are not yet fully understood. In the previous chapter, we presented

conclusive evidence that the atom pair is associated into a bound state be-

fore the magnetic field ramp across the Feshbach resonance, most likely by

crossing a trap-induced shape resonance (TISR) during the merge. Single-

photon spectroscopy measurements of the molecular binding energy reveal

which state the molecule occupies, and we show that magnetic field ramps

follow a path through avoided crossings which is only possible if the atoms

are associated during the merge.

Future work will investigate the process of association by merging. We an-

ticipate that the trap depths during the merge and the positions of the traps

at the end of the merge will be important parameters for the investigation.

We also note that since the background interspecies scattering length for
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Figure 7.1: The optical transitions involved in the STIRAP to the rovibra-

tional ground state. (a) The pump laser couples the weakly-bound Feshbach

molecule state to an excited state in the mixed b3Π − A1Σ+ potential. The

Stokes laser couples the excited state to the rovibrational ground state. (b)

The time-dependent Rabi frequencies of the pump and Stokes beams. (c)

STIRAP transfers population from the weakly-bound state to the rovibra-

tional ground state without populating the excited state.

RbCs is only weakly dependent on magnetic field [162], association by merg-

ing presents a method for associating molecules without the need for large

external magnetic fields. Modifying the interspecies scattering length during

the merge using magnetic fields near to a Feshbach resonance adds another

degree of control which expands the prospects for future research [269].

7.2 Outlook

7.2.1 STIRAP

Stimulated Raman adiabatic passage (STIRAP) is an established process

for efficiently transferring a molecule to the rovibrational ground state [135–

144]. The process has been characterised in detail in the context of 87RbCs

molecules [158]. The basic principle is that incident laser beams create a

dressed state which can be manipulated to coherently transfer the molecule

into the rovibrational ground state.
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The STIRAP process can be understood within the framework of a 3-

level system. Figure 7.1 displays a 3-level system of molecular states

{|F 〉, |E〉, |G〉} with a pump laser that couples |F 〉 to |E〉 with Rabi fre-

quency ΩP and a Stokes laser that couples |E〉 to |G〉 with Rabi frequency

ΩS. We set the lasers to single-photon resonance, which also satisfies the

two-photon resonance condition. The state |F 〉 projects fully onto a dark

dressed state, |a〉 = cos(θ)|F 〉− sin(θ)|G〉 where tan(θ) = ΩP (t)/ΩS(t), when

ΩP (t = 0) = 0 and ΩS(t = 0) 6= 0. The dark state can then be transformed

by adiabatically adjusting the pump and Stokes powers. For example, Fig-

ure 7.1(b) illustrates a modulation of the pump and Stokes beam powers

with a time-dependent profile of sin2(πt/2T ) and cos2(πt/2T ) respectively.

Figure 7.1(c) displays the resulting projection of the dark state, such that

the state projects fully onto |G〉 when ΩS(t = T ) = 0 and ΩP (t = T ) 6= 0.

The STIRAP process requires an appropriate choice of excited state in order

to work efficiently. The |E〉 state must have a significant overlap with both

the initial state after magnetoassociation (which is in the a3Σ+ potential),

and the rovibrational ground state (which is in the X1Σ+ potential). The

|b3Π1 v′ = 29, J ′ = 1〉 state is ideally suited for this purpose, as it has

strong coupling to |F 〉 = | − 6(2, 4)d(2, 4)〉 and the spin-orbit coupling of

the 3Π and A1Σ+ potentials gives the state singlet character, permitting

strong coupling to |G〉 = |X1Σ+ v′′ = 0, N ′′ = 0〉. Furthermore, the excited

state |b3Π1 v
′ = 29, J ′ = 1〉 has a long lifetime [141] compared to achievable

Rabi frequencies and laser linewidths, which is important for maintaining

adiabaticity and reducing the effects of decoherence [336]. Finally, in order

to avoid coupling to multiple excited states, it is important to minimise

AC Stark shifts from the trapping light and minimise the linewidth of the

frequency difference between the pump and Stokes lasers.

Figure 7.1(a) displays the optical transitions that couple the molecular states,

which are driven by frequency-stabilised lasers. Development of the STI-

RAP hardware has proceeded alongside the work described in this thesis.

Our setup follows a scheme developed for a bulk gas of RbCs [337]. The

pump laser has a wavelength of 1557 nm and the Stokes laser has a wave-

length of 977 nm. Both lasers are stabilised to a single optical cavity with a

finesse of 2.00(8)× 104. The cavity is constructed from ultra-low-expansion
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gas and mounted in a vacuum chamber at a temperature of 35 ◦C near the

zero-expansion temperature of the glass. Fibre-coupled EOMs are used for

continuous frequency stabilisation with a Pound-Drever-Hall setup.

The single-photon spectroscopy in Section 6.6.3 demonstrates the first step

of coupling the weakly-bound state to the excited state. The next step in-

volves using dark state spectroscopy to identify the resonant frequency for

the Stokes transition to the rovibrational ground state. Then we expect

to achieve a one-way conversion efficiency to the rovibrational ground state

matching the 92 % previously demonstrated for RbCs in a bulk gas [158].

7.2.2 Expansion to an Array

To capitalise on the full potential of the optical tweezers platform, the molec-

ular assembly process will be expanded to produce an array of molecules in

parallel. Achieving this goal involves overcoming several technical challenges

associated with generating large-scale uniform-intensity arrays.

The first challenge is sourcing sufficient laser power. At some stage, the desire

for larger arrays will require purchasing either higher-power laser sources

or optical amplifiers. Furthermore, the optical fibres delivering the tweezer

light to the main experiment table will also need to be upgraded. Currently,

the onset of polarisation noise when the light propagating through the fibre

surpasses a threshold power impedes the generation of large arrays. We

intend to resolve this issue by replacing the Thorlabs patch cables with patch

cables designed for high-power laser transmission. Once sufficient power is

available, the next challenge is generating a uniform array of traps.

The powers of traps in an array can be normalised using feedback from CCD

images. When the array is generated by driving an AOD with a multitone

RF signal, it is important to avoid intermodulation effects by choosing ap-

propriate phases for the individual tones. It is quite feasible to balance the

trap powers to within < 5 %. Alongside the implementation of our RSC pro-

tocol, which is designed to be robust against deviations in the two-photon

detuning, we should be able to prepare an array of atoms in the motional

ground state of their respective traps.
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Our first attempt at cooling Rb atoms in an array of four tweezers suffered

from inhomogeneous polarisation across the array. We identified that our

AODs modify the polarisation of the light in a manner dependent on the

frequency of the input RF signal. Although the change in polarisation is

relatively small, the associated change in the vector light shift experienced by

the atoms is detrimental to the OP fidelity. We have now installed polarisers

after each AOD to reassert the desired polarisation. With this modification,

we anticipate that the vector light shift from the tweezer will be uniform

across the array. We can also generate an array of 1064 nm tweezers using

the SLM, with the advantage that the SLM would generate an array of traps

with the same polarisation.

Our protocols for rearrangement and merging schemes are simply generalised

to 1D arrays. The rearrangement will be performed along the horizontal axis,

with the Cs atom array vertically displaced from the Rb atom array. Merg-

ing the arrays involves a vertical translation. While defect-free arrays of

∼ 50 atoms have been prepared in 1D, expansion to larger arrays is more

easily achieved in a 2D array [3, 4]. Implementing rearrangement in a 2D

array will require implementing efficient sorting algorithms [5, 88, 94]. When

rearranging dual-species arrays, the sorting movements simply avoid unde-

sired collisions when the Cs atom array is displaced from the Rb atom array

in both the horizontal and vertical directions and there is sufficient spacing

between traps that a moving tweezer could pass between them.

7.2.3 Dipole-dipole Interactions Between Molecules

Applications for ultracold molecules in optical tweezer arrays rely on the

dipole-dipole interaction to perform gate operations [15, 44, 45, 48]. It is

critical that the the time taken to perform a gate operation is much faster

than the decoherence timescale. The gate time is set by the interaction

strength, which depends on the separation of the molecules and the dipole

moment. For RbCs, a laboratory-frame electric dipole moment of d12 ∼ 0.7 D

could be realised by applying an external electric field of 2 kV cm−1 [140].

For optical tweezers separated by R = 0.9µm, the resulting timescale for the

dipole-dipole interaction is h/Vdd = 4πε0hR
3/d2

12 ∼ 10 ms. The laboratory-
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frame dipole moment could instead be induced using a MW field to create a

superposition of rotational states, and an entangling gate has been proposed

that takes 7.3 ms [15]. Decreasing the separation between molecules is an

attractive solution to speeding up the time taken for the gate operation.

The interaction strength can be increased by several orders of magnitude by

preparing molecules in state-dependent traps separated by < 0.5µm [130,

338].

On the other hand, the coherence time is generally limited by dephasing

caused by AC Stark shifts from the trapping light. The first demonstra-

tion of entanglement in an optical tweezer array of CaF molecules observed

dephasing of spin-exchange oscillations with a 1/e time of 2.5(3) ms. Sev-

eral actions can be taken to reduce the dephasing. Motional ground state

cooling reduces thermal dephasing, analogous to the dephasing discussed in

Section 5.2.2. Furthermore, state-dependent AC Stark shifts can be sup-

pressed using magic-polarisation traps [111–113, 121] and magic-wavelength

traps [122]. The molecular structure of the RbCs molecule in particular can

be exploited to realise a magic-wavelength trapping condition between mul-

tiple rotational states [123]. Implementing motional ground state cooling

and magic-trapping will extend the coherence time of spin-exchange interac-

tions to approach the > 5 s coherence time demonstrated for maintaining a

superposition of hyperfine states [113].

7.2.4 Hybrid Quantum Systems

A growing field of research looks to combine systems of molecules with Ryd-

berg atoms. Proposals for quantum gates take advantage of the long coher-

ence time of qubits encoded in molecular states, and combine this with fast

interactions mediated by Rydberg atoms [339–341]. Using Rydberg atoms as

mediators for molecular qubit interactions achieves fast gate times of ∼ 1µs,

with estimated fidelity exceeding 99 % aided by the fact that the gate has

little sensitivity to the molecular qubit’s motional state. In addition, measur-

ing fluorescence on a cycling transition of the atom permits non-destructive

readout of the molecular qubit state [340–344].

An alternative direction for future research seeks to assemble an ultralong-
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range triatomic Rydberg molecule [345–347]. These polyatomic molecules

have an extreme sensitivity to external electric fields that could be utilised

for precision measurements.

Our optical tweezers experiment is an ideal platform to realise a hybrid quan-

tum system of ultracold RbCs molecules with Rydberg atoms.

7.3 Concluding Remarks

This thesis demonstrates progress towards the preparation of rovibrational

ground-state 87RbCs molecules in an optical tweezer array. We have demon-

strated control over the external and internal states of single atoms in optical

tweezers. The high-fidelity preparation of an atom pair in the relative mo-

tional ground state of a common trap led to efficient association of a weakly-

bound molecular state. Already we have uncovered phenomena that present

fruitful avenues for future research, such as the influence of confinement on

interactions between an atom pair. Yet, the goal of preparing an array of

ultracold molecules is also within reach. The experiment will soon be ready

to transfer a molecule to the rovibrational ground state, and the process is

scalable to assemble an array of molecules in parallel. This experiment is full

of potential for research in quantum science.



Appendix A

3D Raman Sideband Cooling

Pulse Sequence

Here we present a table of typical parameters used for the Raman sideband

cooling pulse sequence outlined in Chapter 4. We note that after the work

presented in Chapter 5, we decided to replace the RB3 pulses with RB2

pulses, and have achieved the same motional ground state occupation prob-

ability.

Group 1 axial ∆n = −4 5 repetitions

Cs Sideband

Transition

Frequency (kHz)

Rb Sideband

Transition

Frequency (kHz)

Axis

Rb Raman

Rabi

Frequency

(kHz)

Duration

(µs)

68 100 Axial 4.5 272

76 110 Radial 1 21 70

68 100 Axial 4.5 272

112 170 Radial 2 27 60

Group 2 axial ∆n = −3 10 repetitions

Cs Sideband

Transition

Frequency (kHz)

Rb Sideband

Transition

Frequency (kHz)

Axis

Rb Raman

Rabi

Frequency

(kHz)

Duration

(µs)

51 75 Axial 4.5 251

76 110 Radial 1 21 70

154
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51 75 Axial 4.5 251

112 170 Radial 2 27 60

Group 3 axial ∆n = −2 10 repetitions

Cs Sideband

Transition

Frequency (kHz)

Rb Sideband

Transition

Frequency (kHz)

Axis

Rb Raman

Rabi

Frequency

(kHz)

Duration

(µs)

34 50 Axial 4.5 224

76 110 Radial 1 21 70

34 50 Axial 4.5 224

112 170 Radial 2 27 60

Group 4 axial ∆n = −2,−1 15 repetitions

Cs Sideband

Transition

Frequency (kHz)

Rb Sideband

Transition

Frequency (kHz)

Axis

Rb Raman

Rabi

Frequency

(kHz)

Duration

(µs)

34 50 Axial 4.5 224

76 110 Radial 1 21 100

17 25 Axial 4.5 188

112 170 Radial 2 27 60

17 25 Axial 4.5 281

76 110 Radial 1 21 100

34 50 Axial 4.5 224

76 110 Radial 1 21 70

17 25 Axial 4.5 188

112 170 Radial 2 27 60



Appendix A. 3D Raman Sideband Cooling Pulse Sequence 156

Table A.1: The pulse sequence used for simultaneous RSC of Rb and Cs.

The sideband transition frequency is the difference between the frequency of

the carrier transition and the desired sideband transition. The quoted Raman

Rabi frequencies are mean values. For a convolution of a Tukey profile and

a square pulse, as used to pulse shape the radial directions, this is different

from the peak Rabi frequency by a factor of 1.22. For a Blackman-Harris

profile the mean Rabi frequency differs from the peak Rabi frequency by a

factor of 2.79. The duration of the OP pulses is 15µs and the entire pulse

sequence lasts 45.05 ms.
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