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Abstract 

 

 

Non-functional requirements (NFRs) are regarded critical to a software system's success. The 

majority of NFR detection and classification solutions have relied on supervised machine 

learning models. It is hindered by the lack of labelled data for training and necessitate a 

significant amount of time spent on feature engineering. 

In this work we explore emerging deep learning techniques to reduce the burden of feature 

engineering. The goal of this study is to develop an autonomous system that can classify NFRs 

into multiple classes based on a labelled corpus. In the first section of the thesis, we standardise 

the NFRs ontology and annotations to produce a corpus based on five attributes: usability, 

reliability, efficiency, maintainability, and portability. In the second section, the design and 

implementation of four neural networks, including the artificial neural network, convolutional 

neural network, long short-term memory, and gated recurrent unit are examined to classify 

NFRs. 

These models, necessitate a large corpus. To overcome this limitation, we proposed a new 

paradigm for data augmentation. This method uses a sort and concatenates strategy to combine 

two phrases from the same class, resulting in a two-fold increase in data size while keeping the 

domain vocabulary intact. We compared our method to a baseline (no augmentation) and an 

existing approach Easy data augmentation (EDA) with pre-trained word embeddings. All 

training has been performed under two modifications to the data; augmentation on the entire 

data before train/validation split vs augmentation on train set only. Our findings show that as 

compared to EDA and baseline, NFRs classification model improved greatly, and CNN 

outperformed when trained using our suggested technique in the first setting. However, we 

saw a slight boost in the second experimental setup with just train set augmentation. As a result, 

we can determine that augmentation of the validation is required in order to achieve acceptable 

results with our proposed approach. We hope that our ideas will inspire new data augmentation 

techniques, whether they are generic or task specific. Furthermore, it would also be useful to 

implement this strategy in other languages. 
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Chapter 1 Introduction 

 

 
1.1 Overview 

In software engineering, requirements are used to describe the framework for the 

software system along with any limits on the development process. The method of 

elicitation and formulation of those specifications is called requirement engineering. 

These specifications include a framework for consensus on what to do with the 

software system, and a basis for evaluation, verification, and enhancement. 

Requirement engineering process provides an estimation of implementation costs and 

schedules. Requirement analysts encounter two types of requirements: functional 

requirements (FRs), which describe the functions, tasks, or behaviours that a system 

must support and non-functional requirements (NFRs), which represent a system’s 

particular qualities (Rahman, 2013). 

Stakeholders use natural language to express their requirements. However, NFRs are 

abstractly evoked (Wilson, 1999). FRs are the main focus for the developers, while 

NFRs are left unaddressed (Barmi, 2011). In practice, various design and architectural 

decisions depend on NFRs (Matoussi, 2008; Felfernig, 2012), resulting in increased 

project failure rates (Rao, 2011; Rahman, 2013). According to Lawrence (2001), NFRs 

are rated as one of the ten most significant risks in requirement engineering. Many 

software systems have faced cost and schedule overruns due to poor handling of NFRs 

(Rao & Gopichand, 2011). Examples of poor NFR management include the London 

ambulance system (Finkelstein, 1996), the Starbucks electronic system (Miners, 2015), 

and electronic health records in England (Bertman, 2010), all of which failed due to 

issues with performance, dependability, and usability, among other things. The 

identification of NFRs is extremely important in the realm of requirement engineering. 

In practice, the discovery and analysis of NFRs is mostly a manual process that is time- 

consuming and subject to the will and interest of the client or developers. The field of 

requirement mining, on the other hand, has developed as an active area of research 

with a variety of automated and semi-automated techniques being offered for eliciting, 

analysing, and tracing FRs and NFRs. 
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Automatic identification and classification methods help to save time and effort for 

requirement engineers by reducing the amount of manual work required to process 

NFRs. This study proposes an automated classification of NFRs based on multiple 

classes using deep learning techniques. Timely detection of NFRs and complete 

identification of requirements will benefit stakeholders in a practical way, such as 

facilitating the prioritisation of requirements, better management of resources (which 

will help to achieve increased customer satisfaction), and more valuable and higher 

quality products, and ultimately, more substantial organisational competitiveness. 

The remainder of this chapter is organised as follows. Section 1.2 describes the 

motivation for this study based on limitations of the existing solutions. Section 1.3 

presents contribution of this study. The research methodology is described in section 

1.5, and finally, the thesis structure is outlined in section 1.5. 

1.2 Motivation 

Today, the ability of machines to interpret and extract information from natural 

language is one of the central areas of research in artificial intelligence. Natural 

language processing (NLP) is a term used to describe a study that aids computers in 

solving problems, including text classification, machine translation, natural language 

generation, reading comprehension, and sentiment analysis. 

Automatic requirement classification is becoming increasingly popular because it can 

save time invested in the manual labelling of requirements, thus increasing 

transparency in requirements engineering process. Software requirement classification 

differs from other forms of text classification, such as spam detection, language 

identification, and sentiment analysis, where the labels assigned to the text do not 

represent semantic information (Griffiths et al., 2007). The labelling of software 

requirements, on the other hand, should be based on semantic characteristics since the 

label captures some semantic or topical information (Joachims, 2002). 

Previously, this task has been addressed mainly using machine learning techniques. 

Traditional supervised machine learning algorithms necessitate a significant amount 

of feature engineering effort, which can be time-consuming. During the last several 

years, deep neural network (DNN) approaches have advanced to the point where  
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models based on neural networks may give state-of-the-art classification predictions 

using features that have been directly learned from data (LeCun et al., 2015; Sze et al., 

2017). There is an increasing amount of work in this discipline with visual data. 

The field of NLP is presently being overtaken by deep learning (DL) based solutions 

with the help of neural networks (NNs). However, these solutions have significant 

drawbacks. First, they generally require a significant amount of labelled data. Model 

overfitting and poor performance are also major concerns since the vast dynamic range 

of features may not be helpful in classification (Krizhevsky et al., 2017). The goal of 

this research is to investigate the concept of data augmentation in the pre-processing 

of DNNs to tackle the problem of data sparsity for the classification of NFRs and word 

embeddings in order to enrich the model with semantic knowledge. According to the 

notion of data augmentation, changing data to train a neural network can help the 

network perform better (Cagli et al., 2017). Data augmentation has proven successful 

in a variety of deep learning tasks ranging from image classification (Krizhevsky et al., 

2017) to speech recognition (Graves, 2014; Amodei et al., 2016; Shorten and 

Khoshgoftaar, 2019). However, approaches that can be utilised for images and sounds 

are not acceptable for text due to the risk of losing the meaning of a sentence. This 

work primarily focuses on the augmentation of textual data and proposes a new data 

augmentation approach that helps to bridge this gap. Furthermore, in the case of data 

sparsity, transfer learning techniques have emerged as a suitable option (Perera and 

Patel, 2019). This study makes use of pre-trained word embeddings to train the DNNs. 

The classification of software requirement is undoubtedly an area of interest not only 

in academia but also in industry. The findings of this study can be used as a reference 

or guideline for developers and researchers interested in this domain. 

1.2.1 Shortcomings in Existing Solutions 

In the literature, two standard approaches (i) a rule-based (RB) approach and (ii) 

machine learning (ML) techniques were discovered as viable options for requirement 

classification. RB techniques use a set of hand-crafted linguistic rules to group text into 

different classes. However, these techniques require in-depth subject knowledge and a 

significant amount of effort on the part of specialists to develop rules. It is more 

difficult to maintain and upgrade these systems. As the number of rules increases,  
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adding a new rule may render the current ones ineffective. ML-based techniques can 

address these challenges by using supervised ML algorithms to automatically derive 

rules from pre-labelled data. ML involves the collection of requirements, 

classifications, and the validation of these classifications. In relevant studies, SVM and 

Nave Bayes were extensively utilised in ML-based classification, and they have been 

demonstrated to produce good outcomes, outperforming RB approaches (Binkhonain 

and Zhao, 2019). However, these methodologies are impractical and have several 

shortcomings, including (i) the absence of NFR representation, (ii) the restriction of a 

domain corpus, (iii) the constraints of feature training, (iv) the inability to handle 

multiclass/multi-label classification, and (v) overfitting and generalisation. 

1.3 Key Contributions 

This thesis aims to design an optimal framework for the classification of non- 

functional requirements that includes a unique method of data augmentation, word2vec 

embeddings, and a deep learning model based on a newly created NFR corpus. 

Figure 1- 1 shows the conceptual framework for this study. More specifically, the 

study’s contributions are divided into two phases motivated by the size of training data 

necessary for deep learning-based systems and the limitation of a domain corpus. 

 
 

Figure 1- 1: Conceptual Framework for Classification of NFRs 
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1.3.1 Domain Corpus for Non-functional Requirements (NFRs) 

This study proposes two approaches for creating a corpus of NFRs. 1) it seeks to 

construct a corpus dedicated to NFRs; to the best of our knowledge, this will be the 

first corpus in this field to include a representative sample. 

As an extension to this, 2) it proposes a framework for developing a multi-label corpus 

for NFRs. Software requirements have not been explored as multi-label classifications, 

and one obvious reason for this is the unavailability of such domain corpus. Therefore, 

the proposed framework may be used as a resource for future research. 

1.3.2 A Multi-Class Classification System for Non-functional Requirements 

This research also presents a DNN-based methodology for dealing with multiclass 

classification problems. Usually, these models are trained with a huge commercial 

dataset; the idea is to benefit from the strength of these models with a small dataset. It 

would be interesting to discover which state of the art models are capable of learning 

with a smaller dataset. This can form a core reference point for future research in this 

field. 

As evident from the literature, DNNs require a large corpus, which is practically 

difficult to obtain within the scope of this study. Therefore, this work explores another 

strategy to deal with data sparsity in the form of pre-trained word embedding and data 

augmentation to optimise the NFR classification system. 

This research presents a unique data augmentation technique that enhances data size 

while retaining domain knowledge. It would be fascinating to investigate how pre- 

trained word embedding and a data augmentation technique affect the learning of the 

neural networks. The results of this study could benefit future researchers in drawing 

knowledge based on the impact of the adopted methodology. 

1.4 Methodology 

It has been determined that the research methodology will investigate and evaluate a 

series of techniques directed at the classification of non-functional requirements to 

achieve the research goal and provide a solution to the associated research issues, as 

described in the previous sections. The start point for the study is simply to apply  
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straightforward, well-established, standard DNNs for the classification task at hand. 

The purpose is to provide a benchmark against which other proposed techniques can 

be compared and assessed. 

For the experimentation, the study will assess the performance of four state-of-the-art 

DNNs, artificial neural network (ANN), convolution neural network (CNN), long- 

short term memory (LSTM), and gated recurrent unit (GRU). 

When it comes to the second strategy, it is also conjectured that using some data 

augmentation that synthetically generates more data and pre-trained embeddings that 

transfer knowledge learned from a previous large corpus to a domain of interest will 

help to train the classifier. 

The study further creates a set of research objectives that will be addressed through 

experimentation and analysis to build and develop an efficient multiclass NFR 

classification system, as shown in Figure 1- 2. 

 

 
 

Figure 1- 2: A Flowchart for Framework Design 
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▪ To obtain a single label NFR corpus based on a representative sample. 

▪ To design a framework for building a multilabel gold standard NFR corpus. 
 

▪ To design a deep learning model most appropriate for the classification of 

NFRs. 

▪ To investigate the effect of pre-trained word embeddings and data augmentation 

approach over the performance of the baseline NFR classification system. 

▪ To analyse the generalisability of the designed NFR classification system over the 

selected NFRs. 

The overall performance of the proposed framework will be evaluated using standard 

metrics used for multiclass classification problems, including precision, recall, and F1- 

score. The main findings will be analysed based on the research aim and objectives, 

comparison between neural networks, word embeddings, and data augmentation 

approach. 

1.5 Thesis Outline 

This thesis is organised as follows: Chapter 2 provides some background on the 

classification of FRs/NFRs and current state-of-the-art techniques used in text 

classification. It provides an insight on the existing corpus in the NFR domain, the 

formal NLP rule-based approach, the machine learning approach, feature selection 

techniques, and finally, a discussion about the limitations of existing studies. 

Chapter 3 addresses the first two research objectives and provides the theoretical 

background for defining NFRs. It discusses the representative sample for NFRs and, 

based on that sample, it creates an NFR corpus that is further utilised in the experiments 

in this study. It also presents a framework for obtaining a gold standard in multi-label 

NFR corpus annotation. Finally, the results for annotation are presented at the end of 

this chapter. Chapter 4 provides the background for deep neural networks, specifically 

ANN, CNN, GRU and LSTM, for text-based classification, and the application of word 

embedding, and transfer learning are analysed for the given classification task. It 

discusses various hyperparameter tuning and overfitting issues in deep neural networks.  
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Chapter 5 consists of experiments based on the research questions of the proposed 

classification approach. It focuses on the experimental setting, corpus, word 

embedding and representation model. Chapter 6 provides an insight into the data 

augmentation in the deep learning domain, extending to the practical implementation 

of the proposed data augmentation approach. Chapter 7 presents the results and 

analysis based on the experiments performed in Chapters 5 and 6. Furthermore, 

Chapter 8 discusses shortcomings of the current study and proposes future directions 

for potential improvements. 
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Chapter 2 Fundamentals of Automatic Classification for Non- 

Functional Requirements 

 

 
Automatic text classification is a well-studied topic in the field of natural language 

processing. The development of NLP techniques has embarked in to the classification 

of functional and non-functional requirements to manage user specifications into pre- 

determined classes. 

This chapter provides an in-depth study of the relevant literature. Section 2.2 provides 

step wise guide for the reader through the classification process in terms of dataset and 

feature selection strategies. It further explores the use of a rule-based method and 

machine learning approaches to classify requirements. 

2.1 Related Work 

Text classification was introduced as a research topic by Maron (1961) and has become 

an important issue in information science due to increased attention over the last two 

decades. Traditionally, text classification models have been trained with labelled data 

in a supervised setting. Text classification is the activity of assigning a label to a piece 

of text (document/sentence) from a predefined set of semantic tags (Zha & Li,2017). 

Different applications include indexing documents to regulate vocabulary, filtering 

irrelevant content, categorising web pages, email management, genre detection, and 

many others. Text classification is now a prevalent practice because most content is 

digitally generated and processed. Company and personal correspondence, scientific 

and entertaining posts, conferences, and patient data are just a few examples of 

electronic text collections. These enormous text data require automatic storage and 

retrieval methods provided by text classification. 

The classifier's goal in text classification is to learn a classification function (or model). 

For example, consider a dataset of 'D' documents and a set of 'C' classes/labels, which 

makes a set of records of training datasets represented as (D; C). This categorisation 

task might be single-label or multi-label. The single label can be further classified as  
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binary or mutually exclusive classes and multi-class classification. For example, X 

belongs to the dataset “D”, and the class “C” represents a set of classes C1 and C2. In 

binary, X can be classed as either a C1 or a C2. In the multiclass scenario, however, 

there are the additional labels C1, C2, C3, ... Cn, and X can be classified in any but one 

of the supplied labels. 

On the other hand, in multi-label categorisation, an instance may be associated with 

numerous labels at the same time. In the preceding example, X can belong to C1, C2, 

or more classes at the same time. 

This section presents work related to the detection and classification of FRs and NFRs. 

Seventeen (17) studies have been reviewed for this analysis; ML techniques have been 

found in 13 selected studies, whereas four have adopted the RB approach. These 

algorithms fall into three types, comprising eight supervised learning (SL), three 

unsupervised learning (USL), and two semi-supervised learning (SSL) approaches, as 

presented in Table A- 1. 

A noticeable contribution to identify NFRs from structured and unstructured 

documents was first presented by Cleland-Huang et al. (2006), who developed a 

classifier that employs a list of keywords to classify NFRs from requirement 

documents obtained from Siemens Logistics and Automotive Organization. In another 

study by Cleland-Huang et al. (2007), an improved iterative approach was presented 

to classify security, performance, and usability. After conducting a series of tests, the 

proposed NFR classifier was proved to be unable to identify all of the NFRs, yet it 

emerged as a starting point for various studies in this domain. 

Hussain et al. (2008) suggested a supervised automated process of detecting NFR 

sentences by using a text classifier equipped with a part-of-speech (POS) tagger for 

both binary and multi-class NFR classification. The classifier makes use of syntactic 

features and keyword characteristics for training. The results reported in this paper 

outperformed the recent work in the field and achieved a higher accuracy of 98.56% 

using 10-folds-cross-validation over the same data used in the literature.  

Another study by Zhang et al. (2011) employed n-grams, individual words, and multi- 

word expressions (MWEs) as index terms at various levels of linguistic semantics  
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features to identify FRs and NFRs. The classifier is thus an SVM with a linear kernel. 

Soon after that, Slankas and Williams (2013) built an NFR locator utilising KNN, 

SVM, and Naive Bayes methods. When using a word vector representation of the 

NFRs, an SVM was twice as effective compared to the Naïve Bayes classifier. 

Furthermore, a KNN classifier with a unique distance metric outperformed the optimal 

Naïve Bayes classifier. Misclassifications were made as a result of the tool, and 

generalisability concerns were also present. Slankas discovered that some NFR 

qualities are linked to particular traits. 

A supervised learning-based approach for mining and classifying FRs and NFRs in 

agile software development was proposed by Sunner and Bajaj (2016). A genetic 

algorithm was utilised with a neural network to classify FRs and NFRs from multiple 

documents. The approach was compared with a model based on SVM, and the results 

indicated that the cluster neuro-genetic approaches outperform SVM and RBF kernels, 

according to the findings. However, there isn't any real-world application for this 

research. Thus, it can't be evaluated for usefulness. 

Kurtanovic and Maalej (2017) developed and tested a multiple supervised machine 

learning technique based on meta-data, lexical, and syntactic characteristics, including 

usability, security, operational, and performance criteria. Many feature extraction and 

feature selection strategies were employed to improve the accuracy of classification 

algorithms by Abad et al. (2017). Using the tera-PROMISE repository, a study found 

that pre-processing an existing classification technique enhanced its performance. 

Mahmoud (2017) proposed a semi-supervised approach for extracting software 

requirements based on an SVD model used with cosine similarity to classify FRs and 

NFRs. When working with the Tera PROMISE dataset, he used different 

representation models, including the trigram, bigram representations, and the LSA 

with cosine distance. He also tried out the TF-IDF model. Promising results were 

observed when cosine similarity was implemented with the trigram. Casamayor et al. 

(2010) proposed a semi-supervised technique based on user feedback, iteratively 

collecting data using an expectation maximisation strategy to develop a classifier for 

NFRs. For the initial training of the binary classifier, the technique utilises a multinomial 

naive Bayes classifier with expectation maximisation (EM) and claims to achieve  
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better results than the supervised approach discussed earlier.A semi-supervised 

semantic similarity-based technique based on the word2vec model and prominent 

keywords was developed by Younas et al. (2019) to automatically detect NFRs. The 

PROMISE-NFRs dataset was used for this investigation. NFRs identification based on 

semantics was a suitable starting point; however, the results are modest and require 

additional investigation, as the manual identification of indicator terms is not only 

labour intensive but also makes the detection of NFRs dependent on the keywords, so 

there are chances that it will not be able to produce the same effect with other datasets. 

Similarly, the results are dependent on the word2vec model, which is based on 

Wikipedia vocabulary. 

With the use of a clustering algorithm, Mahmoud and Williams (2016) suggested an 

unsupervised technique that uses the semantic meaning of the texts in question to detect 

NFRs. A systematic analysis of a series of word similarity methods and clustering 

techniques was used to generate semantically cohesive clusters of FR words. These 

clusters were then classified into various categories of NFRs based on their semantic 

similarity to basic NFR labels. The results show that this approach worked well for 

FRs on data from SafeDrink, SmartTrip, and BlueWallet. 

Recently Baker et al. (2019) conducted the first study to adopt a state-of-the-art ANN 

and CNN for the classification of NFRs. The PROMISE dataset was used in the 

experiment. Their dataset contained five classes. Their results show that CNN 

produced better results than ANN. However, inexperience and a lack of pragmatism 

are evident in the tool's design. 

RCNL is a multilayer ontology established by Vlas and Robinson (2012) that utilises 

a keyword-based approach that uses generic English grammar at the lower levels for 

the discovery of requirements and uses two parsing schemes to implement the design. 

They compared the result of their study with that of Cleland (2006). 

Wen ontology language was used to classify the requirement into ISO/IEC 9126 

ontology classes by Rashwan et al. (2013) using an SVM. The ISO 9126 quality model 

was used by Singh et al. (2016) to identify and classify NFRs and their subcategories. 

Based on thematic role and NFR incidence, an RB classifier is proposed to classify 

NFRs in this work. Two corpora were used to examine the findings. The results  
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indicate there are more highly scored sentences in the PROMISE corpus than in the 

Concordia Corpus. Sharma et al. (2014) proposed a technique to detect NFRs based on 

syntactic and semantic elements by parsing the requirements. Here, the presence of 

certain combinations of relationships among the specified feature as pattern-based 

rules. 

Using the requirement sentence-based classification algorithms of FSKNN, Badave et 

al. (2015) proposed an automated system for identifying non-functional requirements 

(NFRs) that incorporates semantic factors such as term development by hypernym and 

measurement of semantic relatedness between the term and each category of quality 

aspects based on ISO / IEC 9126. 

The studies discussed in this section have revealed a general process for classifying 

NFRs. There are three primary stages to this method: 1) the text preparation phase, 

which entails pre-processing the requirements and extracting meaningful features from 

it; 2) the learning phase, which incorporates the RB or ML approach; and 3) the 

evaluation phase, which implies evaluating the approach of an ML algorithm to 

classify NFRs. All these phases of text classification are discussed in the following 

section in this chapter. 

2.2 Corpus for Software Requirement 

The term corpus (plural corpora1) was introduced by Sinclair (1998) and refers to an 

electronic collection of authentic texts or speeches produced and preserved in a machine-

readable format by language speakers. Later, there was considerable discussion regarding 

the fundamental objective as well as the design criteria for a corpus. McEnery et al. 

(2006)1 argue that it is a set of text-based standards, and it should be machine-readable, 

authentic, and representative of a specific language or variety. The term “automatic” 

refers to the classification of software requirements based on two common approaches: 

rule-based (RB) approaches and machine learning (ML) based techniques. The ML-based 

systems produce better results as compared to RB approaches.  

1 McEnery (2003) pointed out that corpuses is perfectly acceptable as a plural form of corpus. 
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However, previous studies lack theoretical evidence for including certain NFR 

categories for classification, and one open challenge is limitation of the NFR corpus. 

Only two datasets exist, namely, the PROMISE dataset (Cleland-Huang et al., 2007) 

and the Concordia corpus (Rashwan et al., 2013), which contain attributes of FRs and 

NFRs. The PROMISE corpus comprises 15 SRS documents created by MSc students 

at DePaul University. It has 255 FRs and 370 NFRs, which expand to the following 

categories: functionality, availability, fault tolerance, legal, look and feel 

maintainability, operational, performance, portability, scalability, security, and 

usability. In this dataset, the NFRs do not have equal training examples foe each 

attribute. 

Table 2- 1: Class-wise Representation of the PROMISE Dataset 

 

Requirements in the PROMISE Dataset No. of Samples 

Availability 21 

Fault tolerance 10 

Legal 13 

Look and feel 38 

Maintainability 17 

Operational 62 

Performance 54 

Portability 1 

Scalability 21 

Security 66 

Usability 67 

Functional 255 

Total Sample Size 625 

 

Table 2- 1 shows the class-wise sample distribution in the PROMISE dataset; 

disproportionate samples in a dataset can create bias in the training phase. The NFR
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characteristics that were chosen to be a part of the PROMISE dataset are not the critical 

NFR attributes that would be required to describe the whole domain of the dataset. 

Furthermore, this corpus has a misclassification when it comes to labelling 

requirements (Mahmoud, 2017). Each of the requirement sentences in this corpus is 

composed of a single type of requirement sentence. After some time, this corpus was 

upgraded and renamed as the improved PROMISE corpus to reflect the new 

information. On the other hand, in the Concordia corpus, NFRs are classified based on 

a requirements ontology, modelled using the Web Ontology Language (OWL). Within 

the intra-model dependence perspective, there are several distinct types of NFRs 

divided into sub-categories according to the ISO 9126 standard. Functional 

requirements (FR), external and internal quality (accessibility, accuracy, 

configurability, dependability, efficiency, functionality, maintainability, portability, 

reliability, security and usability/utility), constraints, and non-functional requirements 

are the four significant categories classified by the Concordia RE corpus, as shown in 

Table 2- 2. 

Table 2- 2: Class wise Representation of Concordia Corpus 
 

Doc. NR FR CO US SE EF FU RE Total 

1 59 17 26 7 1 1 0 1 112 

2 114 32 20 7 10 1 1 2 187 

3 180 54 14 6 8 4 1 1 268 

4 191 19 21 0 2 3 13 5 254 

5 213 23 13 8 2 5 1 0 265 

6 1365 642 16 0 34 0 0 0 2057 

Total 2122 787 110 28 57 14 16 9 3140 
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It is intended to be used as an annotation exercise for the entire SRS text that has been 

prepared, where the SRS document was used as input and then annotated on a sentence-

by-sentence basis based on the categorisation described above. The Concordia corpus 

was created for a specific platform (the GATE annotation platform), which makes it 

undesirable to academics working on different platforms. 

2.3 Text Preparation for Requirement Classification 

The accuracy of the classification system is directly related to how clean and accurate 

data is used for training (Breck et al., 2019). Text pre-processing and feature selection 

are two procedures that are considered essential to obtain a refined dataset. This step 

takes textual requirements as input and applies different NLP techniques to pre-process 

the data. It is the first stage in dealing with datasets. According to Agarwal and Yu 

(2009), these steps involve techniques that help refine and clean the data to support the 

algorithm to speed up identifying keywords without disturbing the original syntax of 

the sentence. These can range from basic syntactic routine pre-processing to more 

complex semantic feature extraction approaches dependent on the requirement. Table 

2- 3 shows the pre-processing techniques used in related studies and defines the most- 

used feature and techniques to cleanse the data. It includes syntactic features (i.e., stop 

word removal, stemming, lemmatisation). These ensure that documents are processed, 

non-alphabetic characters and mark-up tags are discarded, stop words are removed, 

and morphological stemming is performed. Most of the studies used more than one 

pre-processing operation on their data, as shown in the last column of Table 2- 3. 

Another technique used frequently in the related studies as part of speech (POS) 

tagging, categorised as advanced text categorisation pre-processing. This technique 

performs parsing (a syntactic procedure in which the POS information and 

dependencies of sentences are collected) to annotate the text into different segments 

like subject, verb, and object of the sentence. 
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Table 2- 3: Preprocessing Technique for Requirement Classification 
 

Feature Technique Source 

Tokenisation Words, keywords, phrases, symbols (Casamayor et al., 2010; Kurtanovic and Maalej, 2017; Sunner 

and Bajaj, 2016) 

Stop word 

removal 

Removing words that do not convey 

any meaning 

(Casamayor et al., 2010; Kurtanovic and Maalej, 2017; Sunner 

and Bajaj, 2016) 

Stemming Convert into a root form (Casamayor et al., 2010; Hussain et al., 2008; Kurtanovic and 

Maalej, 2017; Rashwan et al., 2013; Sunner and Bajaj, 2016) 

Lemmatisation Removing inflectional endings (Kurtanovic and Maalej, 2017; Sharma et al., 2014; Slankas 

and Williams, 2013) 

Temporal 

tagging 

Selecting time, weight, and dates as 

features 

(Abad et al., 2017; Casamayor et al., 2010; Kurtanovic and 

Maalej, 2017; Sunner and Bajaj, 2016) 

POS tagging Labelling as a subject, verb, or object 

to different parts of the sentence 

(Abad et al., 2017; Hussain et al., 2008; Kurtanovic and 

Maalej, 2017; Vlas and Robinson, 2012) 

Semantic features are another type of pre-processing that selects token or phrase-level 

features from the text to annotate (Haury et al., 2011). They remove unnecessary 

components from a text to improve the algorithm's execution speed as well as the 

classification accuracy and precision (Challita et al., 2016). Table 2- 4 provides the 

description of feature annotation and its adoption in different studies in the related 

literature. Like semantic role labelling, chunking, named-entity recognition, and N- 

gram appeared as the most commonly used techniques. These techniques are based on 

annotating the text on a single word or multiple words that are considered a 

representative feature of that text. In an N-gram model, each of the n consecutive 

tokens is regarded as a separate dimension. The N-gram was used to select the most 

meaningful word (unigram) or group of words (bigram or multi-word expression) that 

uniquely characterise the sentence. When each token is viewed as a different 

dimension, hyperspace is called a unigram. N-grams can be used alone or with 

dimensionality reduction methods (described in section 2.5). Compared to other 

semantic feature annotation strategies (Mahmoud, 2017; Zhang et al., 2011), N-gram 

was superior at detecting semantic dependence between words. At the same time, some 

unique features like a singular unit, phrasal unit (Kurtanovic and Maalej, 2017), and 

entity tagging were also seen in practice (Abad et al., 2017). 
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Table 2- 4: Feature Annotation Techniques for Requirement Classification. Table 2- 4 

describes various feature annotation techniques and their functionality. It is significant 

to note that some of these techniques work at different levels of text, requiring the use 

of other techniques as a prerequisite for their effectiveness. 

Table 2- 5: Feature Annotation Techniques for Requirement Classification 
 

Scheme Description Pre-requisite Annotation level Source 

Chunking Delimiter based approach POS tagging Phrase level (Vlas and Robinson, 

2012 

Semantic 

role labelling 

Thematic role labelling POS tagging Syntactic labels (Singh et al., 2016) 

Ngram Labelling one, two or three 

words in the sentence 

POS tagging Unigram, Bigram, 

or trigram 

(Zhang et al., 2011; 

(Mahmoud, 2017) 

Named entity 

recognition 

Identification of keywords POS tags, chunk tags, 

prefix, and suffix 

Token level 
(Hussain et al., 2008; 

(Abad et al., 2017) 

 

2.3.1 Feature Selection Techniques for Requirement Classification 

The basic idea of this process is to adopt a simple and efficient approach to reach a 

smaller but discriminative feature set. In the feature selection technique, a subset of 

original features is selected (Walowe Mwadulo, 2016). These selected components are 

then used to train and test the classifiers. For instance, in the case of POS tagging, only 

the tagged part of the requirement is used, and the remaining text is discarded. 

Similarly, in the N-gram, the part of the text that covers the N-gram is used for training. 

This process then converts those selected features into vectors using statistical 

techniques. The association between each input variable and the target variable is 

evaluated using the statistic. The choice of statistical measures for both the input and 

output variables is dependent on the data type, and the input variables with the 

strongest correlation with the target variable are selected. This process reduces the 

training time and overfitting by preserving data characteristics for interpretability 

(Tomar and Agarwal, 2014). These are used in combination with the ML algorithm to 

improve the accuracy of classification (Varghese, 2012). 
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The feature selection can be either unsupervised or supervised. Unsupervised feature 

selection techniques ignore the target variable by removing redundant variables using 

correlation, whereas supervised methods are transformed based on three techniques. 

Wrapper, filter, and embedded techniques are used to extract features from the text in 

supervised methods. According to a comparative study by Wu (2016), the wrapper 

method selects features based on classifier performance. A predictive model is used to 

add one feature at a time in each round. 

On the contrary, the filters extract features from the data without learning them. 

Instead, selecting the subset of features based on a user-specified threshold, assuming 

that features with a higher variance will have more useful information (Wu, 2016). 

Still, it does not take account of the relationship between feature variables. In related 

studies, Zhang et al. (2011) used information gained to train the ML algorithm. Filter 

methods are generally faster than wrappers (Haury, 2011). Whereas, wrappers require 

cross-validation for each feature, making them computationally expensive (Khalid and 

Nasreen, 2014). By contrast, the filter approach is computationally efficient, as they 

work independently from the classifier. 

Finally, certain machine learning algorithms automatically select features. These could 

be referred to as intrinsic or embedded feature selection methods. This includes 

techniques like Lasso's penalised regression model and decision trees, including 

random forest. Embedded methods learn which features contribute best to the accuracy 

of the model while the model is being created (Mirończuk and Protasiewicz, 2018) and 

reduces the degree of overfitting or variance of a model by adding more bias (Khalid 

and Nasreen, 2014). 

In previous studies, Hussain et al. (2008) and Kurtanovi (2017) used a decision tree as 

a classification algorithm to create an embedded ability to find the best feature. 

Embedded approaches are faster than wrappers in computation, but they produce 

classifier-specific choices that may not work with any other classifier (Wu, 2016). 
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2.3.2 Dimensionality Reduction Techniques for Requirement Classification 

After data cleansing and feature selection, the next step involves converting the text 

into a machine-readable format. Like feature selection, dimensionality reduction 

techniques reduces the number of random variables that are under consideration based 

on features extracted from the original feature set (Zena M. Hira and Gillies, 2015). 

The difference is that feature selection chooses which features to maintain or eliminate 

from the dataset, whereas dimensionality reduction generates new input features by 

projecting the data. As a result, dimensionality reduction is an alternative instead of a 

subset of feature selection. It performs transformation of the features so that the 

original features are not reversible, as some uncorrelated and superfluous information 

is lost (Varghese, 2012). 

The related literature is analysed using either feature selection techniques or the 

dimensionality reduction techniques described below. Instead of the original values, 

the new collection of characteristics results in different values. This method can be 

further divided into linear methods and non-linear methods. 

The extraction of features is performed so that the transformation of the original 

characteristics is not reversible, as some uncorrelated and unnecessary information is 

lost (Varghese, 2012). The most commonly used dimensionality reduction methods are 

those that apply linear transformations like those described in Table 2- 6. These include 

principal component analysis (PCA) and linear discriminant analysis (LDA), as well 

as the non-linear GDA and kernel PCA. 

2.2.3.1 Principal component analysis (PCA) 
 

According to Jolliffe and Cadima (2016), PCA is an unsupervised machine learning 

approach for finding the single best subspace of a given dimension using orthogonal 

transformation. PCA linearly maps the data to maximise its variance in the low- 

dimensional representation (Sorzano et al., 2010) by decreasing the number p of 

associated variables by a large factor to a smaller number k of orthogonal variable 

(k<p). The results of PCA depend on the scaling of the variables. The applicability of 

PCA is limited by certain assumptions made in its derivations. 
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2.2.3.2 Linear discriminant analysis (LDA) 
 

LDA is typically used for multi-class classification. It is assumed that words with 

comparable meanings will appear in similar sections of text (Sun et al., 2017). LDA 

seeks a linear combination of input features that optimise class separability, whereas 

PCA attempts to discover a set of orthogonal components of maximum variance in a 

dataset. However, the data should be regularly distributed to avoid LDA constraints. 

The dataset should also contain known class labels; however, PCA does not require 

class labels. 

2.2.3.3 Singular value decomposition (SVD) 
 

It performs a transformation utilising truncated singular value decomposition (SVD). 

This works well with sparse data, where many rows have zero values. In contrast, PCA 

works well with dense data. Another significant distinction between truncated SVD 

and PCA is that SVD factorisation is performed on the data matrix, whereas PCA is 

performed on the covariance matrix. 

2.2.3.4 Kernel PCA 
 

Kernel PCA is the non-linear variant of standard PCA. Kernel PCA is beneficial for 

non-linear datasets where traditional PCA is ineffective. 

In kernel PCA, input is initially passed through a kernel function, which temporarily 

projects the input into a higher-dimensional feature space and separates classes 

linearly. The data is then projected into a lower-dimensional space using the standard 

PCA algorithm. Kernel PCA converts non-linear data into a lower-dimensional space 

that may be used with linear classifiers in this fashion. 

2.2.3.5 Generalised discriminant analysis (GDA) 
 

GDA deals with nonlinear discriminant analysis using the kernel function operator. 

The GDA method converts input vectors into a high-dimensional feature space. 

Support vector machines are similar to the underlying idea (Baudat and Anouar, 2000). 
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2.2.3.6 Latent semantic analysis (LSA)/ Latent Semantic Analysis (LSI) 
 

It is a method of examining relationships between a group of documents and the terms 

they include by producing a set of concepts connected to the documents and terms in 

NLP, specifically distributional semantics. 

LSA assumes that words with similar meanings will appear in similar texts. A massive 

chunk of text is converted into a matrix where the rows show all the unique terms in 

the document and the columns represent each document. As a mathematical approach, 

SVD reduces the number of rows while maintaining the similarity structure within the 

columns. The cosine of the angle generated by any two columns is then used to 

compare documents. Closer values to 1 indicate very similar documents, whereas 

values closer to 0 indicate very different documents. Mahmoud (2017) used LSA with 

cosine similarity. 

Table 2- 6: Dimensionality Reduction Techniques for Requirement Classification 
 

Dimensionality 

Reduction 

Feature Selection Analysis Source 

PCA Linear, Filter, Unsupervised 

learning 

Orthogonal transformation (Mahmoud, 2017) 

SVD model Nonlinear, 

Unsupervised/Filter 

Probability model for taxonomy learning (Hussain et al., 2008; 

Kurtanovic and Maalej, 

2017) 

LSA/LSI Linear Unsupervised based on 

SVD 

Latent semantic analysis is a technique for 

file representation and the cosine similarity 

measure 

(Casamayor et al., 2010; 

Mahmoud, 2017; Singh 

et al., 2016) 

GDA Non-linear Feature projection into the low dimension (Singh et al., 2016) 

LDA Linear, Unsupervised Identify topics that the documents contain 

based on specific probabilities 

(Kurtanovic and Maalej, 

2017) 

 

2.4 Training Machine Learning Algorithms for Requirement Classification 

 

The training objective is to adapt the model to the training set while generalising new 

data. The dataset is separated into two groups for analysing the results of the supervised 

learning (SL) algorithm: the training set and the validation set.  
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The SL algorithms are trained with a training set and tested on a validation set that it 

has never seen before. A learning algorithm is prepared to learn from the training data 

and predict class labels for unseen data. The learning algorithm's performance is 

analysed based on its ability to generalise to the validation set. 

2.4.1 Supervised Learning Approach 

Supervised learning (SL), often known as inductive learning (Chen et al., 2014), is 

based on a methodology that involves training with labelled data to learn unique 

parameters (features, patterns, or functions). These algorithms find relationships 

between input and labels to optimise the classification accuracy of unseen data. 

In general, SL classifiers build a mapping function that can be either parametric or non-

parametric. A learning approach that summarises data using a set of fixed-size 

parameters is called parametric learning. On the other hand, non-parametric machine 

learning is an algorithm that does not make strong assumptions regarding the mapping 

function. Non-parametric methods seek to best fit the training data in constructing the 

mapping function (Kumar and Sahoo, 2012) while maintaining some ability to 

generalise to unseen data. It is unnecessary to select the appropriate characteristics; 

non-parametric techniques are the best option in situations where feature selection is 

difficult. They differ from the parametric model in that they make assumptions that are 

not dependent on the training data. 

Naïve Bayes can be parametric or non-parametric depending on how the probability's 

densities are estimated and represented. Decision trees (DTs) and K-Nearest neighbour 

(KNN) take the non-parametric approach as such; they can fit a large number of 

functional forms, whereas support vector machines (SVMs) and simple neural 

networks (NNs) are parametric depending on what we are learning regarding the values 

of the network parameters or the high dimensional hyperplane. 

2.4.1.1 Naïve Bayes (NB) 
 

According to Lewis (1998), the Bayes theorem is the heart of the NB algorithm. With 

the support of statistical functions, it underpins a simple but powerful approach with 

the assumption of independence between features given the class label. It calculates 

https://www.sciencedirect.com/topics/computer-science/learning-algorithm


Fundamentals of Automatic Classification for Non-Functional Requirements 

24 

    

 

 

 

the likelihood of an input that is important to a particular pre-defined class (Feng et al., 

2013; Berrar, 2019; Barber, 2011, pg-203). The output of NB is based on a Bayesian 

probabilistic model that assigns a posterior class probability to an instance: P (Y=yj| 

X=xi). An instance is assigned to the class with the highest posterior probability.The 

simple NB classifier uses these probabilities to assign an instance to a class. This 

equation calculates the probability of Y based on the input features X. 

𝑃 (Y|X) = 𝑃(X|Y) ∗ 𝑃(𝑌)|𝑃(𝑋) Eq2- I 

 
The purpose of NB is to pick the most likely class Y. Argmax is an operation that finds 

the argument that gives the maximum value from a target function. 

NB can take on one of three types in practice, multinomial, Bernoulli, or Gaussian. 

Multinomial NB assumes that each P(xn|y) follows a multinomial distribution and is 

mainly used in classification documents to look at the frequency of words. Bernoulli 

is similar to multinomial, except it works with Boolean problems. Gaussian NB is 

based on the assumption that continuous values are samples from Gaussian 

distribution. NB holds strong assumptions about feature independence, which 

sometimes causes overfitting and an increased computation time (Murphy, 2012, pg- 

84). This algorithm has been used in three of the related studies in this domain 

(Cleland-Huang et al., 2007; Casamayor et al., 2010; Slankas and Williams., 2013). 

2.4.1.2 Expectation maximisation 
 

Expectation maximisation (EM) is an unsupervised clustering algorithm. It is an 

iterative approach to calculating maximum likelihood estimation in problems with 

missing data using probabilistic functions (Kamal et al., 2006), especially when some 

data items remained unobserved in the first place. EM works iteratively in two steps, 

the expectation step (E) and the maximisation step (M). EM is used as an alternative 

to gradient descent. In a related study, Casamayor (2010) used requirements that 

received feedback from the analysts as labelled requirements in combination with EM 

and NB to classify NFRs. 
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2.4.1.3 Decision tree (DT) 
 

A decision tree is one of the classification techniques. Three types of nodes make up 

an established tree: the “root node”, the “internal node”, and the leaf to depict each 

possible result of a decision making in each possible outcome. In DTs, nodes represent 

features (attributes), branches represent a decision (rule), and leaf nodes represent 

outcomes (discrete and continuous). 

A logic-based algorithm is used to model datasets in hierarchical structures using an 

if/else argument (Baharudin et al., 2010). The algorithm separates a set of data into 

smaller subsets for training while also building an associated decision tree 

incrementally. The root node, also known as the top node, is the best predictor for a 

tree’s decision-making when there are no incoming or outgoing edges. On the other 

hand, internal nodes have at least one incoming and outgoing edge. A leaf node with 

no outgoing edges indicates a categorization or final judgment. 

Every node in the tree is made up of either decision nodes that contain words or “leaves” 

that correspond to the split point that yields the greatest information gain (IG) for a 

particular set of data (Gini or entropy in this example) (Dhurandhar and Dobra, 2008). 

The branches carry the weight of each term in the document. 

The deeper the tree, the more complicated a DT may be in its decision rules, and the 

more fit the model is to the real world. In addition, the complexity of a tree will tend 

to affect the correctness of a choice made by the tree when it is used to make decisions. 

DTs are much more convenient for making classifications involving decision-making 

because they can compute both categorical and numerical data, are easily accessible 

and interpretable, require less calculation, and are capable of illustrating whether the 

relationship between dependent and independent variables is computationally low- 

cost. From the related literature two studies were found based on and decision tree 

(Hussain et al., 2008; Lu and Liang, 2017). 

2.4.1.3 Support vector machine (SVM) 
 

The SVM algorithm is based on statistical learning theory and the structural risk 

minimisation principle from the Vapnik–Chervonenkis (VC) dimensions. These 

statistical functions are referred to as the kernel. Different SVM algorithms use 
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different kernel functions that project the data into a higher dimensional domanial 

space, where it is more likely to be linearly separable. 

In their most basic form, SVMs learn linear functions by constructing a hyperplane 

with the most considerable distance to any class’s nearest training-data point (Vapnik 

and Lerner, 1963). The goal of structural risk minimisation is to establish a hypothesis 

‘h’ by defining a notion of similarity, even in very high-dimensional domains, with 

little computing cost. 

SVMs have the potential to generalise from the hypothesis space in the presence of a 

range of features because the complexity of the hypothesis is controlled using the 

margin rather than the number of features. As SVMs are trained by selecting support 

vectors that are further apart, they are independent of the dimensionality of the feature 

space. It suggests a heuristic for selecting good parameter settings for the learner. 

SVMs can, however, be used to learn polynomial classifiers, basic radial function 

(RBF) networks, and three-layer sigmoid neural nets by simply plugging in an 

appropriate kernel function. Text classification can be done with a linear p lines kernel 

in one dimension. Compared to naïve Bayes, SVMs are robust when working with 

high-dimensional data. 

SVMs are considered shallow architectures, as they typically apply only one or two 

(non-linear SVM) transformations on top of their inputs; this limits their ability to 

capture hidden relationships. In related studies, SVM is identified as the most useful 

technique for classifying requirements (Zhang et al., 2011; Rashwan et al., 2013; 

Slankas and Williams, 2013; Sunner and Bajaj, 2016;). 

2.4.1.5 Nearest neighbours (K-NN) 
 

The K-NN statistical technique is utilized to calculate the correlation between the test 

data and the new instance to determine the nearest data point. As the name suggests, it 

uses K nearest neighbours (data points) to estimate the class or continuous value for 

the new data point (Baharudin et al., 2010). The data points with the shortest distance 

in feature space from a new data point are used to make decisions where K is the 

number of such data points considered during the implementation of the algorithm. As 

a result, while utilizing the KNN method, the distance metric and the K value are two 

key factors. 
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The most-used distance measure is Euclidean distance. Others include hamming 

distance, Manhattan distance, and Minkowski distance, depending on the problem. 

When predicting a new data point's class/constant value, it uses all the data points in 

the training set to locate the new data point in the K nearest neighbours and their class 

labels in feature space. Finally, the class that is selected is the one that obtains the 

majority of data points from K’s nearest neighbour. In the related literature, three 

studies used KNN for classification, but Casamayor et al. (2010) received the highest 

accuracy among the three, with 70% accuracy in classifying NFRs (Casamayor et al., 

2010; Slankas and Williams, 2013; Badave et al., 2015). 

2.4.1.6 Neural networks (NN) 
 

Neural Networks typically form a layered architecture where each layer links with the 

previous layer to capture relationships in the inputs of the last layer (Mcculloch and 

Pitts, 1990). These layers carry some weights that multiply their information, and the 

connected layers transform the calculated inputs to produce a correspondent output. 

The neural network has not yet been introduced to effectively classify NFRs. Neural 

networks were used in this domain for the first time by Sunner and Bajaj (2016), but 

the study is naïve and lacks practicality. 

2.4.2 Unsupervised Learning Approach 

An ML algorithm draws inferences from the data by clustering data into different 

clusters without labelled responses (Usama et al., 2017). These algorithms use input 

requirement documents to drive structure by looking at the inputs' relationship. K 

means and hierarchical clustering are used within the domain of this study. 

2.4.2.1 Hierarchical clustering 
 

Hierarchical clustering is an iterative algorithm that forms a large cluster by merging 

similar elements in a dataset into a cluster that ends in a set of clusters. Each of the 

clusters is distinct from the others. However, the objects within each cluster are broadly 

similar to each other. Its training takes each observation as a separate cluster and 

produces a dendrogram based on a distance function that shows the hierarchical 

relationship between them. It then combines similar objects to form a cluster iteratively 
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until all the clusters are merged. Mahmoud and Williams (2016) used a hierarchical 

clustering algorithm using lists of keywords, including pre-defined NFR categories, to 

determine which cluster belonged to which NFR category. On the other hand, Abad et 

al. (2017) performed training without pre-defined data and got the worst performance 

compared to results obtained from supervised learning studies. 

2.4.2.2 K-Means 
 

K-means is an iterative technique that divides documents into clusters (K) based on 

their random classification. The K-means function is used to iteratively assign the 

nearest cluster of K-clusters to each data point in space using the K-means function. 

Sunner and Bajaj (2016) conducted an experiment using K means feature weighting 

and found that the results were stronger than those obtained with SVM. 

2.4.3 Semi-Supervised Learning Approach 

The semi-supervised learning approach contains approaches for supervised and 

unsupervised learning in one framework. This sort of learning uses a small amount of 

labelled data and many unlabelled data during the training phase. Previously labelled 

samples are mixed with unlabelled examples to assign labels. This unlabelled data 

compensates for the impact of a lack of labelled data on classifier accuracy. These 

solutions iteratively use the SL algorithm for both labelled and unlabelled data. The 

labelled data was used to train the classifier and then applied to more unlabelled criteria 

to determine classification accuracy. Two of the three primary studies used this 

algorithm, whereas the others used another technique. 

2.4.4 NLP Rule-Based Approach 

The classic approach in natural language processing (NLP) for text classification is 

rule-based (Afrin and Litman, 2018). RB classifiers classify data using a collection if 

/then rule (Kang et al., 2013). The rule is an expression made of the conjunction of 

characteristics. The rule consequent is based on a positive or negative classification 

and is directly learned from the data (Xu et al., 2017). It is similar to DT, where 

collections of rules model the dataset. However, RB classifiers allow overlaps in 
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decision space, while DT is strictly hierarchical. The RB approaches are easy to 

interpret and give the owners complete control of adding new rules or removing 

existing rules. These approaches require deep domain knowledge and extensive effort 

in order for experts to curate rules. However, these systems are harder to maintain and 

improve once the size of rules grows. Adding a new rule could lead to the 

ineffectiveness of existing ones. It is seen that there are limited rules to define the 

relationship between words, specifically in the context of handling security, usability, 

and maintainability (Sharma et al., 2014), which can result in the wrong classification. 

Moreover, the rule-based approach has limited generalisability (Vlas and Robinson, 

2012). 

Table 2- 7: Feature Learning Techniques for Machine Learning Classifiers 
 

Learning 

Techniques 

Algorithm Analysis Source 

Information gain Decision tree Measures the reduction in entropy (Zhang et al., 2011) 

Distance function clustering filter, KNN Sequential minimal optimisation (SMO) (Rashwan et al., 2013; 

Sharma et al., 2014) 

Expectation 

maximisation 

Wrapper/unsupervised 

Naïve Bayes 

Expectation–maximization (EM) algorithm is 

an iterative method to find the maximum 

likelihood. Estimation in problems with 

missing data. 

(Kurtanovic and Maalej, 

2017) 

Unweighted Pair 

Group Method 

with Arithmetic 

mean (UPGMA) 

Hierarchical clustering 

method, K-means 

Hierarchical clustering algorithms 

Phylogenetic reconstruction dealt 

(Singh et al., 2016) 

Smoothed 

/Unsmoothed 

probability 

measure 

(SPM)/UPM 

Decision tree Probability measure to rank features (Hussain et al.,2008) 

TF/IDF Rule-based Latent semantic analysis is a technique for 

file representation and the cosine similarity 

measure. TF-IDF and bag-of-words are 

methods to represent a document as a vector. 

(Casamayor et al., 2010; 

Singh 2016; Mahmoud, 

2017) 

Kernel function, 

SMO 

SVM The kernel is a statistical function that takes 

data and converts it into the desired format. 

(Slankas and Williams, 

2013) 
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2.5 Requirement Classification and Performance Evaluation 

Once text pre-processing is performed and a classification algorithm has been selected, 

the next phase is to train the algorithm for the given dataset. The performance of the 

ML algorithm is evaluated using a validation set, which is generally distinct from the 

training set. Most studies in the related literature employed K cross-validation 

procedures to validate the classifier performance (Hussain et al., 2008; Baker et al., 

2019). K-cross validation is a typical method that divides data into distinct K-folds at 

random. The data size of each K-fold is the same; one is utilised for testing, while the 

others are used for training. The learning process is repeated K times to generate a 

single result, after which the average of the K results is calculated. Most of the studies 

used 60% of the dataset for training and 40% for testing. On the other hand, 

unsupervised learning research used the same data for testing and training. 

A classification model predicts the probability of belonging to a specific class for each 

data item in the validation set. In the case of binary classification, a threshold is usually 

applied to decide which class has to be predicted for each item. While in the multi- 

class case, there are various possibilities; among them, the highest probability value is 

selected mostly based on a mathematical function, for instance, softmax. 

Performance measurements are required to assess the algorithm's ability, such as 

precision, recall, accuracy, and F-score. These metrics are based on the confusion 

matrix, since it encloses all the relevant information about the algorithm and 

classification rule performance. The confusion matrix is a cross table that records the 

number of occurrences between two raters, the true/actual classification and the 

predicted classification. In the binary case, it only considers the positive class (meaning 

the true negative elements have no importance), while in the multi-class case, it 

considers all the classes one by one and, as a consequence, all the entries of the 

confusion matrix. The details of these techniques are given below.
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Precision 

 

Precision refers to the number of relevant records retrieved from the total number of 

irrelevant and relevant records. In the context of text classification, true positive 

represents the text classified as positive by the model that actually belonged to that 

class, while false positives are the elements that have been classified as positive by 

the model but that are actually negative and do not relate to the given label. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 Eq2- II 

Recall 

 

Recall is a measure of classification that is referred to as an accurate positive rate. In 

recall, a false negative is a piece of text that has been classed as negative by the model 

that is actually positive. In other words, the model fails to find relatedness with a label 

as true. Recall demonstrates the ability of the model to find the positive units in the 

dataset. This is essential, as classification aims to recognise all requirements. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 
 
Eq2- III 

Accuracy 
 

Accuracy is a primary criterion for evaluating multi-class classification performance. 

It is calculated straight from the confusion matrix and represents the correct overall 

predictions by the model on the entire dataset. Accuracy is calculated as the fraction 

of true positive components divided by positively predicted units. True positives are 

the elements that the model has labelled as belonging to the positive class; 

simultaneously, a true negative is an outcome where the model correctly predicts the 

negative class. True positives and true negatives are the elements correctly classified 

by the model and lie on the main diagonal of the confusion matrix. The denominator 

also considers all the elements outside of the main diagonal that have been incorrectly 

classified by the model. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

Eq2- IV 
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F1 score 
 

F1 score evaluation measures combine precision and recall by providing an average of 

the two values. The F1 score is widely used for measuring performance for multi-class 

 

classification. F1 score lies between 0-1, where 0 is the worst value and 1 is the best 

value. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 (
𝑃 ∗ 𝑅

𝑃 + 𝑅
) 

 
 
Eq2- V 

 

Table 2- 8: Analysis of the Performance Measures for the Classification of Requirements 

Precision Recall F1-Score Study 

12.40% 76.70% ---- (Cleland-Huang et al., 

2007) 

97% 1% ---- (Hussain et al., 2008) 

97.80% 100% ---- (Rashwan et al., 2013) 

72.80% 54.40% 62% (Slankas and Williams, 

2013) 

73.9% 54.7% ---- (Ramadhani et al., 2015) 

98% 96% ---- (Singh et al., 2016) 

86.86% 86.97% ---- (Sunner and Bajaj, 2016) 

70% 70% 0 (Kurtanovic and Maalej, 

2017) 

98.00% 98.00% 98% (Abad et al., 2017) 

92.85% 81.25% 86.66% (Mahmoud, 2017) 

50% 41% 42% (Younas et al., 2019) 

82%-94 76%-97% 82%-92% (Baker et al., 2019) 
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Table 2- 8 describes participating studies' performances in terms of precision, recall, 

and F1-score. Following a thorough examination of the literature, it was found that 

POS tagging and Ngram were considered to be best among all other features. In a 

comparative study, one-word features resulted in higher recall for classifying NFRs. 

Kurtanovic and Maalej (2017) compared their work with Cleland-Huang et al. (2007), 

using a keyword-based approach to achieve a precision of 0.974. At the same time, 

Hussain et al. (2008) outperformed the result of Cleland-Huang et al. (2007), achieving 

an accuracy of 98.56% using the same data. Slankas and Williams (2013) proposed an 

NFR locator that effectively extracted relevant NFRs. SMO turned out to be highly 

effective when compared with Naïve Bayes. However, the SVM was seen as the best 

classifier among all studies. 

2.6 Summary 

This chapter presented an overview of the significant components of the requirements 

classification system that were pertinent to this thesis. This included a brief explanation 

of requirement classification, emphasising single label and multi-label classifications. 

Following that, we discussed the various models used to identify and categorise 

functional and non-functional requirements. Moreover, we fully explained the text 

categorisation technique, followed by a more in-depth examination of the various 

forms of machine learning and rule-based training. The chapter came to a close with an 

analysis of the various classification systems in use. 



 

 

Chapter 3 Corpus Design for Non-Functional Requirements 

 

 
Most state-of-the-art solutions for non-functional requirement classification are based 

on supervised machine learning models trained on manually annotated samples. 

However, these strategies have drawbacks like 1) a lack of theoretical representation 

for NFRs and 2) the unavailability of an open-source domain corpus. This chapter tries 

to close this gap by addressing these issues, as one of the contributions of this thesis. 

The chapter starts with defining the ontology for NFRs in the context of requirement 

engineering and highlights some of the challenges faced when handling these 

requirements. Section 3.2 presents a single label NFR corpus. It is further extended in 

section 3.3 to design a crowd-based framework for corpus annotation to create a 

multilabel gold standard corpus. The formulation of the experiment is shown in section 

3.4. 

3.1 An Ontology for Non-Functional Requirements 

Ontology is a term that refers to a common understanding of any domain of interest. It 

is commonly envisioned as classes (concepts), relations, functions, axioms, and 

instances. In requirement engineering (RE), NFRs are considered conditions over 

functional requirements. Some descriptions to express NFRs have been chosen for this 

study. 

• “The functions and services that the system offers come with certain limitations. 

These include time, standards, and development” (Sommerville, 2007). 

• “A description of a software system's characteristic or feature that a should 

demonstrate or a limitation that it should adhere to, except an observable 

behaviour” (Wiegers and Beatty, 2013). 

• “NFRs are the requirements that pertain to a quality concern that the functional 

prerequisites do not cover” (Pohl and Rupp, 2015). 
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Quality requirements, quality attributes, non-behavioural requirements, “ilities”, or 

soft objectives are all terms used to describe NFRs (Chung, 2000). 

It also suffers from both terminological and theoretical conflict, making them 

contradictory and synergistic. For example, Roman (1985) defined NFRs as constraints 

on the interface, performance, operation, life cycle, finances, and politics. According 

to Chung et al. (2000), NFRs are defined by more than 150 terms. Douglas (2010) 

defined NFRs in terms of their performance, compatibility, and secrecy, as well as their 

efficiency, flexibility, reliability, integrity, maintainability, portability, and usability. 

As seen, there is an ambiguity in defining NFRs; similarly, there is no standardised 

method for determining whether or not NFRs have been met. Instead, they are often 

met to varying degrees of success. 

Philosophers and researchers have been highlighting NFRs as an essential entity for 

consideration. However, there is a long-persistent debate among them regarding the 

NFRs considered essential for the success of a software project. 

Each NFR attribute impacts software systems at some stage, leading to many 

architectural decisions (Felfernig et al., 2012) and requiring expertise, tools, and 

resources (Zhang et al. 2013). This diversity of NFRs indeed leads to a divergent 

classification of NFRs, which is practically not possible. Therefore, this study attempts 

to find a sample for the representation of NFRs. In the following section, the NFR 

hierarchy will first be identified. Then, we will investigate critical NFRs based on the 

software quality model’s perspective. 

3.1.1 Mapping User Requirements into Non-functional Requirements 

Stakeholder requirements are written in natural language, detailing the services and 

limitations they expect their system to provide (Sommerville, 2007). User 

requirements are unclear and can be perplexing. As a result, these are transformed into 

system requirements, which comprise a complete description of the system services, 

technical specifications, and design descriptions, as well as any conditions or 

constraints. Functional requirements are more specific and to-the-point than system 
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requirements, describing how a system should respond to a certain action or input. 

Every functional need has one or more non-functional requirements connected with it. 

Non-functional requirements might arise from the fulfilment of one functional 

requirement, whereas constraints are limits on the conditions (Sommerville, 2007). To 

elaborate further, a user requirement is provided as an example in Table 3- 1. 

Table 3- 1: Mapping User Requirements into FRs, NFRs, and Constraints 
 

Requirement Type Example 

User requirements Any user who selects an option on the page should only make one click. 

System requirements The system should be interactive. 

Functional requirements Users should be able to select an option on the page. 

Non-functional requirements Efficiency 

Constraints Number of clicks 

 

3.1.2 Challenges Faced by NFRs in Requirement Engineering 

Stakeholders specify the design of the system and the limitations to the development 

process in the form of requirements described in natural language (Wilson et al., 1997). 

Stakeholder requirements could have properties of FRs and multiple different NFRs 

simultaneously (Dabbagh and Lee, 2014). The requirement analyst must identify those 

aspects and transform the operational need into a complete system specification and 

document in a formal software requirement specification document (SRS) (Cabral and 

Sampaio, 2008). The elicitation and formulation of the aforementioned specifications 

are called requirements engineering (Pohl and Rupp, 2015). All requirements are 

refined and documented clearly in those SRS documents that contain FRs and NFRs 

belonging to a software system. It works as a framework for consensus on what to do 

with the software system, a basis for evaluation, verification, enhancement, and 

estimation of implementation costs and schedules. 

These requirements are interdependent with each other and may result in structural 

interdependencies, costs, or value interdependencies (Dahlstedt and Persson, 2003). 

There are also associations where one NFR helps to ensure another NFR. On the other 
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hand, one requirement will clash with another if they cannot coincide. Decisions made 

against one criterion have either a favourable or negative effect on other needs. 

(Tabassum et al., 2014). Prior to incorporating these needs into the design process, it 

is critical to identify what is essential (Felfernig et al., 2012). However, it appears that 

FRs are the primary focus, with NFRs being ignored (Barmi and Ebrahimi, 2011), 

which results in increased project failure rates. 

3.1.3 The Role of Corpus in NLP 

Automatic classification of software requirements has emerged as an increasingly 

exciting activity over the last decade through the use of machine learning techniques 

and rule-based approaches. These tasks largely depend on the domain corpus, a set of 

machine-readable text, and it should be authentic and representative of a specific 

language/domain (McEnery and Gabrielatos, 2006). Mainly supervised machine 

learning tasks require an annotated corpus (Tomanek et al., no date), as the evaluation 

of algorithms are based on those meaningful annotations (Silberztein, 2020). Human 

annotators add new information into the raw data (Hovy and Lavid, 2010) based on 

linguistic theory and guidelines (Pustejovsky and Stubbs, 2013). The recent trends in 

corpus development in NLP (Akhondi et al., 2014; Deleger et al., 2014; Mitrofan et 

al., 2018) suggest that an annotated corpora of gold standards are required for the 

development and evaluation of NLP systems (Mitrofan et al., 2018). Data is annotated 

independently by more than one annotator, and an inter-annotator agreement is 

computed to ensure quality (Wissler et al., 2014). This can help to minimise 

inconsistency and noisy annotation (Bhowmick et al., 2008) and improve supervised 

learning algorithms' performances (Zhao and Zhao, 2019). This chapter aims to define 

a representative sample for NFRs to create: 1) A single-label annotated NFR corpus 

and 2) A gold standard multi-label NFR corpus. The diversity of NFRs indeed leads to 

a divergent, practically impossible classification of NFRs. Therefore, it is vital to find 

critical NFRs that are considered necessary for the success of most software systems. 

This study uses software quality models to draw this sample and creates a single label 

representative NFR corpus based on requirements extracted from the SRS documents. 

This chapter further proposes a framework to create a gold standard multi- label NFR 

corpus that could identify various NFRs embedded within one requirement 
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and later be used to train a multi-label classifier system. Recently, crowdsourcing has 

emerged as a prevalent practise for this purpose. This practice gathers workers to one 

place where they can annotate the corpus according to the given research problem 

(Geiger, 2011) via dedicated platforms (Ghezzi et al., 2018). 

3.2 Single Label NFRs Corpus Design 

This section addresses the first objective of this study, which is to obtain a 

representative corpus for Non-functional Requirements. It begins with investigating 

the NFRs from the perspective of the software quality model to find the most critical 

NFR attributes. 

3.2.1 Sampling for NFRs 

To measure quality, various studies have put forth their quality measurement models. 

The most popular of them are the quality model of Boehm (Boehm et al., no date), the 

quality model of McCall (McCall et al., 1977), the quality model of FURPs (Florac et 

al., 1997), the quality model of Dromey (Dromey, 1995), and the ISO 9126 model, 

which was revised in 2007 and renamed ISO 25010 (ISO/ IEC CD 25010. 2008). These 

quality models are considered the basic models. To select the representative sample 

that could be generalised to the whole domain (Biber, 1993 a.p.244), the common 

NFRs in these models are conceived and described in Table 3- 2. 

Table 3- 2:A Comparative Representation of Software Quality Models 
 

NFRs Boehm McCall ISO9126 FURPS Dromey ISO25010 Ranking 

Reliability 1 1 1 1 1 1 6 

Usability 0 1 1 1 1 1 5 

Portability 1 1 1 0 1 1 5 

Maintainability 1 1 1 1 1 1 6 

Efficiency 1 1 1 1 0 1 5 
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The terms NFR and quality attributes are used interchangeably. All NFRs are listed in 

the left-most columns. While the sw quality models are mentioned in the top row, the 

remainder of the table contains entries against those NFRs in the cells. The availability 

of an NFR against a model is indicated by a "1", whereas the absence of an NFR is 

indicated by a "0". The NFRs common in at least five out of these six models have 

been selected as the sample in this study. Five NFRs, namely, reliability, usability, 

maintainability, portability, and efficiency are recognised as a representative sample 

from these quality models. 

 
Table 3- 3: Definition of Non-functional Requirements 

 

Category Definition 

Efficiency To be able to perform the same functionality every time under any conditions. 

Maintainability To be able to make changes in a system in the future. 

Portability To use the system from one platform (hardware/software) to another. 

Reliability To be able to perform a specified function for a specified period. 

Usability To use a system with ease, effectiveness, and a user-friendly manner. 

The selected NFR attributes are defined in Table 3- 3. These definitions will be used 

later in the study to train the annotators to achieve a gold standard annotated corpus. 

3.2.2 Data Collection for Corpus 

The first-hand data collection directly from stakeholders involved various limitations 

and ethical issues. Therefore, the software requirement specification (SRS) document 

is used as a data source. These SRS documents were downloaded from an online 

repository called SCRIBD with paid access. These requirements expand to five 

representative NFRs: efficiency, reliability, portability, maintainability, and usability. 

The requirements have been manually extracted from SRS documents. Moreover, SRS 

documents related to different software system domains are selected, providing 

diversity in the vocabulary used to define the requirements. Nevertheless, this selection 

is dependent on the available SRS documents on that online platform. According to 

our interpretation, this is the first dataset in the NFR domain designed on representative 
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samples (Pustejovsky and Stubbs, 2013). The table given below describes the 

requirement samples in our NFR corpus, which we named custom NFR corpus. Table 

3- 4 provides the class-wise distribution of NFR samples for this corpus. 

 
Table 3- 4: Class-Wise Distribution of Requirements in Custom NFR corpus 

 

Category Samples 

Efficiency 480 

Maintainability 240 

Portability 156 

Reliability 191 

Usability 417 

Total number of Samples 1484 

As an output of this stage, it delivers a representative domain corpus for NFRs 

containing 1484 samples of requirements related to five NFRs: efficiency, 

maintainability, portability, reliability, and usability. 

3.3 Gold Standard Multi-Label NFR Corpus Design 

The development of the gold standard corpus is performed systematically and consists 

of three phases. It starts with the development of annotation guidelines, followed by 

the recruitment of annotators, and finally, an evaluation of the outcomes. To supervise 

the corpus annotation, a MAMA framework from the MATTER-MAMA has been 

used, as shown in Figure 3- 1 (Pustejovsky and Stubbs, 2013). MAMA (Model- 

Annotate, Model-Annotate) is an iterative process in which the annotators provide 

guidelines to perform annotations. These guidelines can be revised based on the 

annotation results until the required quality is achieved.
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Figure 3- 1: MAMA Framework 

 

The word “guidelines” Dipper et al.,(2004) applies to all knowledge, including 

linguistic theory, a derived model of an interesting phenomenon that describes how the 

specification should be applied to linguistic artefacts (Pustejovsky and Stubbs, 2013). 

A data item may be ambiguous and can fall into many categories. The annotations can 

be performed at different levels (Gries and Berez, 2017). However, in this experiment, 

sentence-level tagging has been performed based on the categories (e.g., reliability, 

efficiency, portability, usability, and maintainability) to a set of requirements. More 

than one label can be selected, as the objective is to create a multi- label corpus. 

3.3.1 Corpus Annotation Through Crowdsourcing 

Traditionally, domain-specific experts are hired with the transparency of the task, and 

they are remunerated for their services. However, expert-based acquisition is 

challenging. Hiring an expert is costly, and as this research is not externally funded, it 

limits this choice; it was also challenging to find suitable experts and raised many 

ethical issues. Moreover, it could introduce bias in the selection of an expert. Recently 

crowdsourcing 1has emerged as a prevalent practice for this purpose. Crowdsourcing 

gathers workers in one place where they can annotate the corpus according to the given 

 
 

1 Jeff Howe of Wired magazine (Howe, 2006) first used the phrase, a combination of the terms “crowd” and 

“outsourcing”, to refer to companies that performed a role by employees or hired employees to outsource a task to 

many people, particularly when enabled by online tools and venues. 
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research problem based on an online platform (Geiger et al., 2011). Crowdsourcing is 

typically carried out on dedicated platforms such as Amazon Mechanical Turk 1or 

Figure Eight 2(Davis 2011), which enables interaction between contributors worldwide 

by providing a platform where many tasks can be distributed to human workers. The 

results are then aggregated together. An ethical assessment based on the PAPA 

(privacy, accuracy, property, and accessibility) approach (Mason, 1986) was 

conducted to perform this experiment. The use of the crowdsourcing approach 

involved minimum risk; therefore, an online platform Figure-eight tool was selected to 

perform annotation for the NFR corpus. 

3.3.2 Data for a Multi-label NFR Corpus 

The requirements extracted from SRS documents are exactly related to one class/label. 

These are in processed form, and the requirement analyst has invested time and effort 

in identifying and documenting them. At the same time, an automated requirement 

identification system aims to identify stakeholder requirements from raw data at the 

earliest stages of software development. The literature requirements in the raw form 

contain multiple functional and non-functional aspects. Labels are drawn based on the 

dependencies among NFRs mentioned in Table 3- 5. Based on this dependency 

relationship requirements are merged together to create a multi-label corpus. 

 

The process starts by picking the data and manually mixing different requirements. We 

selected 200 samples from each NFR category and modifies them to represent multiple 

labels using the methods described and exemplified in Table 3- 5. 

 

 

 

 

 

 

 
 

1 
https://www.mturk.com/ 

 

2 https://appen.com/ The Figure-eight technology platform employs machine learning-assisted annotation methods 

to generate the high-quality training data that models require to perform in the real world (the platform is now called 

Appen and is under new administration.) Facebook, Twitter, Cisco Systems, GitHub, Mozilla, eBay, and Toyota 

are among the companies that use the platform. It facilitates the recruitment of annotators as well as the rapid 

expansion of annotation projects at a cheap cost and in a user-friendly manner). 

https://www.mturk.com/
https://appen.com/
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Table 3- 5: Dependency Among NFRs 
 

NFRs Dependency Relation NFRs 

Reliability Require Maintainability 

Reliability, Conflict Efficiency, Usability 

Portability Cost Usability, Maintainability, Efficiency 

Usability Value Efficiency 

 

3.3.3 Annotation Framework Design and Settings 

The platform has built-in templates related to various annotation tasks, including 

sentiment analysis, search relevance, image annotation, data categorisation, data 

collection, enrichment, etc. The template that best suits the problem at hand is data 

categorisation for text. 

 

Recruitment of Annotators 
 

The process is performed by annotators who decide based on both raw data and some 

information offered as instructions (Pustejovsky and Stubbs, 2013). The list given in 

Figure 3- 2 describes the criteria for the recruitment of the annotators. 

 
 

Figure 3- 2. Recruitment of Annotators 
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The job was open for worldwide crowd annotators on this platform. The members with 

expert level 3 were selected for this task. 

Specifications and Guidelines 

 

To begin the work of requirement annotation, specifications in the form of the 

participating categories' definitions are supplied (reliability, usability, maintainability, 

efficiency, and portability). A clear description of the job, unlabelled corpus file, and 

a set of rules were uploaded on the platform as shown in Figure 3- 3 , Figure 3- 4 and 

Figure 3- 5 respectively. 

 

 
Figure 3- 3. Annotation Specification and Guidelines (a) 

 

 

Figure 3- 4. Annotation Specifications and Guidelines (b) 
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Figure 3- 5. Annotation Specifications and Guidelines (c) 

 

3.4 Experiment (Corpus Annotation Procedure) 

The experiment adopts a linguistic corpus construction scheme MAMA framework 

suggested by (Pustejovsky and Stubbs, 2013). The dataset consists of 1000 artificially 

generated sentences. The job was initiated with 100 samples of data which consist of 

80% original requirements representing a single label and 20% artificially generated 

requirements. This initial set was used to train annotators. Once they became familiar 

with the job, the remaining artificially generated data were launched on the platform. 

The recruitment process starts with a test question containing a mixture of requirements 

belonging to all NFRs. Eleven human annotators showed interest in this test question 

to qualify for this job of assigning categories to requirements independently. Three 

participants who passed the test were selected for this job. The data was distributed 

between annotators, such that all three annotators annotated each requirement. Figure 

3- 6 shows the steps involved in the procedure. 
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Figure 3- 6. Corpus Annotation Framework Design Procedure 

3.4.1 Evaluation of Results 

It is a process of analysing the results obtained from the annotators. The outcome is 

determined by applying the gold standard determination algorithm to the data given by 

three annotators to assess the accuracy of the annotation. The correct labelled set for 

requirements is decided by the inter-annotator agreement score calculated using 

Cohen’s Kappa (Fleiss et al., 1969). 

𝐴𝑚 =
𝑃𝑜 − 𝑃𝑒

1 − 𝑃𝑒
 

Eq3- I 

A label is true if two out of three annotators agree on the same label. Randomly 

assigning items to a collection of categories, the observed agreement (Po) is the 

percentage of items agreed on the label, for instance, by both of the annotators. The 

expected agreement (Pe) is the percentage of items on which agreement is expected by 

chance among the annotators. While 𝐴𝑚 is measured to estimate the quality of the 

corpus, after predicted or chance agreement is taken out of the equation, it represents 

the percentage of agreement. Table 3- 6 shows the agreement between the pair of 

Dataset 

a b c 

 

Evaluation 

 

Guidelines 

 

Gold Standard 
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annotators. All three annotators performed the task of annotation independent of each 

other, which resulted in 285 total annotations given by the annotators. 

 
Table 3- 6: Results from Cohen's Kappa Agreement 

 

Annotator pair Po Pe Am Value 

A-B 0.68 0.53 0.31 

B-C 0.62 0.52 0.20 

C-A 0.64 0.526 0.24 

 

It is evident from Table 3- 6 that the highest agreement was found between annotators 

A and B, followed by C and A, whereas the lowest agreement was between B and C. 

However, the agreement value ranged between 0.2-0.31, which is considered a fair 

agreement according to Cohen’s Kappa calculator. According to MAMA (Pustejovsky 

and Stubbs, 2013) framework, at this point, requirements can be given back to 

annotators with revised instructions to improve Am value. The instruction and 

guidelines can be revised until the desired agreement is achieved. Later, the corpus can 

train a classifier for multi-label classification. 

3.5 Conclusion and Future Recommendations 

Section 3.4 suggested a framework to identify multi-label aspects of NFRs to create a 

multi-label gold standard corpus using a crowdsourcing web-based platform. The 

judgements were provided by three annotators using the figure-eight platform. 

The annotation findings are based on inter-annotator agreements as determined by 

Cohen's Kappa. This methodology is intended to be iterative, and the initial findings 

indicate reasonable agreement between the annotators. However, the experiment 

demonstrates a variety of difficulties associated with utilising web-based platforms for 

domain-specific activities since they require advanced expertise from researchers and 

crowd annotators. Regrettably, the current study's examination is confined to a single 

repetition. One obvious reason for abandoning this experiment is its unavailability, 
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since the platform was taken over by new administration and confined to commercial 

usage only during the trial. Additionally, it was impossible to obtain a multi-label result 

in the initial iteration. The annotators worked on a single label (all annotators chose a 

single label for each need); this might be owing to the lack of direct contact between 

the researcher and the annotators. The annotators could only learn by referring to the 

job's instructions and specifications. 

Many things can be improved in the context of a gold standard multi-label corpus, such 

as 1) how guidelines and rules are defined, 2) two-way communication for improved 

training, 3) a reliable platform for useful annotations, and 4) annotators with domain 

knowledge. 

3.6 Summary 

Corpus annotation is a vast topic of study. It is the first attempt to our knowledge to 

develop a representative corpus and a multilabel corpus in the domain of NFRs. 

The contribution of this chapter is a representative domain corpus for NFRs termed the 

custom NFRs corpus, which is based on a sample chosen from software quality models. 

It has 1484 sentences divided into five NFR categories: efficiency, usability, reliability, 

portability, and maintainability. This corpus may train machine learning models to 

discover and categorize non-functional relationships. It will also be made public to 

stimulate more study. 

Additionally, it offered an iterative strategy for obtaining a gold standard multi-label 

corpus for NFRs via a crowdsourcing platform on the web (figure-eight). The 

technique used three annotators, and the results were determined using Cohen's Kappa 

calculator. The initial data analysis reveals a high degree of agreement between the 

annotators. This study, however, is confined to a single repetition. The ultimate goal is 

to inspire future researchers to 1) train machine learning-based natural language 

processing systems and.2) assess the performance of natural language processing 

systems. 



 

 

Chapter 4 Background and Experimental Settings for Deep 

Neural Networks 

 

 
One of the drawbacks of traditional machine learning approaches for detecting NFRs 

is that features must be defined and retrieved manually or with the help of feature 

selection algorithms. Deep neural networks offer the advantage of not necessitating the 

creation of hand-crafted features. They could be able to learn semantic characteristics 

from word embeddings using context information during the training phase. These 

techniques are now the most successful solutions in the fields of image and audio 

classification, as well as natural language processing. 

This chapter starts with a description of the deep neural network design appropriate for 

the classification of NFRs. Word embedding is discussed in Section 4.2, which leads 

to the supervised neural networks presented in Section 4.3. The classification process 

is described in section 4.4. The chapter concludes with an examination of how a model's 

architecture influences its representational capability, as well as hyperparameter and 

optimisation strategies. 

4.1 Background of Deep Neural Network for Text Classification 

Artificial intelligence (AI) encompasses machine learning as a subset that tries to 

create intelligent systems. DNNs can learn from data on their own, recognise patterns, 

and make decisions with little or no human intervention. 

Supervised and unsupervised are two primary approaches in machine learning. The 

distinction is in the use of prior knowledge, which is represented by ground truth 

signals. Supervised learning aims to develop a mapping function that is the most 

accurate approximation of the link between the inputs and outputs in the data while 

employing ground truth values for samples. On the other hand, unsupervised learning 

is concerned with the underlying structure of the learning data rather than with the 

provision of output labels. Supervised learning is frequently used when it comes to 
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classification or regression tasks. However, unsupervised learning deals with tasks like 

clustering, representation learning (dimension reduction), density estimation, and other 

similar activities. In supervised learning applications, methods such as logistic 

regression, naive Bayes, support vector machines, artificial neural networks, and 

random forests are often employed. 

Algorithms like k-means clustering, principal component analysis, autoencoders, and 

restricted Boltzmann machines are examples of unsupervised learning approaches. 

Specifically, in the context of this research, the focus is on the implementation of 

supervised learning in neural networks that are applied to textual data. DNNs have 

been effectively applied to natural language processing (NLP) tasks in recent years 

(Bengio et al., 2003; Collobert and Weston, 2008; Mikolov et al., 2013). 

In 1943, neurologist Warren McCulloch and logician Walter Pitts created a relatively 

simplified first computational model of a neuron, in which they attempted to 

comprehend how the brain forms highly complex patterns by employing numerous 

linked fundamental cells (or neurons). The McCulloch-Pitts model serves as the 

foundation for neural network theory (McCulloch and Pitts, 1943; Piccinini, 2004). 

Frank Rosenblatt made the next big development in the perceptron (Rosenblatt, 1958), 

which was announced in 1958. Neural networks use advanced mathematical models to 

handle data in a variety of ways to automatically learn and extract characteristics, 

resulting in improved accuracy and overall performance. These NNs are designed to 

approximate a specific function of interest, such as constructing an NFR classifier. 

Such function maps an NFR’s input x to a category ̂ y. The model structure is primarily 

composed of three components (from input to output): (a) the word embedding layer, 

(b) the representation layer, and (c) the classification layer. In other words, a neural 

network is a collection of interconnected units with each link acting as a synapse and 

each unit having the form and function of a neuron. During the transmission of 

information between neurons, each synapse carries a weight that multiplies its inputs, 

and each neuron attached to it modifies the multiplied inputs to generate a 

correspondent output. In the following sections, each of these components is described 

in detail, particularly in terms of text classification, making it appropriate for the task 

at hand. 
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4.2 Distributed Word Representation in Neural Networks 

Embedding is a fancy way of saying numerical values for words. Word embedding is 

a feature learning technique in which each vocabulary word or phrase is mapped to an 

N-dimensional vector of actual values. Word embeddings typically provide standard 

input representations of deep learning models, replacing traditional feature 

engineering. Multiclass text classification methods are commonly based on the bag- 

of-word representations technique discussed in Chapter 2. One of the fundamental 

limitations of such practices is that words are treated as independent features and do 

not retain any contextual information. However, an alternative method employing deep 

learning models for text classification can extract context-sensitive features from raw 

text. The development of distributed representations of words (Mikolov et al., 2013; 

Pennington et al., 2014), phrases (Socher et al., 2012) and sentences (Le and Mikolov, 

2014; Kiros et al., 2015) has accompanied the success of deep learning-based natural 

language processing systems in recent years. 

The distributed representations are real-valued vectors that flexibly represent the 

natural language's semantics. To address this issue utilising NFRs, this study provides 

a framework for the current situation that blends word2vec embeddings with deep 

learning to handle the problem. 

Distributed representations, specifically “word embeddings”, follow a distributional 

hypothesis, which states that words that appear in similar situations have the same 

meaning. Consequently, each word is given a real-valued vector; furthermore, the 

vector space in which the words are stored is predetermined. Learning vector 

representations of words based on context have shown to be a success for neural 

networks (Bengio et al., 2003; Mikolov et al., 2010). Therefore, each word is mapped 

to a real-valued vector in a predefined vector space. On the other hand, each dimension 

in the bag-of-words representation of a sentence represents a word. When the 

document and/or vocabulary expands in size, these local representations become 

excessively sparse (many zeros). Additionally, the bag-of-words model does not 

account for word order, and the words are presented in a sequence. 
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4.2.1 Word2Vec Embedding Generation 

Word to vector representation is a predictive model used to compute and generate a 

high-quality vector model created by Google in 2013 (Mikolov et al., 2013). The 

word2vec technique is used to represent the sentence in two ways, as shown in Figure 

4- 1. 

 
 

Figure 4- 1: Representation of Word2Vec Embeddings CBOW and Skip-gram Model (Mikolov et al. 2013) 
 

Word embeddings starts with a vocabulary that stores all the corpus's unique words. 

The predicted outcome is calculated based on the context of the window size for the 

words (Levy and Goldberg, 2014). Figure 4- 1 shows word2vec's single-layer shallow 

neural network design, which is trained from scratch for the given dataset. Word2vec 

face two limitations: 1) sparse training data and 2) a large number of trainable 

parameters. Another option is to employ word embeddings that have been pre-trained 

on big datasets to capture semantic and syntactic information, which makes these 

models capable of boosting the performance of a classifier. Word embeddings are 

currently available for various techniques, including continuous skip-gram, continuous 

bag-of-words (CBOW), GloVe, and fast text (Bojanowski et al., 2017). 

Continuous bag-of-words learns embeddings by predicting the current word based on 

its context. A basic CBOW model attempts to find a word based on previous words to 

find associations and similarities between terms in the text corpus. The input and output  
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layers share the same weight matrix (Mikolov et al., 2013). Unlike the traditional 

bag-of-words paradigm, CBOW uses a constantly distributed representation of the 

context. CBOW is more efficient with frequent words (Naili et al., 2017). The 

continuous skip-gram model (Skipgram) predicts the context words using the centre 

word. It tries to maximise a word's classification based on another term in the same 

sentence (Mikolov et al., 2013). These two architectures lower the complexity to 

𝑁𝐷 + 𝐷 log(𝑉)𝑎𝑛𝑑 𝐶 (𝐷 + 𝐷 log(𝑉)) 

 

Eq4- I 

For each training word per epoch, where N is the number of words in the context, V is 

the size of the vocabulary, C is the maximum distance of the words. More precisely, it 

uses each current word as an input to a log-linear classifier with a continuous projection 

layer and predicts words within a specific range and after the present word. The target 

word's input is fed; in this case, the hidden layer remains the same, and the neural 

network output layer is repeated numerous times to satisfy the desired amount of 

background terms. Skip gram is more efficient with infrequently used words (Naili et 

al., 2017). In semantic analogy tasks, skip-gram substantially surpasses representations 

generated by CBOW, whereas, in syntactic analogy tasks, skip-gram and CBOW 

perform equally. 

4.2.2 Transfer Learning 

It is expensive to train word embedding with large amounts of data. A different 

technique ensures that high-performance learners are trained with data from different 

domains that are more readily available. Transfer learning, or domain adaptation, are 

terms used to describe this method (Perera and Patel, 2019). The network is trained on 

out-of-distribution data first, then fine-tuned on domain-specific training data (Wolfe 

and Lundgaard, 2020). The final activation score is thresholded to determine novelty. 

These earnings could be either weights or embeddings. In the case of this research, 

learnings are the embeddings, and this concept is known as pre-trained word 

embeddings. 
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4.3 Feedforward Neural Network 

Feedforward neural networks are those that do not form a cycle of connections. A 

single-layer perceptron (SLP) shown in Figure 4- 2(a) is the most basic type of 

feedforward neural network, as it has no hidden layer, and the inputs are connected 

directly to the outputs. 

 

 
Figure 4- 2:Single Label Perceptron vs Multilabel Perceptron (Camuñas-Mesa et al., 2019) 

 

These SLPs can be stacked to form a multi-layer perceptron (MLP). An MLP's 

structure can be thought of as a series of layers, as shown in Figure 4- 2(b). It consists 

of three layers: an input layer that processes data; hidden layers that do mathematical 

computations on the input data to learn relationships; and an output layer that predicts 

output based on the learned relationships. Stochastic gradient descent with back- 

propagation can be used to train MLPs (Rumelhart et al. 1986). 

4.3.1 Artificial Neural Networks (ANNs) 

Artificial neuron networks (ANNs) are also known as feed-forward neurons. ANN tries 

to replicate the human brain's ability to self-learn in terms of adaptivity, defect 

tolerance, nonlinearity, and mapping improvement (Wang et al., 2018). It processes 

inputs only in the forward direction, through various input nodes, until it makes it to  
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the output node. ANNs are made up of neurons with weights between them, and 

throughout the learning process, they modify the weights depending on an error signal 

(or feedback) to obtain the desired output for a particular input. In the simplistic form 

of ANN, hidden nodes are optional, making their functioning more useful. 

As shown in Figure 4- 3 

 

 
Figure 4- 3:A Simple Architecture of Artificial Neural Network (Rahman et al, 2019) 

 

ANNs were developed and used for image recognition and, more recently, for natural 

language processing (Abiodun et al., 2018). 

4.3.2 Convolution Neural Network (CNN) 

Convolutional neural networks (CNNs) were first built based on Fukashima’s 

neurocognition (Fukushima, 1980; Fukushima and Miyake, 1982). The name CNN is 

derived from the convolution operation in mathematics and signal processing. 

However, because of the limits of computer hardware for network training, it was not 

widely employed at first. In the 1990s, a gradient-based learning technique was used 

to solve the declining gradient problem and create highly optimised weights (LeCun et 

al.,1989). Feature extractors and a classifier are the two fundamental components of a 

CNN's overall architecture, as shown in Figure 4- 4.  
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A series of convolution and pooling pairs constitute the feature extraction layers, which 

are followed by a few fully connected layers that form the classification (Baker et al., 

2017; Hadji and Wildes, 2018). It is a sort of feed-forward neural network that uses 

"convolutional filters" to improve performance. Each word is turned into a weighted 

vector with user-defined dimensions. A feature map is created by grouping the output 

nodes from the convolution and max-pooling layers (Krizhevsky, 2014). Features 

transmitted from lower-level layers are used to create higher-level features. In the 

convolutional and max-pooling techniques, the dimensions of features are lowered as 

they propagate to the highest layer, depending on the size of the kernel. The CNN's last 

layer is fed into a classification layer, which is a fully connected network. Similar to 

feed-forward neural networks, convolutional neural networks can also be trained using 

standard backpropagation (LeCun et al., 1989). 

 

 
Figure 4- 4: A layered Architecture of Convolution Neural Network (Phung and Rhee, 2019) 

 

Following that, researchers improved CNNs even further and reported cutting-edge 

outcomes in various recognition tasks. CNN was first exploited to create a semantic 

representation of the textual domain. Collobert et al. (2011) were pioneers of the use 

of CNNs for NLP tasks such as POS tags, chunks, and named-entity tags. Later CNNs 

were used for sentiment/opinion mining (Kalchbrenner et al., 2014; Kim, 2014) and in 

relation extraction (Zeng et al., 2014; dos Santos et al., 2015) with fairly balanced class 

distributions. The successful implementation of CNNs in the NLP domain makes it 

useful in mining semantic clues in contextual windows. CNN requires a broad set of  
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labelled data, making it challenging for the researcher to adopt data sparsity. CNN has 

a disadvantage in that it is unable to model long-distance contextual information while 

maintaining sequential order in its representations (Hu et al., 2015; Kalchbrenner et 

al., 2014). 

4.4 Recurrent Neural Network (RNN) 

RNNs were defined by Rumelhart et al. (1988; Elman, 1990) as "supervised neural 

networks". RNNs use internal memory to recollect their prior input every time a new 

input is brought into the network. As a result, they simulate sequential information 

through a series of feedback loops that recur over time. It does the same task for each 

sequence element, with the outcome decided by previous calculations, which generates 

a fixed-size vector to represent a series. 

RNNs differ from feed-forward neural networks in that they can handle variable-length 

sequences in both input and output. RNNs can swap features collected over many time 

steps and record relationships in the sequential input to account for the direct flow of 

information. They can recall and reuse prior knowledge computations by applying 

them to the next element in the input sequences. RNNs are capable of capturing the 

fundamental sequential nature of language units such as letters, phrases, and even 

sentences, among other things. The semantical meaning of a sentence is inferred from 

the words that came before it in the sentence. They are capable of modelling text of 

varying lengths, including highly long phrases, paragraphs, and even whole 

manuscripts (Tang et al., 2015). In the NLP area, it has been effectively used for tasks 

such as point of sale tagging (Zhang et al., 2016) and, more recently, text classification 

(Chen et al., 2017) and multimodal sentiment analysis (Zhang et al., 2017), among 

others (Poria et al., 2017). As a result of these capabilities, the RNN has become a 

well-known neural architecture for solving sequential tasks, such as language 

modelling (Mikolov et al., 2010; Peters et al., 2018), named entity recognition (Ma and 

Hovy, 2016), relation extraction (Vu et al., 2016; Gupta et al., 2019), textual similarity 

(Gupta and Schütze, 2018), and sentiment analysis (Tang et (Zhang and Lapata, 2014). 
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Gradient descent with back-propagation through time (BPTT) is the usual approach 

for training an RNN (Rumelhart and McClelland, 1986). However, the vanishing 

gradient problem affects RNN networks. Its descendants, such as long short-term 

memory (LSTM) and gated recurrent units (GRUs), overcame this restriction by 

efficiently back-propagating error gradients (Hochreiter and Schmidhuber, 1997). 

4.4.1 Long-Short Term Memory (LSTM) 

Hochreiter and Schmidhuber (1997) suggested that long short-term memory (LSTM) 

is a form of RNN (Elman, 1993). An LSTM unit has a "memory" cell that can keep its 

state value for an extended period. It uses a gating mechanism with three non-linear 

gates: an input, an output, and a forget gate. Since most NLP tasks depend on words 

or other elements, such as phonemes or sentences, it is helpful to remember the 

previous details when processing new ones (Mikolov et al., 2015). 

LSTM can use long memory as the input to the hidden layer of the activation function. 

Input data is pre-processed to reshape data for the embedding matrix. The LSTM, 

which contains cells, is the next layer, followed by a completely connected layer. 

Unlike the vanilla RNN, LSTM enables the error to backpropagate through an infinite 

number of time phases. Figure 4- 6 illustrates how LSTM works with a gating 

mechanism. LSTM has three gates. The gating mechanism is what allows LSTMs to 

explicitly model long-short term dependencies. As shown in Figure 4- 5, the network 

learns how its memory should behave by learning the parameters for its gates. Each 

vanilla LSTM module comprises a central value that acts as memory c t at time t. Input 

gate I t, output gate o t, and forget gate f t are all available. Combinations of c t, input 

x t, and output h t-1 result in these gates. The gated input and gated c t-1 produce a 

new value, c t. The output gate o t controls the module's c t output. 
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Figure 4- 5: An Illustration of Long-Short term Memory (Chung et al. 2016) 

 

Many changes have been made to the LSTM unit since its conception to increase its 

performance. SGD with BPTT can be used to train weight matrices and bias vectors. 

LSTM has been adopted by several state-of-the-art NLP systems, such as dialogue 

systems (Sutskever et al., 2014), tweet encoding (Wang et al., 2015), and language 

modelling (Shen et al., 2018). Due to the four-times increase in the number of 

parameters compared to a simple RNN, LSTMs have higher memory needs. LSTMs 

use many memory cells. Therefore, they have a far greater computational complexity. 

4.4.2 Gated Recurrent Unit (GRU) 

GRU (Chung et al., 2014) is a slightly simpler variant of the LSTM. The cell state and 

concealed states are combined into a single memory content. Other than that, the GRU 

has no control over the memory content's accessibility to other network units. A GRU 

has two gates: a reset gate that determines how to integrate the incoming input with the 

old memory and an update gate that specifies how much of the last memory should be 

kept. Figure 4- 6 shows the gating mechanism. A gating mechanism, like an LSTM, 

learns long-term dependencies, but it is different from LSTM due to an output gate 

with controlled exposure. 

 

Figure 4- 6: An Illustration for GRU (Figure Source: Chung et al. 2016) 
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GRU has shown competitive performance but suffers from vanishing gradient 

problems via a gating mechanism. 

4.5 Classification Layer 

 

The feature maps in the final layer are represented as vectors, with scalar values 

supplied to the fully linked layers as they are combined. The output is generated with 

the association of an activation function. Figure 4- 7 describes the classification 

process in a DNN, where x1, x2, and xm represent the input values, w1, w2, and wm are 

the weights calculated in the internal layers and ∑ represents the sum of those values. 

A classification layer receives a sum of weights from the internal layers and predicts a 

value of Y with the help of an activation function. 

 

 
Figure 4- 7: An Internal Function Involved in Classification (Tzanis and Alimissis, 2021) 

 

4.5.1 Activation function 

The DNN's output layer might be considered the final layer. Linear, sigmoid, Tanh, 

and SoftMax are employed as output layers in the DNN for classification. It determines 

how close the parameters are to the training and validation data's ground truth labels. 

4.1.5.1 Softmax Classifier 
 

The softmax function is the gradient log normaliser of the categorical probability 

distribution (Joo et al., 2019). It begins the same way as the standard layer, which 

forms the weighted inputs for the DNN. The framework is made to return N values, 

one for each category in the classification.  
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task. The softmax function is used to normalise the outputs by requiring the input 

values of the last layer to be positive and their total to be 1. Each number in the softmax 

function's output is interpreted as the likelihood of belonging to each class. Linear and 

sigmoid activation functions are ineffective for multi-class classification problems. 

Softmax, on the other hand, can be utilised to solve probabilistic multiclass 

classification issues (Zhu et al., 2020). 

4.1.5.2 Rectified Linear Unit (ReLU) 
 

The rectified linear unit (ReLU) was first proposed by Nair and Hinton 2010 as an 

activation function (Nair and Hinton, 2010). In deep learning, the ReLU outperforms 

the Sigmoid and Tanh activation functions in terms of performance and generalisation. 

The ReLU depicts a nearly linear function, preserving the features of linear models. 

When the input value is positive, the derivative of the input is always 1. As a result, it 

addresses the vanishing gradient problem (Zeiler et al., 2013). 

4.1.5.3 Hyperbolic Tangent Function (Tanh) 
 

The Tanh function's key benefit is that it generates zero-centred output that has a range 

of -1 to 1. It aids the back-propagation process in comparison to the sigmoid function 

(Nwankpa et al., 2018). The tanh function, on the other hand, could not solve the 

sigmoid functions' vanishing gradient problem (Karlik and Olgac, 2011). The function 

has been utilised primarily on neural networks with recursion and provides higher 

training performance for multi-layer neural networks in the field of Speech and natural 

language processing. 

4.5.2 Loss Function 

In a neural network, a loss is nothing more than the predicted error of the network, and 

the mechanism used to compute the loss is referred to as the Loss Function. Put another 

way, the loss is utilised in the calculation of the gradients. In addition, gradients are 

employed to update the weights of the neural network. When a model is parametrized 

and then translated into the real domain, the loss function (also known as a cost 

function) is computed as a function. It assesses how inaccurate the current valuation of 

the parameters is at the time of the measurement. For faulty forecasts, the loss function  
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should return high values, whereas, for successful predictions, the loss function should 

return low values. Optimisation processes are approaches for determining the input 

that will result in the lowest amount of loss. 

4.2.5.1 Cross-Entropy 
 

Cross entropy loss, also called logistic regression loss, is an alternative measurement 

of a probability distribution. In order to assess the performance of a neural network 

model, the cross-entropy function allows the network to evaluate such minor errors 

(Mannor et al., 2005). The averaged cross-entropy is represented as a loss function that 

can interpret the softmax classifier. The cross-entropy between actual distribution p 

and a predicted distribution q is represented as: 

H(p, q) = − ∑x p(x) log q(x) 

 

Eq4- II 

Hence, the task of the softmax classifier is to minimise the cross-entropy between the 

actual distribution and the predicted distribution. 

In summary, the softmax classifier can be interpreted in a probability view. Given a 

sample (xi, yi) and parameters W, it can compute the normalised probability: 

Where 𝑓yi is the score predicted by the model with weights W. Therefore, the 

normalised probabilities are computed by exponentiating the values and dividing by 

the sum of all values. In some circumstances, the error function e reflects some 

assumptions about the data distribution as well as an adequate notion of quality (Golik 

et al., 2013). Minimising cross-entropy refers to increasing the likelihood of the correct 

label or decreasing the dissimilarity between the network distribution estimation and 

the suitable distribution to approach c. 

4.5.3 Back-propagation 

Backpropagation is a popular approach for training feedforward neural networks. It 

computes the gradient of the loss function for the network weights for a single input-  

 

P(yi|xi ; W) = efyi|∑je
fj 

 

Eq4- III 
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output pair at the time of training a neural network. Usually, gradient descent, or 

stochastic gradient descent, trains multilayer networks and updates weights to 

minimise the loss. After introducing the loss function, the neural network can learn 

with gradient descent. The loss function represents the error function, and the weights 

are the function's variables. The gradients of the error function with respect to the 

weights are called error gradients. It passes out the output from the activation function 

to the next hidden layer. When the result differs significantly from the actual value, the 

process of determining the error value and updating the weights to adjust those biases 

based on that value is known as backpropagation. 

4.6 Optimisation in Deep Learning Architectures 

An optimiser guides the weights associated with layers in order to reduce loss while 

forecasting the labels for training and validation data. The optimiser is used to adjust 

weights based on the loss experienced during the network's training stage. Training 

accuracy is typically higher than validation accuracy. The overfitting phenomenon 

occurs when the discrepancy between the two accuracies is too significant (Cogswell 

et al., 2016). Put another way, the DNN utilises its weights to memorise the training 

set instead of looking for distinguishing traits that might help it learn. The DNN’s 

sophisticated design is another contributing factor to overfitting. Regularisation 

approaches can be used to make the DNN as complex as desired while limiting 

overfitting (Kukaka et al., 2017; Minar and Naher, 2018). Because of this, it supports 

the use of simple models to generalise previously unobserved data points (Nusrat and 

Jang, 2018). 

4.6.1 Scholastic Gradient 

The scholastic gradient is an expansion of the gradient descent. A variation of gradient 

descent known as stochastic gradient descent (SGD) has been widely employed in 

CNNs. During each epoch of the gradient descent, the algorithm calculates the gradient 

and updates the network weights before evaluating the output of each single data point 

in the training set. Instead of single data points, mini batches can be used to reduce the  
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gradient variability. Even if the training set contains only a few hundred photos, 

calculating the gradient descent will take considerable time. A tiny random sample 

from a training set is used to estimate the gradient decline in the SGD. 

4.6.2 ADAM Optimiser 

To calculate each parameter's adaptive learning rates, the ADAM (Adaptive Moment 

Estimation)-Optimiser is one of the most prominent adaptive step size approaches 

(Kingma and Ba, 2017). ADAM is a more complex version of stochastic gradient that 

preserves an average of past gradients as well as an exponentially declining average of 

past squared gradients, similar to the momentum approach (Perin and Picek, 2021). 

4.6.3 Adaptive Methods 

There are two primary adaptive method approaches. Structural stabilisation changes 

the adaptive parameters in hidden layers, such as neuron numbers (Liu and Liao, 2014). 

Structural stabilisation can be approached from two directions. Structural stabilisation 

starts from a small network and increases layer numbers or utilises neuron numbers in 

the training process to arrive at a significant neural network architecture. The other is 

to start from an extensive network and prune out layers or neurons in the training 

process to achieve the optimal neural network architecture (Gupta and Raza, 2018). 

The architecture of a deep learning network is determined by selecting 

hyperparameters for each layer (Caselles-Dupré et al., 2018). The majority of deep 

learning algorithms explicitly provide hyperparameters that regulate various aspects 

such as memory and execution cost. Levy et al. (2015) illustrated that careful 

optimisation of hyperparameters is often more important than the chosen embedding 

algorithm itself. 

The primary goal of hyperparameter selection is to fine-tune a model's capacity to 

match the difficulty of the target task. Since it is impossible to learn from the training 

set, a setting is often modelled as a hyperparameter (Aghaebrahimian and Cieliebak, 

2019). Usually, the hyperparameters are determined by human intuition, experience or 

trial and error (Andonie, 2019). There are two primary approaches to selecting and  
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optimising hyperparameters: manual and automatic selection (Chan et al., 2013). The 

decision to use one over the other usually reflects a trade-off between a deep 

understanding of the model needed to manually pick hyperparameters versus the high 

cost of computing required by automated selection algorithms (Luo, 2016). Some 

typical hyperparameters must always be considered (Hutter et al., 2019). These include 

1) Learning rate: the learning progress of a model in a way that can be used to 

optimise its capacity, 2) Number of hidden units: The number of hidden units is vital 

to regulating model representative capacity, 3) Division of the dataset: For a complete 

epoch, the data set is separated into training and validation sets. It is helpful to compute 

and compare the training and validation accuracy after each epoch is completed. An 

unpredictable number of settings can play the role of hyperparameters for specific 

models (Balaprakash et al., 2018). The number and divergence of hyperparameters in 

machine learning algorithms are precise to each model. 

4.7 Regularisation in Deep Learning 

In general, in the context of refining model design, certain solutions are given to reduce 

overfitting. A pooling layer is regularly added between successive convolutional layers 

to minimise the spatial size of the representation and the number of parameters. To 

provide more information, a favourable explicit regularisation type is adopted. In all 

training data, a dropout layer is employed to eliminate neuron interactions and gain 

more robust features. 

4.7.1 Drop out 

Drop out is a helpful tool to enhance generalisability (Srivastava et al.,2014). The first 

technique, known as naïve or straightforward drop-out, was proposed to remove the 

connections between deep layers. The key idea is to drop neural network units 

randomly during training to prevent units from being too co-adapted (Hernández- 

García and König, 2018). Applying dropout means randomly dropping a unit out or 

temporarily removing it from the network. This zeros the activation of randomly 

selected nodes with a certain probability during the training process. It also helps avoid  

 



66 

 

 

Background and Experimental Settings for Deep Neural Networks 

 

 

overfitting in DNNs, another differential feature of the neural network. It disables some 

neurons at each training iteration to prevent them from being too dependent on each 

other. 

4.7.2 Early Stopping 

The model's accuracy in fitting unseen data is evaluated after each epoch when using 

iterative gradient descent to train a neural network. Early stopping is a technique that 

is introduced if the model's performance on the validation data is not improving 

(Prechelt, 1998; Song et al., 2020). Early stopping stops the model's training process 

before reaching the lowest training error, thereby ensuring that the variance of the 

estimator is not too high. 

4.7.3 Weight decay 

The capacity of a neural network to generalise depends on the balance between training 

examples and the system's complexity. A way to restrict a network and thereby reduce 

its complexity is to limit weight growth by some form of weight loss (Krogh and Hertz, 

1992). This is commonly done by L2 regularisation, which adds a penalty for high 

weights to the network's cost function. Weight decay, on the other hand, is an extra 

term in the weight update rule that causes weights to fall exponentially to zero without 

any other changes. The cost function can be controlled to effectively restrict the 

number of free parameters in the model to prevent overfitting. A practical course of 

action to apply a regularisation term to the energy function is to design a Gaussian zero 

average overweight, similar to changing the cost function. The regularisation term L2- 

norm is used to penalise huge weight values; the weight-decay coefficient can be used 

to directly adjust the regularisation effect (Nakamura and Hong, 2019). The weight- 

decay coefficient can be adjusted by hand or learned through Bayesian optimisation; 

layer-wise weight-decay has just recently been addressed. 

4.7.4 Data Augmentation 

Data augmentation is a method of artificially producing data from the existing training 

data by making small adjustments to the dataset (Wong et al., 2016). According to 

Taylor and Nitschke (2018), it is common knowledge that misalignment might lead to  
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a shortage of data on the adversary's side. Second, the DA is controlled, which means 

that the data deformations are chosen and thus fully defined. As a result, the 

classification problem's complexity can be determined to its entire extent. 

4.8 Summary 

The literature on deep neural networks and text classification was reviewed in Section 

4.1. Section 4.2 presented techniques related to word representation and transfer 

learning. Section 4.3 and 4.4 defines the neural networks, multi-layer perceptron model 

as well as feed forward and recurrent neural networks elated to this study. Moreover, 

classification of DNN, some output functions, back propagation process and gradient 

of different levels were highlighted in Section 4.5. 

In deep learning architectures optimisation is an issue, various approaches to 

addressing this are described in Section 4.6. Lastly some regularisation strategies were 

discussed towards the end of this chapter. 



 

 

Chapter 5 Framework Design for an NFR Classification System 

 

 
The goal of this chapter is to develop a suitable architecture based on deep 

learning techniques for the classification of NFRs. It provides step-by-step details for 

the design and implementation of these neural networks, while highlighting the 

possible benefit of using a framework that eliminates the need for human based feature 

engineering. 

The chapter begins with a problem statement and a possible solution. Section 5.2 

provides the detailed design of the architecture. The model's implementation is given 

in Section 5.3. This chapter concludes with the preliminary results obtained from the 

experiment. 

5.1 . Problem Formulation 

The aim of this study is to design an optimal framework for the classification of NFRs 

that includes a method of data augmentation, word2vec embeddings, and a deep 

learning model based on a representative NFR corpus. The problem of NFR 

representation has been formulated as a multi-class classification. 

For the given repository of requirements, Let X = {x1, x2, x3, … xN} is a set of N 

requirements, such that each requirement is defined as; x ∈ 𝑅𝐷where D is the maximum 

length of the dataset. In the case of supervised learning, the problem is to estimate a 

function fe that transforms the requirement into M-dimensional latent space as: 

z = fe(x, θe, βe) 

 

Eq5- I 

where z ∈ 𝑅𝑀 is the extracted representation 𝜃𝑒 and 𝛽𝑒 are the weights and biases of 

the estimation function fe, respectively. These representations are then associated with 

different categories using a softmax classification defined as: 
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t ̃= σ(z) 

 

 
Eq5- II 

 
Function fe is learned by minimising the error between actual label t and predicted 

class label �̃� using: 

Jc = −∑ t logt ̃+ 

 

 
Eq5- III 

For an automatic NFR classification, this study proposes to use four-phase-deep neural 

network frameworks starting with 1) pre-processing, 2) embedding generation, 3) 

feature learning, and 4) classification, as shown in Figure 5- 1. 
 

Figure 5- 1: Framework for NFR Classification, including Phases of Pre-processing, Embedding 

Generation, Feature Learning, and Classification 

 

5.2 Training Configuration for a Baseline Classification Model 

This section formalises the proposed approach for NFR classification, one of the 

contributions of this thesis mentioned in the introduction of this chapter. It provides 

the step-by-step procedure to train four deep neural networks: CNN, ANN, GRU, and 

LSTM, to design a classifier for this experiment. 
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5.2.1 Corpus for Training 

This experiment uses a benchmark text corpus for NFRs that has recently been 

developed1. The corpus consists of 1484 sentences taken from the SRS documents. 

Table 5- 1: Class-wise Distribution for Custom NFRs Corpus 
 

Category Total Samples 

Efficiency 480 

Maintainability 240 

Portability 156 

Reliability 191 

Usability 417 

Total Documents 1484 

The corpus consists of five classes: efficiency, maintainability, portability, reliability, 

and usability. Each category contains a different number of sentences. The class-wise 

distribution of samples has been mentioned in Table 5- 1. The data ratio between the 

training and validation sets remains 80:20 for all four DNNs. 

5.1.2.1 Pre-processing 
 

Pre-processing is required for the initial phase of training, which is to refine the data. 

In section 2.4 of Chapter 2, various pre-processing approaches were addressed. This 

experiment does not necessitate any of the syntactic or semantic labelling outlined 

earlier. However, some essential data cleansing is still required. Therefore, a word 

embedding strategy is used for semantic learning in this study. 

 

 

 

 

 

 

 
 

1 NFRs Corpus created because of research question 1, details can be found in Chapter 3. 
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5.1.2.2 Sequence Generation 

As neural networks could take only numbers as input, training deep learning models 

on the given dataset requires the sentences to transform into sequences of numeric 

values. Numeric values are taken from the dictionary indices generated for all the 

corpus words. For this purpose, the sentences are then tokenised into words 

considering white spaces as delimiters and replaced with the characters with small 

letters for each word. In addition, it filters out the list of punctuation marks, including 

``! #$%& () *+, -. /: ;<=>? @ [] \^ _` {|} ~ \t\n" from the sentences. The dictionary of 

the corpus is generated so that a unique index number represents each word. These 

indices are used to convert sentences into sequences. The total number of unique words 

in the dictionary plus a stop word (usually placed at index 0) comprises the vocabulary 

of the corpus. An example of the sentence conversion into sequences is shown in Table 

5- 2. 

Table 5- 2: Conversions of NFRs Sentence into Sequences 

 

 
5.1.2.3 Sequence Padding 

 

DNNs are best suited for a limited set of inputs. However, due to the variety of terms 

used in different sentences, the length of sequences in this scenario varies dramatically. 

As a result, the maximum length of a phrase in the corpus is determined as 46, and pad 

zeros are assigned to sequences that are shorter than 46. Table 5- 3 shows an example 

of the post-padding method that is adopted in this study. 
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Table 5- 3: Step-by-Step Conversion of Sentences into Sequence and Padding 

 

 

5.1.2.4 Embedding Generation 
 

After sequence generation the next step is to acquire embeddings of these sequences. 

Word embeddings techniques were discussed in the previous chapter in section 4.3. 

This experiment uses word2vec skip-gram model where these word embeddings are 

trained from scratch on the custom NFR corpus. 

5.3 Training Configuration for DNNs 

Deep neural networks used for NLP include the embedding layer as the first layer of 

the system. Second layer receive embeddings of the sentences to learn discriminant 

features of the text by transforming them from embedding space to feature space. For 

multiclass classification, a feature for each text is discovered to maximise the 

probability of belongingness to the actual class. Principally, gradient descent with 

backpropagation executes this successfully. Figure 5- 2 is created to illustrates the 

transformation of sentences to word embeddings and their representative features. It is 

important to note that features in each sentence are mapped to multiple semantic 

concepts expressed by distributed words. As a result, one or more semantic notions are 

included in a single class. 
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Figure 5- 2: Transformations from Sentences to Word Embeddings and Features 

 

As feature learners, this experiment employs four neural networks: ANN, CNN, GRU, 

and LSTM. Each network's details are listed below. 

5.3.1 ANN Representation Learner 

After the embedding layer, a five-layer ANN with 1024, 512, and 256 units in each 

first, second, and third layer is formed, as illustrated in Figure 5- 3. 

 

 

 

Figure 5- 3: ANN Architecture for NFR Classification 
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Before the first dense layer, a global max-pooling layer was utilised to provide a one- 

dimensional output from the embedding layer. Two more dense layers of 64 and 5 

neurons were employed to generate the classifier's output. 

5.3.2 CNN Representation Learner 

This representation explores the development of features with context information 

between the words retained with 1D convolution in combination with ReLU. 
 

 

 

Figure 5- 4: CNN Architecture for NFR Classification 

 
activations. Figure 5- 4 shows four layers with an increasing number of filters from 64 

to 512 that have been used in this network. To obtain a low dimensional feature, the 

filter size of 5 is reduced to 3 in the other layers. A global max pooling is applied to 

the features before feeding them to the two dense layers for classification. 
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5.3.3 GRU Representation Learner 

Recurrence plays a significant role in sequenced input. Therefore, this architecture 

explores the performance of a GRU-based feature learner employing 4 GRU layers 

followed by Tanh activation. A similar strategy used in CNN that increases units in 

each GRU layer is applied here, as shown in Figure 5- 5. Global max pooling with two 

dense layers concludes the feature learning network for classification. 

 

 

 

Figure 5- 5: GRU Architecture for NFR Classification 
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5.3.4 LSTM Representation Learner 

LSTMs have recently beaten GRU-based networks' performance for many 

applications, including action recognition. In this experiment, LSTM-based feature 

learners have been used. Additionally, this network uses a dropout of 0.4 in each LSTM 

layer, as shown in Figure 5- 6. 

 

Figure 5- 6: LSTM Architecture for NFR classification 

 

 

5.4 Classification 

In related literature, well-known classifiers, such as Naive Bayes and SVM, were used 

to classify requirements. However, the softmax classifier has proven superior in 

multiclass classification problems. To categories the NFRs, this experiment uses a 

softmax activation in the dense layer of the feature learner. While the loss between 

correct and predicted class labels is reduced using categorical cross-entropy loss. The 

use of neurons equal to the number of classes in the dataset proved significant in this 

experiment. 
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5.4.1 Hyperparameter Settings 

Hyperparameter tuning was discussed in Chapter 4, section 4.4. For the experimental 

setting in this experiment all DNNs have similar hyper-parameter configurations. For 

instance, an Adam optimiser was used to optimise all the networks with an initial 

learning rate of 0.001 and a rating decay of 0.2. Additionally, this experiment uses 

early stopping criteria, which causes the training process to cease after ten consecutive 

epochs of no improvement as opposed to using a predetermined number of epochs. 

5.4.2 Hardware and Software Settings 

All the experiments were conducted on a system with an Intel Core 2.80 GHz i7- 

7700HQ processor with 16 GB RAM and Nvidia GeForce GTX 1050Ti GPU. All the 

experiments were performed using Python 3.6.5 and TensorFlow 1.12.0. 

5.4.3 Performance Metrics 

This experiment evaluates the effect of learning on four deep neural networks, and the 

model’s ability to learn and predict the classification results from the given data is 

assessed based on two parameters: accuracy 1and loss2. Convergence graphs are 

generated to check the convergence rate of different approaches and plot the variation 

of loss and accuracy concerning increasing epochs. Furthermore, precision, recall, and 

f1-score is used as key indicators to evaluate the performance of the proposed 

framework for the NFR corpus. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

1 Accuracy is the ratio of number of correct predictions to the total number of input samples. 
2 Loss is false classifications 
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5.5 Experimental Results 

As these models require an extensive training set, it would be interesting to see which 

model can learn and produce a satisfactory result with a small dataset, such as a custom 

NFR corpus. The aim here is to avoid overfitting when the DNN experiences a large 

difference in the performance over the training set compared to the validation set. 

experiment aims to minimise this gap and achieve higher accuracy for the classification 

of NFRs. 

To provide a get a good picture of the NFR corpus to the reader, it is converted into a 

word cloud. Figure 5- 7 shows terms in the corpus generated after tokenisation and 

stop-word removal. The magnitude of each phrase (or two linked words) indicates how 

frequently a word appears in the corpus. For example, the most-used words in the 

corpus from the given figure are “user” and “system”. Other words (i.e., “easy”, 

“easily”, “must”, “help”, and “product”) have also been used extensively in the corpus. 

 
 

 

 

Figure 5- 7: Word Cloud Generation for the Words in the Corpus 

 
In terms of training accuracy and loss, CNN outperformed all four neural networks but 

accuracy decreased to the '60s for the validation set. Further investigation reveals that 

LSTM failed to perform well on such data due to many trainable parameters and 

insufficient data to train. However, the GRU network outperformed other neural 

networks on the validation set. Figure 5- 9 shows how the validation loss for GRU and  
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ANN approaches 1.66 and 1.70 respectively. The LSTM network, on the other hand, 

sees a significant increase. In Figure 5- 8, similar behaviour has been noticed for the 

accuracy of these networks. 

It is clear that LSTM was underperforming. In addition to the four models Conv- 

LSTM, a hybrid architecture that combines CNN and LSTM, was examined. 

Convolution layers are utilised to extract features, which are then fed into the LSTM. 

Table 5- 4 demonstrates that it began to function better under these network 

parameters, although no noticeable benefit was observed. 

 
Table 5- 4: Comparison of Various Representation Learning Approaches based on Statistical 

Performance Measure 

 
 

Representation 

Learner 

Augmentation Precision Recall F1-Score 

ANN None 0.62 0.62 0.61 

CNN None 0.61 0.60 0.60 

GRU None 0.67 0.68 0.67 

LSTM None 0.06 0.25 0.10 

Conv-LSTM None 0.44 0.46 0.44 
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Figure 5- 8: Convergence Plots Concerning the Number of Epochs Vs Accuracy for the 

Baseline Models 

Figure 5- 9: Convergence Plots Concerning the Number of Epochs Vs Loss for 

the Baseline Model 
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5.6 Summary 

This chapter explored the design considerations necessary for constructing an effective 

DNN based classifier. This chapter's focus was initially established as a multiclass 

classification, which was subsequently operationalised as an experiment. It showed 

how to categorise NFRs using DNNs. Furthermore, statistical measurements were 

utilised to evaluate the performance of the created models. Under the recommended 

settings, CNN and GRU outperformed ANN and LSTM, as shown in Table 5.1. The 

provision of an effective approach to stabilise the classification system is explained in 

this chapter, which is an important contribution of this thesis. 
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Chapter 6 Custom Data Augmentation Approach and 

Experimentation 

 

 
The previous chapter demonstrated the classification of NFRs using four deep neural 

networks. The results indicate that, while some neural networks are capable of 

minimising validation loss, on average, they do not converge to a superior solution. 

This chapter discusses the issue of overfitting and motivates the use of a data 

augmentation strategy to solve data sparsity in deep learning-based classification. This 

chapter provides a major contribution to the research by investigating the effect of the 

data augmentation scheme to improve the performance of the baseline NFR 

classification system. 

Section 6.1 provides a background to the data augmentation approach. It discusses 

work related to text augmentation techniques and the design considerations that must 

be addressed when developing an effective optimisation algorithm. Section 6.2 

proposes a new data augmentation approach to probe DNNs for effectively classifying 

NFRs. The chapter further extends the investigation and formulate the training of the 

DNN models under these modifications. Lastly, it concludes with the results of the 

experiment. 

6.1 Background 

Data augmentation (DA) is a method of artificially producing new data by making 

minor adjustments to the existing training data (Wong et al., 2016). This study adopts 

data augmentation (Taylor and Nitschke, 2018) among other regularisation strategies 

(described in chapter 4 in section 4.6) for two main reasons. First, the deformation 

leads to an increase in acquisitions. Second, the data augmentation is controllable, the 

data modifications are chosen, and the data is thus precisely defined. It is, therefore, 

possible to fully determine the addition of complexity induced to the classification 

problem. DA inflates the dataset size artificially by either data warping or 

oversampling. Existing data is warped in such a way that the label is preserved. 
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Whereas oversampling generates synthetic instances and adds them to the training set 

(Wong et al., 2016). 

Text augmentation is a relatively recent field that has evolved to deal with overfitting 

in DNN based text classification. The current data augmentation methods that are 

widely used in NLP are covered in this section. 

A study by Zhang et al. (2016) uses a thesaurus to replace words with their synonyms 

to improve the training performance of a character-level convolutional neural network. 

Rosario (2017) classifies short texts based on SVM. Whereas our work focuses on 

requirement classification based on a sentence level and concentrates on deep learning- 

based techniques. 

Quijas (2017) proposed data augmentation techniques that use shuffling, noise 

injection, and paddling techniques to augment the textual data, to train convolutional 

and recurrent neural networks for text classification. 

A year later, Kobayashi (2018) proposed an approach suggesting contextual 

augmentation which replaces the words in a sentence by its counterparts generated 

with a bi-directional language model. The experiment was performed with RNN and 

CNN trained across multiple datasets with favourable results. 

Another work proposed by Coulombe (2018) is based on textual noise, spelling errors, 

synonyms replacement, paraphrase generation (using regular expressions or syntax 

trees), and back-translation techniques to generate more data. 

Abulaish and Sah (2019) proposed a data augmentation approach that combines n- 

grams and LDA techniques to identify class-specific phrases to augment the corpus. 

They have evaluated the performance of the convolutional neural network on an 

original and augmented corpus and obtained positive results. 

In another study, an easy data augmentation technique (EDA) was proposed using 

operations such as synonym replacement, random insertion, random swap, and random 

deletion. The researchers experimented with five tasks. Their findings imply that when 

training on smaller datasets, EDAs can enhance performance and decrease overfitting. 

Moreover, this study claims to improve performance for convolutional and recurrent 

neural networks (Wei and Zou, 2019). 
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In data augmentation, usually only the training set (containing images/videos/text) is 

augmented to address ML data thirsty algorithms (Wang et al., 2017). Nevertheless, 

lately, DA has emerged as a common practice to apply test-time augmentation (Ayhan 

and Berens, 2018; Shanmugam et al., 2020). The primary objective to augment test 

data is to reduce variance but not make the test data bigger or more accurate. However, 

this is typically so that the input data from the test set resemble the input data from the 

training set. For instance, in the case of the training images, AlexNet (Krizhevsky et 

al., 2017) and ResNet (Wang et al., 2021) performed the 10-crop technique in training 

and performed augmentation on the testing set. The training images were cropped in 

different locations/offsets. In contrast, only a single centred crop was performed at test 

time or in the second approach, and an average was taken after multiple random crops. 

In previous studies, data augmentation was primarily performed with noise injections 

(Quijas, 2017), rotations, reverse translation, swapping, and random deletion (Wei and 

Zou, 2019). Techniques like these may lose valuable data and information. 

A domain-specific method is another way of using a synonym thesaurus. These 

techniques were employed based on co-occurrence or semantic networks to create a 

synonym thesaurus. DA that uses a thesaurus replaces domain jargon or keywords with 

synonyms. Such strategies may be suitable for language-related tasks, which depend 

on an external dictionary. However, they require a long computation time and a high 

cost of implementation relative to performance gain (Zhang et al., 2016; Kobayashi, 

2018). Furthermore, in a lexical-based method or the hand-crafted system, a domain 

expert develops a thesaurus (i.e., WordNet) by hand. Others, such as (Kobayashi 2018) 

bi-directional translations, can maintain the sense of the sentence but lose the jargon 

specific to the domain. 

The real need for data augmentation lies in a domain-specific task, where it is 

expensive to gain a large corpus. However, the existing techniques of data 

augmentation in the text domain lack practices to handle domain knowledge. This gap 

provides a motivation for this study to discover a new technique to handle domain- 

specific data. The proposed approach is inspired by the data augmentation technique 

in practice in the image domain. 
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Blending photos by averaging their pixel values is a rather counterintuitive technique 

to data augmentation. The images formed by doing so do not appear to be beneficial 

to a human viewer. 

In a study, Ionue (2019) demonstrated how sample matching can be turned into a useful 

enhancement approach. He randomly cropped and flipped images horizontally, 

resulting in a jumbled image that was used to train a classification model. The new 

image's label was like the original image, which was chosen at random. Another 

finding of the study was that merging photos from the full training set rather than 

instances strictly belonging to the same class yielded superior outcomes. This sample 

pairing creates a dataset of size N2+N from a size N training set. 

Similar to this, Summer and Dinneen (2019) further explored the notion of combining 

images in an unintuitive way into a new training set using nonlinear methods. In like 

manner, Liang et al. (2018) employed GANs to create mixed images. Mixed images 

reduced training time and increased the variety of GAN samples in the training 

outcomes. Takahashi and Matsubara (2020) have demonstrated another method of 

picture mixing in which photos are randomly cropped, and the cropping is 

concatenated to produce new images. However, this strategy has a severe flaw in that 

it makes no sense from a human perspective. 

6.2 Custom Data Augmentation (CDA) Approach 

A new data augmentation strategy has been suggested, which is inspired by a query 

expansion process (Porter et al., 2020). It manipulates the data points themselves, in 

the creation of fresh data points resulting into a more comprehensive dataset. 

This approach uses a “sort and concatenate” strategy for this purpose. The set of 

sentences from a class is sorted and then concatenated to the original sentences. As a 

result, it combines two sentences from each group to form more sentences. The class 

label is then assigned to the newly generated sentence. It is expected that mixing the 

requirements can keep the sentence semantic and maintain the syntactic structure. By 

adding information generated from a distinct set of requirements, this augmentation 

provides value to the base data. It can also significantly improve data quality by 
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reducing the amount of manual human input needed to add third-party libraries. Figure 

6- 1 describes the process involved in this augmentation in the proposed approach. 

 

 
Figure 6- 1: A Framework Representing the Procedure for Custom Data Augmentation 

 

This section presents a formalism for the custom data augmentation approach. It 

transforms the NFRs corpus to a distribution 𝑄, used for training instead. 

Steps for custom data augmentation (CDA) approach: 

 
Input: Original dataset D 

Output: Augmented dataset Q 

Divide D into N classes 

Sort O in ascending order as Aa 

 

Concatenate O with Aa as OAa (Where O remains unchanged) 
 

Sort O in descending order as Bd 

 

Concatenate O with Bd as OBd (Where O remains unchanged) 
 

Concatenate OAa and OBd 

 

Repeat steps 2 to 7 until it reaches N. 

 

 
In the example described above, let ‘D’ denotes a dataset. Where ‘N’ represents the 

number of classes. ‘D’ can be divided with requirements Rn in each class, where n is 

the limit of the number of sentences for concatenations in each group. It takes one 

subset from the original data ‘O’. and creates Aa when sorted in ascending order and 
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. 

Bd when in descending order. When performing a transformation on requirements, 

Rn,‘O’ remains unchanged. Lastly, all subsets are combined to develop Q. 

This process represents the generic augmentation procedure; requirements belonging 

to every label/class have been concatenated within the same category to form a new 

set of samples in a dataset. Merging the content of one requirement with another one 

affects the entirely new requirements with the characteristic of both requirements. 

The next step is to determine how the number of generated augmented sentences per 

original sentence yield performance boosts. The proposed approach increases the size 

of data in N2 This dataset will be divided into a subset of equal size. Furthermore, it 

will be synthetically increased to double its size for every subset. 

6.3 Training Configuration for DNNs with Data Augmentation and Pretrained 

Word Embeddings 

This section presents an experiment to operationalise the proposed data augmentation 

approach. Similar to the baseline experiment, it trains four DNN architectures for the 

classification of NFRs. The pre-processing and sequence padding have been performed 

in similar manner. This experiment uses two data augmentation techniques: 

1) easy data augmentation (EDA) and 2) the newly proposed custom data augmentation 

(CDA). The EDA approach used random insertion, deletion, random, swap, and 

synonym replacement operations. The CDA technique, on the other hand, concatenates 

two sentences from the same class to create more samples from that class. Both 

strategies were used to supplement the data over the whole corpus. Then, in each case, 

80% of the augmented data was utilised for training, and the remaining 20 % was used 

for validation. The distribution for the augmented data is provided in Table 6- 1. 
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Table 6- 1: A Class-wise Distribution of Augmented Data Samples for the NFR corpus 

 

Category Original Data Data augmented with EDA Data augmented with CDA 

Efficiency 480 1920 960 

Maintainability 240 960 480 

Portability 156 624 320 

Reliability 191 764 382 

Usability 417 1668 834 

Total Documents 1484 5936 2976 

 

6.3.1 Pre-trained Word Embeddings 

In the baseline experiment, skipgram word embeddings were used. The NFRs corpus 

was used to train this skipgram model from the start. This experiment, however, 

employed a pre-trained weight on the Eng-CoNLL 17 corpus and finetune them while 

learning the feature representations for the provided data. 

The Conference on Computational Natural Language Learning (CoNLL) is a 

collaborative effort to learn dependency parsers for a variety of languages in a real- 

world scenario without the use of gold-standard input annotations (Zeman et al., 2017). 

All the test sets used the same annotation scheme, which was called universal 

dependencies. The major purpose of the challenge was to learn syntactic dependency 

parsers that can be employed in a real-world setting and can handle a wide range of 

typologically diverse languages. These embeddings used 100-dimensional pre-trained 

word2vec continuous skip-gram vectors trained for an English CoNLL17 corpus with 

a vocabulary size of about 4.02 million words and fine-tuned the pre-trained weight on 

the NFRs augmented data. 

6.3.2 Hardware/ Software Settings 

The experiment is performed with the same neural network architecture as the previous 

one, but with a new augmented data distribution, as shown in Table 6- 1. After 



89 

 

 

 

Custom Data Augmentation Approach and Experimentation 

 

 

initialising the embedding layer with pre-trained weights, the embedding layer is left 

trainable to maintain the accelerated pace of convergence. Instead of employing a fixed 

number of epochs an early stopping criterion is used, which terminates the training 

process if there are no improvements for ten consecutive epochs. All the networks were 

optimised using an Adam optimiser with an initial learning rate of 0.001 and a rating 

decay of 0.2 

6.4 Experimental Results 

The results of the baseline NFR classification model designed in Chapter 5 showed 

that there was not enough data to train the designated embedding layer. Therefore, to 

solve this issue, this chapter introduced a data augmentation strategy. Additionally, 

pre-trained word embedding technique is employed in this experiment. In section 6.3, 

an experiment was conducted with pre-trained skip-gram word embeddings, and the 

entire corpus was augmented before splitting into a train/validation set with two data 

augmentation strategies: state of the art EDA and newly proposed CDA, respectively. 

In this section the results are evaluated based on accuracy and loss on the training and 

validation sets. Most of the models perform well on the training set. However, the 

problem under analysis is in generalising on the validation dataset and minimising the 

loss. The results obtained from the EDA approach shows, this modification could not 

drastically improve the results; however, the training time was reduced. Figure 6- 4 

shows the accuracy and loss values while indicating that CNN and GRU pre-emptively 

stopped under 20 epochs. However, in the instance of the CDA approach, it was 

discovered that, in addition to the ANN, CNN, and GRU networks that were already 

performing well, the LSTM network also performed well with this augmentation 

technique. However, until the first ten epochs, it showed no signs of learning, as shown 

in Figure 6- 5. 
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Figure 6- 2: Convergence Plots Concerning Several Epochs for Accuracy on Entire 

Corpus with EDA and Pre-trained Word Embeddings 

 

 

Figure 6- 4: Convergence Plots Concerning Several Epochs for Accuracy on the Entire 

Corpus with CDA and Pre-trained Word Embeddings 

Figure 6- 3: Convergence Plots Concerning the Number of Epochs for Loss on 

Entire Corpus with EDA and Pre-trained Word Embeddings 

 

 

 
Figure 6- 5: Convergence Plots Concerning Several Epochs for Loss on the 

Entire Corpus with CDA and Pre-trained Word Embeddings 
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6.5 Analysis of Classification Models 

The efficacy of the proposed method relies on the data augmentation technique, data 

distribution set for augmentation, word embedding, and model’s architecture. These 

models' results are calculated based on precision, recall, and f1-score. 

Table 6- 2: Comparative Analysis of the Results Among the Baseline, EDA, and CDA Approaches 

 
 

Method Baseline Model with skip-gram 

trained from scratch 

EDA Approach with Pre-trained 

Embeddings 

CDA Approach with Pre-trained 

Embeddings 

 

Precision 

 

Recall 

 

F1-score 

 

Precision 

 

Recall 

 

F1-score 

 

Precision 

 

Recall 

 

F1-score 

 

CNN 

 

0.61 

 

0.60 

 

0.60 

 

0.89 

 

0.88 

 

0.88 

 

0.95 

 

0.96 

 

0.95 

 

GRU 

 

0.67 

 

0.68 

 

0.67 

 

0.86 

 

0.86 

 

0.86 

 

0.93 

 

0.94 

 

0.93 

 

ANN 

 

0.62 

 

0.62 

 

0.62 

 

0.88 

 

0.88 

 

0.88 

 

0.95 

 

0.94 

 

0.94 

 

LSTM 

 

0.06 

 

0.25 

 

0.15 

 

0.84 

 

0.85 

 

0.85 

 

0.87 

 

0.89 

 

0.88 

In the baseline experiment, the results from Table 6- 2 suggest that GRU generalised 

extremely well with minimum loss over the validation set, which indicates that it can 

work with a small dataset such as a custom NFR corpus. In contrast, the LSTM fails 

to perform with a small dataset. However, CNN also performed satisfactorily. 

Furthermore, by closely observing the results, it is concluded that using augmentation 

in a combination of pretrained embedding improves the results from the baseline 

model. At the same time, neural networks such as GRU and CNN performed well with 

EDA based augmentation used with pre-trained word embeddings. Table 6- 2 shows 

that the same representation outperformed all the previous approaches when used with 

the CDA approach. The model's overall performance for EDA improved from the 60s 

to 80s. Whereas, the CDA approach achieved the highest results for CNN, reaching 

95% for the classification of NFRs. At the same time, LSTM appeared to be the worst- 

performing model in each experiment. The CDA method resulted in a 2x increase in 

data. However, in EDA, this was not feasible. As previously stated, the CDA technique 

retains domain vocabulary, which provides some evidence that the pre-trained model 
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learned greater semantic relatedness in the custom enhanced corpus. However, with 

supplemented data using EDA, its actions (random deletion/random insertion) 

provided more data but could not retain sentence semantic relatedness; this is shown 

in this experiment as pre-trained word embeddings could not recognise a comparable 

pattern. As a result, the CDA strategy outperformed the EDA and baseline models, 

even with fewer enhanced samples. 

6.6 Summary 

At the chapter's outset, a thorough examination of existing data augmentation was 

presented. In Section 6.2, an innovative method of custom data augmentation was 

proposed with possible benefits of combining data augmentation frameworks with 

transfer learning. 

This chapter discussed how to apply the custom data augmentation strategy as an 

optimisation technique for addressing the issue of data sparsity and overfitting while 

training DNNs. The performance of the baseline classifier and EDA was compared 

when training DNN models on the NFRs corpus. This chapter made a significant 

contribution in terms of a data augmentation by describing a practical approach for 

stabilising DNNs for the classification of NFRs. The results in Table 7-3 showed that 

the suggested method is more successful than the EDA approach and baseline classifier 

under the proposed settings 



93 

 

Chapter 7 Extended Experiment and Detailed Analysis of 

Results 

 

 
This chapter discusses the effects of two methods of data augmentation and pre-trained 

word embeddings on an NFR classification system. Previously, for DNN training, the 

data augmentation technique was used under a different data distribution where the full 

corpus was enhanced before being separated into train/validation sets. In contrast, this 

chapter explores an alternative method to data augmentation in order to develop a 

classification system for NFRs. Additionally, it gives a comprehensive analysis of the 

results using a variety of statistical performance measures for the various experimental 

setups mentioned in this thesis and explores this study's final objective to analyse the 

generalisability of the designed NFR classification system for the selected NFRs. 

A discussion on all previous experiments performed in Chapters 5, and 6, are discussed 

and analysed in section 7.1. Section 7.2 explores an alternative optimisation approach 

in the form of a new experiment. Section 7.3 extends the investigation to the best- 

performing model based on all experiments and further explores the generalisability of 

the model, hence, finally providing the classification insight for each NFR attribute. 

7.1 Background 

This chapter provides an extended experiment to optimise the design and develop an 

automatic system to classify non-functional requirements in multiple classes based on 

deep learning techniques. DNNs require a large, annotated corpus and are prone to 

overfitting; therefore, to overcome these shortcomings, a unique approach for data 

augmentation named custom data augmentation (CDA) approach was proposed in 

chapter 6. In the initial experiment, data augmentation was performed on the entire 

NFR corpus before splitting the data into train/validation sets to acquire a set of 

sentences that belong to a consistent niche. The performances were analysed based on 

the comparison among the baseline model (no augmentation) and a state-of-the-art 

EDA with pre-trained word embeddings on Eng-CoNLL 17 corpus. The overall results  
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indicate that all the DNNs improved with both data augmentation strategies. However, 

the proposed CDA approach performed relatively well compared to the EDA due to 

its significantly rich class representative data. 

These experiments address the multiclass classification based on the custom NFRs 

corpus, which appears to have an imbalanced distribution of samples against each 

class. When a simple train/validation split is performed randomly, it is basic machine 

learning nature to divide the train and validation set disregarding the distribution or 

proportion of the classes. There is a chance that all variations of one data will end up 

in the same set, which can cause bias in the results. Therefore, a counterstrategy in the 

second round of the experiment is adopted to ensure that this technique is valid. In this 

chapter, the study aims to perform a train/validation split manually. According to the 

results from the previous experiment, the CNN turned out to be the best performing 

model; therefore, the CNN's convergence and learning behaviour will also be studied 

under the new settings, and a comparison with previous results will be provided in 

detail. 

7.2 Training Configuration for a Baseline Classification Model 

To perform an experiment for NFR classification, the same four deep neural networks, 

ANN, CNN, GRU, and LSTM, were selected, along with the custom NFR corpus. In 

this experiment, the difference is that the corpus is manually divided into training and 

validation sets based on the 80 and 20 ratios. Table 2 provides the train/validation 

distribution used in this experiment. 

To design a baseline classifier, DNNs were designed with the original train set shown 

in Table 7- 1, with skip-gram word embeddings trained from scratch. All these DNNs 

were tested with the original validation set. When data is manually divided into 

train/validation sets, it ends up in a train/validation set different from the 

train/validation split that was automatically performed in Chapter 5, section 5.3. 
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Table 7- 1: Data Distribution for the Custom NFR corpus with Augmented Data 
 

Category Original 

Data 

Original 

Training Set 

Custom 

Augmented 

Training Set 

EDA 

Training Set 

Original 

Testing Set 

Custom 

Augmented 

Testing Set 

Efficiency 480 384 768 1536 96 192 

Maintainability 240 192 384 768 49 98 

Portability 156 124 248 496 32 64 

Reliability 191 152 304 608 39 78 

Usability 417 330 660 1320 84 168 

Total samples 1484 1182 2364 4738 300 600 

 

7.2.1 Experimental Results 

The classifier results can be seen in Table 7- 2 An interesting finding is that GRU 

performed better than other models with such a small dataset, and it is observed that 

LSTM appeared to be the least favourable for this task. These results are in line with 

the results from Table 6- 2, where these DNNs were trained with data distributed 

automatically between train and validation sets. The accuracy falls at approximately 

50% for ANN, CNN, and GRU training. 

7.3 Training Configuration for DNNs with Data Augmentation on the Train Set 

Similar to the previous experiment this approach aims to see if any data augmentation 

strategy, specifically the CDA technique can help to boost the performance of the 

proposed classification model. The augmentation is performed on the training set only 

to validate the efficacy of the suggested approach. Whereas, the original validation set, 

as stated in the Table 7- 1 is used for testing the model’s performance. 

In the case of the EDA, training samples were increased from 1182 to 4738, whereas, 

with the CDA approach, they increased to 2364 from 1182. An original validation set, 

which is the most convenient method in ML, is used for validation. This experiment 
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uses the same pre-trained word embeddings as the previous experiments performed in 

section 6.3. 

7.3.1 Experimental Results 

The results for the experiment can be seen from Table 7- 2 which shows that in a case 

where only the training set is augmented, the EDA-based approach does not give any 

boost to the results. With the introduction of this augmentation strategy, only the 

performance of LSTM was improved over the baseline model. On the other hand, the 

CDA approach performed better than EDA in the previous settings (as can be seen 

from 6.3), and CNN outperformed all the previous results for the classification of 

NFRs. However, in the current approach shown in Table 7- 2 using data augmentation 

on training set alone is marginally better in some cases than not using data 

augmentation. The model using the baseline and EDA approach produced similar 

results for GRU, but the performance appeared to be declined when trained with the 

CDA approach. Contrastingly, for ANN, CNN, and LSTM, a slight improvement was 

observed. The results show that even when using the same pre-trained word 

embeddings, DNNs could not generalise under this data distribution. These deep 

learning models could not identify and learn features on the validation data, as there is 

absence of the same representation found and learned from the training data. Overall, 

CNN trained with CDA approach turned out to be favourable under both data situations 

with these settings. Therefore, the classification of NFRs is analysed based on the CNN 

model. 
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Figure 7- 1: Convergence Plots Concerning the Number of Epochs for Accuracy with 

the Baseline Models 

 

 

Figure 7- 3:Convergence Plots Concerning the Number of Epochs for Accuracy on the 

Trainset with EDA and Pre-trained Word Embeddings 

Figure 7- 2. Convergence Plots Concerning the Number of Epochs for Loss with 

the Baseline Models 

 

 
Figure 7- 4: Convergence Plots Concerning the Number of Epochs for Loss on the 

Trainset with EDA And Pre-trained Word Embeddings 
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Figure 7- 5: Convergence Plots Concerning the Number of Epochs For. Accuracy on 

the Trainset with CDA and Pre-trained Word Embeddings 

Figure 7- 6: Convergence Plots Concerning Several Epochs for Loss on the 

Trainset with CDA and Pre-trained Word Embeddings 

 

Table 7- 2: Comparative Analysis of the Results Among the Baseline, EDA, and CDA Approaches 

 

Model No Augmentation, No Pretrained Embeddings EDA with Pre-trained Embeddings Custom Augmentation with Pre-trained Embeddings 

Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 

ANN 0.50 0.49 0.49 0.48 0.42 0.45 0.48 0.46 0.47 

CNN 0.48 0.49 0.49 0.44 0.43 0.43 0.51 0.44 0.48 

GRU 0.53 0.55 0.54 0.51 0.50 0.50 0.47 0.48 0.47 

LSTM 0.03 0.16 0.09 0.45 0.41 0.43 0.47 0.46 0.46 
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7.4 Training Configuration for CNN with Custom Data Augmentation on 

Train/Validation Sets Separately 

To check whether the entire classifier training and testing process was adequately 

developed, another experiment was conducted with CNN. In this experiment, the CNN 

was trained with the data augmented with the CDA approach, where the validation set 

was also separately augmented with the same approach. Table 7- 1 shows that the 

amount of data increased for training and testing split for each class using Custom data 

augmentation. 

7.4.1 Experimental Results 

In this section, data augmentation is performed on the NFR corpus with the manual 

distribution of the corpus into train and validation sets where both sets were augmented 

separately. Table 7- 3 shows the results for this approach; it increased the model's 

performance by an average factor of 10% giving us the precision of 0.59, recall of 0.55, 

and F1-score of 0.57. These results suggest that to produce better results, the validation 

set also requires some level of augmentation to find a similar feature to the training set. 

7.5 Analysis of CNN Classification Model 

This section compares and evaluates the effectiveness and performance of the data 

augmentation under two distributions for the NFR corpus. As identified in the previous 

section and shown in Table 6- 2, CNN with pre-trained embedding appeared to be the 

best classifier for NFRs when the entire corpus was augmented with the CDA 

approach. This comparison aims to present an analysis to explore how NFRs 

(efficiency, reliability, usability, maintainability, and portability) were individually 

learned by the CNN classifier. The efficacy of CNN performance when trained with 

pre-trained word embedding and data augmentation performed on a different set of 

data with CDA approach to provide answers to the last objective of this thesis. 
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Table 7- 3: Comparative Analysis of the Results for CNN Augmented with the CDA Approach on Train Sets vs Train/validation sets 

 

 

 
Non-functional 

requirements 

 
 

CNN results for CDA on the entire corpus 

CNN Results for CDA with manual data distribution 

CNN Results with CDA on train/validation sets separately CNN Results with CDA on the train set only 

Precision Recall F1-Score Precision Recall F1-score Precision Recall F1-score 

Efficiency 0.95 0.98 0.97 0.64 0.65 0.65 0.45 0.50 0.47 

Maintainability 1 0.92 0.96 0.57 0.54 0.56 0.60 0.24 0.42 

Portability 0.88 1 0.94 0.90 0.58 0.74 0.67 0.37 0.52 

Reliability 0.93 0.98 0.95 0.19 0.12 0.15 0.28 0.43 0.36 

Usability 0.98 0.92 0.95 0.63 0.85 0.74 0.57 0.64 0.61 

Average 0.95 0.96 0.95 0.59 0.55 0.57 0.51 0.44 0.48 
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Finally, Table 7- 3 compares the CNN results for the classification of all five NFRs. 

The performance of the CNN with the previous approach reached 95% precision. In 

contrast, it reached only 50% when only the train set was augmented. However, it 

slightly improved, reaching nearly 60% when the validation set was also augmented 

with the CDA approach. 

Another interesting observation from these results is that when tested with original data 

and when the validation set was augmented separately, CNN showed similar learning 

behaviour concerning all classes, reaching its highest recall for usability in both cases. 

Similarly, portability reached the highest precision under both settings as compared to 

the rest of the classes, whereas when trained with augmented data before dividing it 

into train/validation sets, CNN seemed to have completely different behaviour. Only 

88% of positive class predictions that belong to the positive class were created out of all 

positive examples in the dataset, where portability received 100% recall, but appeared 

with the lowest f1score, balancing the concerns of both accuracy and recall. 

7.5.1 Convergence of the CNN Network 

The comparison of the convergence rate of the CNN trained with the previous 

approach and the one presented in this chapter can be seen in the following figures. 

Figure 7- 7 gives a clear indication that the CNN could not minimise the loss for 

validation when only the validation set was augmented with the CDA approach. Figure 

7- 8 describes the results from the experiment where augmentation was performed on 

both train/validation sets individually. Finally, Figure 7- 9 shows the results of the 

previous approach where data was augmented before being divided into the 

train/validation sets. The figure shows that the CNN converged around the 40th epoch, 

achieving the minimum validation loss. 
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Figure 7- 7: CNN Convergence with Only Train Set Augmentation 

 

 

Figure 7- 8: CNN Convergence with Both Train/Validation Augmentation Performed Individually 

 

 

Figure 7- 9: CNN Convergence with Train/Validation Augmentation Performed Before Data Split 
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7.6 Generalisability of the CNN Classifier for NFRs 

This section delves deeper into the outcomes of a CNN-acquired confusion matrix, 

comparing the results from the experiments in which the train/validation split has been 

acquired before augmentation without augmenting the test set versus the one in which 

the test set has also been augmented, as shown in Figure 7- 11 and Figure 7- 12 While 

Figure 7- 10 represents the previous approach with superior results in which the 

augmentation has been carried out before train/test split using the CDA approach. 

To gain a closer understanding of the results, in this section, a confusion matrix is used 

to evaluate the category-wise performance for the classification over the best 

performing classifier. This confusion matrix demonstrates the difference between 

ground truth labels and the predicted labels of the experiment for each class. Another 

thing that is quite visible through confusion matrices is the number of misclassified 

samples in each category. Looking closely at the confusion matrix, the values given in 

diagonal represent the correctly classified sample, also known as the true positive. 

7.6.1 CNN Results for Custom Data Augmentation on the Entire Corpus 

This experiment achieved 592 samples in the validation set as a result of 

train/validation split after data augmentation. It can be seen from the confusion matrix 

that 22 out of 592 samples were incorrectly classified, spreading over various NFRs 

classes, as evident from Figure 7- 10. Upon further analysis, it was observed that 

classes, (i.e., maintainability and usability) had the most inaccurate predictions. In 

contrast, efficiency and reliability had only minor errors. Portability was learned 

extremely well; not a single sentence belonging to this class was classified incorrectly. 

7.6.2 CNN Results for Custom Data Augmentation on the Train Set Only 

To investigate whether the relative data augmentation approach is not constrained to 

data selection, augmentation was only performed on the training set using the CDA 

approach. Table 7- 3 compares the results, showing that the earlier method achieves a 

relatively higher result. 
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Figure 7- 11 reveals that usability received the highest true positive. Out of a total of 

84 usability samples, 55 were accurately classified. However, usability was confused 

with efficiency 24 times. Only 48 instances were classified successfully, while it was 

misclassified as reliability 26 times. 

7.6.3 CNN Results for Custom Data Augmentation on the Train/Validation set 

Separately 

The Figure 7- 12 shows the result for these settings. The CNN learned features to 

identify usability and correctly classified it 142 out of 168 times. Efficiency was 

correctly classified 124 times from 192 samples. efficiency was classified as reliability 

28 times. The worst performance is observed with reliability, which was incorrectly 

classified as usability the most frequently. 

An interesting observation from these two confusion matrices is that the CNN learned 

all five classes similarly under both data variations. The overall performance 

improvement is observed due to the increment in the size of the data validation sample. 

This indicates that CNN based model can even produce improved results if the train 

and validation set have more data; hence more learnable features can produce higher 

results. The overall results indicate that data augmentation alone on the train set does 

not work well in this situation. The CNN cannot learn the relationship between the 

two, and the validation set is considered entirely new for the classifier. In second 

scenario, where the CNN was trained and tested with data augmented on both 

(train/validation) sets, it started to improve, though not to the level of the first 
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Figure 7- 10: Confusion Matrix for CNN Results for Custom 

Data Augmentation on the Entire Corpus 

Figure 7- 11: Confusion Matrix for CNN Results for Custom Data 

Augmentation on the Train Set Only 

Figure 7- 12: Confusion Matrix for CNN Results for Custom 

Data Augmentation on Train/Validation Set Separately 
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experiment's findings. In conclusion, these models need some augmentation on the 

validation set to find relationships to improve classification results. 

Another influencing factor on the performance of these models is the imbalanced 

number of instances in the dataset, as this imbalance affects the overall accuracy of the 

classifier. It is seen that the classes with more samples were learned better than those 

with a smaller number of examples. 

7.7 Summary 

This chapter explored the design considerations necessary for constructing an 

effective DNN based classification model and demonstrated how to optimise this 

approach using a data augmentation technique. The chapter began by implementing a 

new approach for classifying NFRs based on two data augmentation methods applied 

to the training set exclusively. Using this alternate formulation, it was demonstrated 

that CDA outperforms EDA with marginal difference. Compared to the prior approach, 

which enriched the full corpus before separating it into training and validation sets, the 

earlier method was shown to be more successful, even though both methods use 

identical pre-trained word embeddings and DNN architectures.
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Recommendations 

 

 
A synopsis of the study and the contributions of this thesis are outlined in this last 

chapter. A critical study of the completed work is carried out, with an emphasis on the 

strengths and shortcomings of the research. It also emphasises potential future 

advancements in this discipline and the direction in which researchers in this rapidly 

expanding field are moving. 

Section 8.1 summarises the approaches that have been presented based on the aim and 

objectives of this research. The critical findings of the study conducted are discussed 

in Section 8.2. Finally, in section 8.3, various future research directions are suggested. 

8.1 Summary of the Thesis 

Chapter 1 initially proposed the multiclass classification of NFRs for this research. 

This chapter described the motivation for this study and the research objectives to be 

further investigated later in the study. 

Chapter 2 provided an extensive literature review of existing methods used to classify 

FRs and NFRs. The literature was discussed in terms of four aspects of classification: 

the corpus, feature engineering techniques, representation algorithms used for training, 

and evaluation parameters used to analyse the classification results. 

Chapter 3 provided a theoretical background in defining NFRs. This chapter helped 

to identify critical NFRs that served as base labels for this study. It further collected 

data to create an NFR corpus, and finally, it presented a framework for corpus 

annotation to obtain the gold standard through a crowdsourcing approach. 

Chapter 4 discussed a detailed background for the deep learning model, architecture 

design, and hyperparameters specific to the experiment. 

In Chapter 5, four deep learning models under the specified network parameters were 

trained to design a baseline classifier. 
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Chapter 6 addressed a background and related work for text augmentation to provide 

the theoretical background for the proposed method. Pre-trained word embeddings 

were introduced as part of a data augmentation strategy. The proposed augmentation 

approach and EDA approach were used to augment the NFRs corpus, which was then 

followed by another round of tests to assess the implications of the representation 

model performance. 

In Chapter 7, A revised experiment was performed under manual data distribution of 

the corpus. All the experiments performed in chapter 6 were evaluated and compared 

against the research aim (described in chapter 1). 

It is noted that the focus of this thesis was on the use of deep learning models to classify 

non-functional requirements. The core idea presented in this thesis is 1) The creation 

of domain corpus for non-functional requirements and 2) A multi-class classification 

system for NFRs. 

This thesis included a range of experiments to address the study objectives listed 

below. As a result, related to the presentation of a response to the research aim, the 

following key findings were reached: 

 

The NFRs used in this study were found in at least five of the six basic software quality 

models: Dromey's, FURPS/FURPS+, ISO9126, ISO 52010, Boehm, and McCall's. As 

a result, this study came up with five NFRs: reliability, usability, maintainability, 

portability, and efficiency. Data was acquired from an online library (SCRIBD) in the 

form of Software requirements specification (SRS) documents, and then requirements 

for these selected classes were manually extracted from these SRS documents. As a 

result, the Custom NFRs corpus was created. 
 

The study proposed a framework for crowdsourcing the creation of a gold standard 

multi-label NFR corpus.  

  

Objective 1: To obtain a single-label NFR corpus based on a representative sample. 

 

 

Objective 2: To design a framework for building a gold standard multilabel NFR 

corpus. 



109 

 

 

Conclusion Limitations and Future Recommendations 

 

 

The experiment was performed using an online crowdsourcing platform to annotate 

the NFRs. The task was assigned to three annotators with the data and instructions. 

Finally, the gold standard quality was determined using Cohen's Kappa calculator 

based on inter-annotator agreement. Regrettably, this experiment is restricted to one 

iteration owing to the figure-eight platform's unavailability. However, the theoretical 

contribution of this task is still significant. It emphasises that while crowdsourcing 

systems are cost-effective for generic annotation tasks, using them for domain-specific 

problems poses hurdles. 
 

The experiment involves four neural networks to create a classification system for 

NFRs: ANN, CNN, GRU, and LSTM. The distribution of datasets was kept consistent 

throughout all networks. The findings indicated that GRU performed better on the 

training set and generalised similarly well on the validation set when trained with such 

a small dataset. LSTM, on the other hand, appeared to be the least suitable for this 

purpose. 
 

This experiment addresses the constraints regarding the size of the NFR corpus while 

using word embeddings for semantic feature learning. To enhance the efficacy of the 

feature learning process the suggested data augmentation technique using pre-trained 

word embeddings. This experiment used the NFR corpus augmented with CDA and 

EDA, as well as skip gram word embeddings pretrained on the Eng-CoNLL corpus to 

train four neural networks. 

The entire training was conducted under two modifications in the augmentation 

process; 1) the entire corpus was augmented before diving into the train/validation set. 

2) Only the train set was augmented. 
 

The results suggests that the first approach, when these pre-trained embeddings were 

used with EDA, this modification not only improved the results, but the training time  

 

Objective 3: To design a deep learning architecture most appropriate for the 

classification of NFRs. 

Objective 4: To investigate the effect of data augmentation approach and pretrained 

word embeddings over the performance of the baseline NFR classification system. 
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was also reduced. Even with a smaller number of generated augmentations, the 

proposed CDA approach performed reasonably well in comparison to the EDA-based 

system due to its significantly rich class representative data. The CNN trained with 

CDA, and pre-trained embeddings outperformed all the previous results for the 

classification of NFRs. 

On the other hand, in the second experiment, we only saw a minor difference in 

comparison to the baseline and EDA On further investigation, when the validation set 

was also supplemented with the CDA technique, a modest improvement was noticed 

for CNN. 
 

The corpus was separated into two sets to measure classification performance: a 

training set and a validation set. All models were trained with varied settings, word 

embeddings, and hyperparameter tunings on the training set before being tested on the 

other set. The accuracy and loss for both the training and validation sets were used to 

calculate their classification performance. For each NFR class, a confusion matrix was 

utilised to assess the findings based on precision, recall, and F1-score. 

Under the first data augmentation settings, it achieved a 96% precision overall for CNN 

with the CDA approach. Efficiency received the highest F1 score. The recall is affected 

by maintainability and usability, as these two NFR attributes had the most inaccurate 

predictions, while efficiency and reliability had the least errors. At the same time, 

portability had the highest recall value. When only the train set was augmented, the 

results could only fall to the 50th percentile range. 

8.2 Limitations of the Study 

All of the experiments in this thesis contributed significantly to the work at hand; yet 

some of them produced unexpected findings or revealed something new. According to 

the researcher’s knowledge, this was the first attempt in this sector to generate a 

multilabel NFR corpus. Additionally, the study used a crowdsourcing tool to select the 

gold standard annotations. The annotation of the NFRs was based on the judgement of 

three annotators', and the annotation quality was determined by an inter-annotator  

Objective 5: To analyse the generalisability of the designed NFR classification system 

over the selected NFRs. 
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agreement. However, the experiment was pre-emptively suspended due to the 

platform's unavailability. The findings of the first iteration indicate that annotators did 

not adhere to standards and failed to categorise the supplied requirements using 

multiple labels. Therefore, it resulted with annotations based on a single label. 

Additionally, the agreement achieved is fair according to Cohen’s kappa scale; 

indicating that there are chances to obtain higher agreement if the process is repeated 

with improved guidelines. 

1. Two data augmentation techniques were used in this study; however, the class 

imbalance is not addressed through any of these data augmentation techniques. 

The CDA approach that was tested doubled the data size. However, it does not 

address how to balance samples for each class, which means that even after 

augmentation, the class with a smaller number of samples in the original data 

will have a smaller number of instances. 

2. One of the significant drawbacks of the CDA approach is that it can't effectively 

supplement datasets with a small number of documents per category. One of 

the reasons is that it principally depends on the combinations of the records to 

develop new records. In contrast, data with fewer records is not expected to 

generate many unique varieties. 

8.3 Unexpected Results 

One unexpected finding of the research was that LSTM failed to perform under both 

experiments. Although the training dataset was imbalanced, in the experiment with 

data augmentation on the entire corpus, it was observed that portability had the least 

number of samples for training. It was surprising that portability was learned extremely 

well, with not a single sentence belonging to this class classified incorrectly. Another 

intriguing observation in the same experiment was that the LSTM network performed 

satisfactorily when using the CDA technique in combination with pre-trained 

embeddings. However, no learning behaviour was observed until the first ten epochs. 

For EDA, we noticed that CNN and GRU early stopped under 20 epochs. 
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Unfortunately, when only the train set was augmented, none of the data augmentation 

techniques performed well. However, some improvements were observed when the 

test set was also augmented separately for CNN. 

8.4 Future Recommendations 

The research described in this thesis has indicated several promising directions for 

future research. There are numerous areas where more work may be done to improve 

classification or expand the study to include other corpora, data augmentation, and 

classification models. 

• Experiment the Custom Data Augmentation Approach with Alternate 

Corpus 

The CDA techniques are presented in Chapter 5. It suggests a new algorithm that 

increased the corpus's size yet kept the domain vocabulary. Future research will find it 

intriguing to see if the proposed approach provides equally better results with a variable 

dataset length. 

• Improvements in Design of a Gold standard Corpus Annotation 
 

The suggested framework for corpus annotation was designed using a crowdsourcing 

web-based platform, which brought many challenges. Corpus annotation is an 

incredibly vast field of research, and it is not only a time-consuming task, but it 

demands high skills for both researcher and crowd annotators. However, in the context 

of a gold standard corpus, many things can be improved, such as 1) how guidelines 

and rules are defined, 2) two-way communication for improved training, 3) the use of 

a reliable platform for useful annotations, and 4) annotators with domain knowledge. 

Therefore, it is predicted that this will give another fertile area for future research. 

• Techniques to Handle Unbalanced Data 
 

The study produced a corpus based on representative samples of NFRs and has more 

examples for each class than the previous corpus in this domain. However, it still has 

unbalanced samples in this corpus; the proposed CDA approach does not address this 

issue. Therefore, future research should focus on developing a more efficient approach 

to solve the problem of uneven data. 
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• Classification of Software Requirement through Multi-label Classification 
 

The methodologies given in this thesis for examining classification methods for NFRs 

were based on multiclass classification. However, the researcher views software 

needsas a multi-label problem, which has yet to be addressed in multilabel 

classification. Although this study started with creating a multi-label corpus, it was not 

successfully completed. Therefore, due to the complexity of the nature of this problem, 

it has not been addressed in this study. Consequently, it is suggested that future work is 

required to address this issue comprehensively. It would be fascinating to discover the 

effect of deep learning models for the classification of FRs and multiple NFRs when the 

training is performed with the multi-label corpus. 
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Appendix- A: Comparison of Existing Methods for Requirements Classification 
 

 

Table A- 1: Comparison of Existing Methods for Requirements Classification 
 

Selected Feature Algorithm NFR attributes Dataset Tool Study 

Keywords, 

 
Indicator term 

SIG (soft goal 

interdependency graph) 

1FR 9 NFR attributes PROMISE corpus, Integrated engineering toolset (IET) under 

development at Siemens Logistics and Automation plant 

Un-known (Cleland et al., 2007) 

Five Syntactic features, 

Nine POS based features, 

keyword features, 

Smoothed/Unsmoothed Probability Measure, 

(SPM)/ (UPM) 

Decision tree PROMISE corpus 15 SRS problem statements, all from different domains, with 

a total of 765 sentences: 495 (65%) of them were annotated as 

“NFR”, while 270 (35%) of them as “FR”. 

Stanford Parser (equipped with 

Brill’s POS tagger, 

Morphological stemmer) 

(Hussain et al., 2008) 

Users feedback Expectation maximisation, 

TF/IDF 

Naïve Bayesian 

KNN, 

Expectation maximisation 

with naïve bayes/tfidf 

1FR 11 NFR attributes PROMISE corpus Porter algorithm for stemming (Casamayor et al., 2010) 

Ngram (one word), 

Multiword expression, 

Information gain (IG) 

SVM 12 NFR attribute PROMISE1 corpus Un-known (Zhang et al., 2011) 
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Multilevel ontology-based design 

POS Tagging, SAO approach 

Delimiter based approach 

Rule base (RCNL) 

Classifier 

Binary classification Dataset from Source forge GATE JAPE (Vlas and Robinson, 

2012) 

Ontology-based SVM+OWL ontology 7 NFR attributes Concordia corpus, 3064 sentences GATE (Rashwan et al., 2013) 

Distance function KNN classifier 

Multinomial-naïve Bayes 

Sequential minimal 

optimisation (SMO) 

9 NFR attributes in 

addition reliability, 

recoverability. 

performance and 

scalability as a single 

category 

78access control and 

audit measured as 

separate entity from 

security 

11 EHR document 

PROMISE corpus 

CCHIT Ambulatory Requirements 

iTrust 

Weka (Slankas and Williams, 

2013) 

Syntactic and Semantic pattern, Fully rule based. 6 NFR attributes 

extracted and redefined 

from PROMISE 

categories 

PROMISE Corpus1 Java JRE 1.6, 

 
wordnet for lemma generation 

(Sharma et al., 2014) 



135 

 

 

 

Semantic factors, K distance function from 10 to 

55 

KNN classifier 

Nearest neighbours 

Multilabel NFR 

attributes 

PROMISE corpus 

 
Itrust, CCHIT, World Vista US Veterans Health Care System 

Documentation, Online Project Marking System SRS, 

Mars Express Aspera-3 Processing and Archiving Facility 

SRS. 

Un-known (Ramadhani et al., 2015) 

Thematic role Rule based system for 

annotation 

1FRl+11 NFR attributes PROMISE and Concordia GATE, JAPE rules, ANNIE 

tokenizer, POS tagger, chunker, 

snowball stemmer, 

, Multilingual Noun Phrase 

Extractor (MuNPEx) 

GATE Morphological Analyzer, 

Number Tagger (for tagging 

numbers), Measurement Tagger 

(Singh et al., 2016) 

Tokenisation, Stop-word removal, stemming, TF- 

IDF, RBF kernel with SVM, UPGMA with K- 

means 

K-means, SVM, Neural 

network with genetic 

algorithm 

Unknown PROMISE, EU Procurement online system Python, MATLAB (Sunner and Bajaj, 2016) 
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Semantics of FR to identify Quality concerns, LSI, 

Vector space model 

Unsupervised approach 

 
Hierarchical clustering 

algorithm 

security, performance, 

accessibility, accuracy, 

portability, safety, legal, 

privacy, reliability, 

availability, and 

interoperability 

SafeDrink, SmartTrip and BlueWallet Java API WordNet, Open NLP 

lemmatizer 

Porter stemmer 

WordNet 

 

 

(Mahmoud and 

Williams, 2016) 

POS Taggin, Ngram, uni, bi, and trigram Decision Tree 1FR 11 NFR attributes PROMISE Un-known (Kurtanovic and Maalej, 

2017) 

POS, Temporal Tagging, Entity Tagging Naïve Bayes LDA, BTM 

 
Hierarchical, K-Means, 

Hybrid 

1FR 11 NFR attributes Tera-PROMISE Java, Weka (Abad et al., 2017) 

Five representation models TF, TF-IDF, TFIDF- 

CF, Bigram and Trigram, LSA with cosine 

distance 

SVD model with NLP FR, A=Availability, L = 

Legal, LF = Look and 

feel, MN = 

Maintainability, O = 

Operational, PE = 

Performance, SC = 

Scalability, SE = 

Security, US = Usability, 

Used tera PROMISE dataset which includes, PROMISE, 

Itrust, CCHIT, World Vista US Veterans Health Care System 

Documentation, Online Project Marking System SRS, Mars 

Express Aspera-3 Processing and Archiving Facility SRS. 

Eclipse for Java and Java SE 

Development Kit 7u79 

(Mahmoud, 2017) 
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  FT = Fault tolerance, and 

PO = Portability 

   

Keywords, Similarity distance Word2vec 1FR 11 NFR attributes PROMISE corpus Unknown (Younas et al., 2019) 

Unsupervised Learning ANN, CNN Maintainability, 

operability, performance, 

security, and usability 

PROMISE corpus Unknown (Baker et al., 2019) 



 

 

 

Appendix- B: Corpus Design 
 

 

Table A- 2: Steps to Design a Gold Standard Corpus 
 

 

 
1 Initialize r where D∈ dataset 

 
2 Define guideline and rules for participants a, b, c ∈n, worker ids 

 
3 Create test as ‘t’ for participants, if a, b, c ∈ n pass test ‘t’ then move to step4 else exit. 

 
4 Select a, b, c ∈n 

 
5 for each r ∈ D do 

 

6 For each label li ∈L do 
 

7 U= set of annotators who have assigned li label to r. 
 

8 W= set of annotators who have not assigned li for r. 
 

9 If cardinality(U)>cardinality(W) then 

 

10 Assign li to r 
 

11 J=J+1 where J∈U 

 
12 End 

 
13 Else if cardinality(U)< cardinality(W) 

 
14 Then 

 

15 Do not assign li to r. 
 

16 J=J+1 where j ∈W 

 
17 End 

 
18 Else if then 

 

19 Assign label li to r 
 

20 End 

 
21 ENDS 

 
End 

 

D represents the dataset, whereas r denotes the requirements belonging to D. A, b, and 

c are the annotators, whereas ‘t’ denotes the test question. If a participant passes the 

test 't’, select it as annotator and grant it access to the complete annotation task. The U 

is the annotator who assigns the label ‘li’ to a requirement ‘r.’ (where li is the label or 

pair of labels). If two out of three annotators assign a label ‘li’ to a requirement ‘r’ then 

label it as li otherwise, do not consider it as true. 

Input: Data, Guidelines 

 
Output: Gold standard Annotated Corpus 



Appendix- C: The Custom Augmentation Approach   

 

 

Table A- 3: The Custom Augmentation Approach 

 

‘A’ Sorted set (Ascending order) 
  

1 System can handle user different request 

at same time 

  

  

Augmented subset (OAa)  

Augmented subset 

(OAaOBd) 

2 The system shall refresh the display 

every 60 seconds. System can handle user different request 

at same time The system should perform 
every task in less than 6 seconds. 3 The system should perform every task 

in less than 6 seconds.   

  

The system shall refresh the display every 
60 seconds User login time must be less 

than 1 minutes 

System can handle user 

different request at same time 

The system should perform 
every task in less than 6 

seconds. 

4 User login time must be less than 1 

minutes 

. ………….. The system should perform every task in 

less than 6 seconds System can handle 

user different request at same time An …………. The system shall refresh the 

display every 60 seconds User 

login time must be less than 1 

minutes 

 
User login time must be less than 1 

minutes  The system shall refresh the 
display every 60 seconds 

‘O’ Original set 
 

 

The system should perform 

every task in less than 6 
seconds System can handle 

user different request at same 

time 

The system should perform every task in less 

than 6 seconds. 

……………… 

OAa 

User login time must be less than 1 minutes  

  

System can handle user different request at 

same time 

 User login time must be less 

than 1 minutes The system 

shall refresh the display every 
60 seconds  

The system shall refresh the display every 60 
seconds 

 
 

 

  

 
Augmented subset (OBd) 

 

The system should perform 

every task in less than 6 

seconds User login time must 

be less than 1 minutes. 
On 

 

‘B’ Sorted set (Descending order)  
 

 
User login time must be less 

 

 
 

The system should perform every task in 

less than 6 seconds User login time must be 

less than 1 minutes. 

than 1 minutes The system 

should perform every task in 

less than 6 seconds. 

1 User login time must be less than 1 

minutes 

2 The system should perform every task in 

less than 6 seconds. 
User login time must be less than 1 minutes 
The system should perform every task in 

 
System can handle user 

different request at same time 

The system shall refresh the 

display every 60 seconds 
less than 6 seconds.   

3 The system shall refresh the display  

 

 every 60 seconds System can handle user different request at 
The system shall refresh the 

display every 60 seconds 
System can handle user 

different request at same time 

same time The system shall refresh the 

display every 60 seconds 4 System can handle user different request 

at same time 
 

The system shall refresh the display every 

60 seconds System can handle user 

different request at same time 

 

Bn ……………. 
OAaOBd 

 

OBs 
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Appendix- C: The Custom Augmentation Approach   

 

It was observed in the previous experiment that the LSTM network was performing 

satisfactorily when trained with CDA and pre-trained word embeddings. However, it 

was not showing any learning behaviour until the first ten epochs. To make fair 

comparison in these section three modifications have been made to check whether the 

LSTM network used previously would converge in the longer run. 

• Training Configuration for LSTM with CDA Approach 

To validate the performance of LSTM model. Few modifications were performed in 

the form of some hyperparameter tuning such 1) Extended the number of epochs, 2) 

Reduce the number of nodes (from 256 to 64) in the second layer of network to check 

if it effects the performance and, 3) Modification in the learning rate. The same data 

distribution was used for this experiment as was done for the one under the section 6.3. 

and the data augmentation was performed with the CDA approach. 

• Experimental results for LSTM 
 

The observation is shown in the Figure A- 1, when the number of epochs were 

increased the LSTM not only converged but has achieved extraordinarily good results 

reaching to 94% classification score at validation loss of 0.275. 

Astonishingly, it was observed that by reducing the number of nodes, the network 

converged earlier without losing the performance. The total number of parameters 

decreased from 568,029 to 195,549 as can be seen from Figure A- 2. 

With the change in learning rate, it was found that initial learning rate won’t affect the 

final accuracy of the LSTM network at all. 

From the Figure A- 3, it is evident that it stared improving but still when compared it 

did not outperform the other three models. It is important to mention here that these 

experiments on LSTM have been performed only for CDA approach. 
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Appendix- D: Revised Experiment for LSTM Network with CDA Approach 
 

 

 
 

 

 

 

 

 

  

Figure A- 1: LSTM Convergence with Increased Number of Epochs 

Figure A- 2: LSTM Convergence with Reduced Nodes 

Figure A- 3: LSTM Convergence with Modified Settings 
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Appendix- E: Results for DNNs based on Accuracy and Loss for Convergence Graph 
 

 

Table A- 4: Comparison of Various Representation Learning Approaches Based on Training/Validation Accuracy and 

Loss 
 

Representation 

Learning 

 

Augmentation 

 

Skip-gram Embeddings Training Validation 

Accuracy Loss Accuracy Loss 

 

CNN NONE From Scratch 

   

1.74 95.44 0.1 60.27 

EDA Pre trained on Eng-CONLL17 

   

0.42 97.32 0.06 87.85 

CDA Pre trained on Eng-CONLL17 

   

0.19 100 0 96.28 

 

GRU NONE From Scratch 

   

1.66 94.93 0.11 62.23 

EDA Pre trained on Eng-CONLL17 

   

0.37 95.53 0.10 86.84 

CDA Pre trained on Eng-CONLL17 

   

0.17 99.79 0.4 94.93 

 

ANN None From Scratch 

   

1.70  93.41   0.20   56.57  

EDA Pre trained on Eng-CONLL17 

   

0.34 96.20 0.07 87.68 

CDA Pre trained on Eng-CONLL17 

   

0.17 99.96 0.001 94.76 

 

LSTM NONE From scratch 

   

0.42 97.32 0.06 87.85 

EDA Pretrained on Eng-CONLL17 

   

0.37 92.53 0.10 86.84 

CDA Pretrained on Eng-CONLL17 

   

0.35 97.51 0.09 89.02 
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Appendix- E: Results for DNNs based on Accuracy and Loss for Convergence Graph 
 

 

Table A- 5: Comparison of Various Representation Learning Approaches Based on Training/Validation 

Accuracy and Loss for Revised Experiment 

 
 

Representation 

Learning 

 

Augmentation 

 

Skip-gram Embeddings Training Validation 

Accuracy Loss Accuracy Loss 

 

CNN NONE From Scratch 97.0 0.729 50.00 34.699 

 

EDA Pre trained on Eng- 

CONLL17 

 

86.30 
 

40.00 
 

48.30 
 

34.66 

 

CDA Pre trained on Eng- 

CONLL17 

 

88.58 

 

37.15 

 

60.83 

 

10.78 

 

GRU NONE From Scratch 92.74 0.11 52.33 29.20 

 

EDA Pre trained on Eng- 

CONLL17 

 

95.00 

 

11.66 

 

51.33 

 

29.20 

 

CDA Pre trained on Eng- 

CONLL17 

 

100 
 

0.001 
 

51.67 
 

49.13 

 

ANN None From Scratch 95.36 0.991 48.00 35.67 

 

EDA Pre trained on Eng- 

CONLL17 

 

96.20 

 

0.07 

 

47.68 

 

34.01 

 

CDA Pre trained on Eng- 

CONLL17 

 

99.92 

 

0.039 

 

48.00 

 

38.66 

 

LSTM NONE From scratch 78.14 59.75 51.33 17.68 

 

EDA Pretrained on Eng- 

CONLL17 

 

92.53 

 

0.10 

 

56.84 

 

37.20 

 

CDA Pretrained on Eng- 

CONLL17 

 

78.14 

 

59.75 

 

51.33 

 

17.68 

 

 

The relevant code and NFR Corpus is available at: 

https://github.com/maliha212/CUSTOM-NFRs-Corpus 


