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Abstract – There are significant overheads involved
in prototyping sensors for automotive Light Detection
and Ranging (LiDAR) applications. We propose a frame-
work that validates the performance of a Single Photon
Avalanche Diode (SPAD) sensor in a controlled environ-
ment using a scanning LiDAR system. The results are
further extrapolated to a simulation framework utilising
synthetic datasets to investigate the merits of sensor
architectures at longer distances in automotive LiDAR
scenarios. We also present a high-throughput photon
processing technique using a continuous sampling Time to
Digital Converter (TDC) together with the Synchronous
Summation Technique (SST); the performance of which is
compared with previously demonstrated sensors. A SPAD
pixel array interfaced to a FPGA provides the platform
to implement the different design approaches for direct
comparison.

I. INTRODUCTION

Direct time-of-flight (dToF) sensors implemented
with Single Photon Avalanche Diode (SPAD) are well
suited for Light Detection and Ranging (LiDAR) appli-
cations, owing to their inherent ability to capture, with
picosecond time resolution, individual photon arrival
times. However, the prototyping of these sensors in
an automotive environment can be expensive and chal-
lenging. It is therefore beneficial to employ analytical
and simulation approaches to predict the performance
of SPADs in the given application and verify the
performance in controlled indoor conditions [1, 2].

We propose a framework that integrates the response
of a SPAD array into synthetic datasets utilising realistic
scenarios to evaluate the design parameters for sensors
in long-range automotive applications. The modelling
of sensor performance in this framework is validated
with the aid of a scanning LiDAR setup and an accessi-
ble laser source that allows ranging over a few meters.

We further present a comparison of previously im-
plemented dToF sensors alongside a high-throughput
photon processing technique using a continuous sam-
pling Time to Digital Converter (TDC) together with
the Synchronous Summation Technique (SST) [3]. The
comparison includes previously demonstrated sensor
approaches that record one photon per laser emission
cycle [4]; and multiple photons per frame accompanied
with detection of spatial and temporal correlation of
photons [5, 6]. The comparison aims to show the effect
the different macro-pixel combining network and TDC
design approaches can have on the ranging capabilities
of the system.
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Fig. 1: Implementation of continuous sampling TDC and Syn-
chronous Summation Technique (SST).

II. SENSOR DESCRIPTION

The sensor utilises a macro-pixel of 4×4 SPADs
with 15 µm pitch from a reconfigurable SPAD test
chip [3]. The digital pulses corresponding to SPAD
events, containing the time-of-arrival and SPAD dead
time information, are readout to the FPGA. These
pulses are then sampled using multi-phase shifted clock
sampling approach [7]; with 16 phases of 250 MHz
clock, providing a TDC resolution of 250 ps. The
combining of pulses through SST gives a 4-bit output
corresponding to the integral of photon counts. The
retention of dead time information allows overlap of
photon arrivals, thus incorporating coincidence between
events.

The samples are saved using a dual-port RAM, with
the read-accumulate operation of one location being
carried out while writing into the previous location; 16
such memories (1 per clock phase) are instantiated. This
helps accomplish zero dead time in the converter. The
laser trigger resets the common address bus across the
memories. The time-stamps accumulated over multiple
laser cycles are readout from the memory as interleaved
bins to create the histogram. The implementation is
summarized in Fig. 1. The design approaches from
[4, 5, 6] are reproduced on the FPGA, while main-
taining an identical setup of the SPADs and TDC
resolution. Thus, allowing direct comparison of the
different configurations.

III. EXPERIMENTAL SETUP

The scanning LiDAR optical setup is shown in Fig. 2.
A pair of galvanometer mirrors are utilised for steering
the laser beam in desired X-Y direction as well as
collecting the photons reflected from the scene. The
return photons are focused and aligned on to the SPAD
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sensor with the help of a parabolic mirror and lens
arrangement. The use of a parabolic mirror with through
hole requires the surfaces in scene to either provide dif-
fused reflections or specular reflections with an offset.
The optical alignment carried out ensures minimum in-
ternal reflections on the SPAD pixels to be readout and
processed on the FPGA. The histograms generated on
FPGA are readout to MATLAB where a peak extraction
algorithm using the Centre of Mass Method (CMM)
is executed. The synchronisation of data acquisition
and scan movement of the galvanometers is controlled
through MATLAB. The controls and readout for the
system are shown in Fig. 3.

(a) (b)

Fig. 2: Scanning Optics - (a) Experimental Setup; (b) Block Diagram.

Fig. 3: Scanning LiDAR system controls.

IV. SIMULATION FRAMEWORK

The performance of the scanning LiDAR system is
calibrated and extrapolated to the simulation frame-
work integrating synthetic datasets [8]. This aims to
facilitate the comparison of sensor design approaches
for long distance imaging. The dataset includes RGB,
object segmentation and depth information for various
automotive scenes; a sample scene is shown in Fig. 4a.
A reflectivity map is assigned based on the material
properties at NIR wavelength [9] with the aid of RGB
and object segmentation information in the dataset.
This, along with the input depth information, is pro-
cessed through a camera transform as per desired scan
resolution (Fig. 4b). The framework considers a linear
scanning system that in return illuminates a column
of macro-pixels at the sensor array simultaneously.
The ground truth information at each angular position
determines the incident photons on the corresponding
macro-pixels, which are then processed through the
sensor model.

The sensor model aims to reproduce the SPAD
response using a Monte-Carlo simulator. The model

(a) (b)

Fig. 4: (a) Input information from synthetic data source [8]; (b)
Applying camera transform to obtain ground truth for desired FOV
and angular resolution.

generates incident photons with timing information
related to background conditions and laser return from
the target. The behaviour of passive quenched SPADs
is replicated to generate the SPAD detection pulses;
for the defined biasing conditions, photon detection
probability, fill factor and dead time. The model also
generates SPAD pulses occurring due to internal noise
sources such as dark counts, afterpulsing and crosstalk
between all the pixels active in the column. Dark
counts occurring due to thermal carriers are generated
with a uniform random distribution defined by the
dark count rate (DCR). The afterpulses occur due to
release of trapped charge carriers from a previous
avalanche, and can cause a breakdown in the SPAD
shortly after recovery. These afterpulses are generated
based on afterpulsing probability (Pap) and lifetime
of the trapped carrier for the given SPADs. The false
triggers from crosstalk occur due to optical or electrical
diffused carriers from a neighbouring triggered SPAD.
These pulses are generated considering the crosstalk
probability (Pct) and relative locations of the SPADs.

Design Parameter Value
Wavelength λ 840 nm
Field of View FoVx × FoVy 96◦× 15◦

Angular resolution θx × θy 0.5◦× 0.5◦

Optical filter passband ±10 nm
Frame rate fint 30 fps
Laser pulse width tpulse 4 ns
Avg. laser power PTx 30 mW
Pulse repetition rate PRR 750 kHz

TABLE I: LiDAR system parameters.

SPAD Parameters Value
Photon detection probability PDE 5%
SPAD pitch 15 µm
Fill Factor FF 60.5%
Dead time td 10 ns
Dark Count rate DCR 65 cps
After-pulsing probability Pap 0.2%
Crosstalk probability Pct (Horiz.) 3.021%

Pct (Vert.) 1.087%
Pct (Diag.) 0.725%

TABLE II: SPAD parameters.

The generated SPAD events are processed using the
respective combining technique and the TDC design
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approach. Tables I and II outline the LiDAR system
parameters and measured SPAD characteristics used
for the modelling. The histograms are accumulated by
simulating the response for 100 laser cycles at each
position in the scene to achieve a frame rate of 30 fps.
These histograms are then processed through CMM to
estimate the depth information.

V. RESULTS

A. Scanning LiDAR measurements

The laser used in the experimental setup has a
wavelength of 840 nm, pulse width set to 4 ns and
repetition rate of 12 MHz. It provides an average output
power of 5 mW. In Fig. 5, the measured distance
and its precision is compared for each of the TDC
implementations. The measured distance is the mean
value calculated from a set of 500 measurements and
is plotted as function of actual distance for a white
target and a black target, with reflectivity of 99% and
10% respectively. Similarly, precision is presented as
the standard deviation in relation to actual distance.
The exposure time for each measurement is 840 µs,
i.e histograms are generated with 10000 laser repetition
cycles.

Fig. 5: Measured distance plots mean value calculated from 500
measurements as function of actual distance for white target (99%
reflective) and black target (10% reflective) for each of the TDC
implementation approach. Precision is plotted as standard deviation
within set of measurements with respect to the actual distance. These
measurements were made in dark, to aid calibration of simulation
framework.

Fig. 6 shows the objects placed in the field-of-view
(FoV) of the scanning system. A Thorlabs CMOS
camera is used to calibrate the reflectivity of objects
in the scene with respect to the standard 99% Lam-
bertian reference. The ambient lighting in the room
is measured as 160 µW/cm2. The laser settings are
kept the same as before. Due to system limitations
only a single point scan is implemented. Fig. 7 shows
scanned measurement results for the different design
approaches. It can be observed that the other techniques
are unable to detect objects with low reflectivity even in
close proximity. The implementation presented in this
work shows immunity to object reflectivity and is able
to accurately capture the scene information.

The data from the measurements described above is
used to calibrate the performance and efficiency of the

Fig. 6: Photograph of objects with varied reflectivity placed in the
FoV of scanning system.

scanning system. Optical simulations using Zemax soft-
ware are also used to verify the ratios between power
transmitted from the system to power received back on
to the sensor. The power ratios obtained are scaled as
a function of inverse square law for Lambertian targets
at further distances.

B. Synthetic 3D data simulations

The sensor response is simulated with the system
parameters outlined in Table I and SPAD character-
istics from Table II, for synthetic data scene shown
in Fig. 4. The system efficiency and optical response
is determined by the calibration of scanning LiDAR
experimental setup. Moreover, the maximum ranging
distance in simulations is set to an expected realistic
automotive LiDAR range of 200 m. The assumed
linear scan illuminates a column of 30 macro-pixels
in the sensor. The ambient level is set to 1.96 W/m2,
equivalent to 10 klux outdoor daylight conditions.

Fig. 8 shows the depth maps and the point clouds
superimposed with intensity information, for the dif-
ferent sensor implementations. For visual clarity, the
depth estimates are only shown if they fall within
±15 cm of the ground truth. The implementation from
[4] demonstrates poor performance due to converter
pile-up in high ambient conditions, as it is based
on the TDC triggering at the arrival of first photon.
The response improves slightly for implementations
[5, 6], as they record multiple events per laser cycle.
However, they are still unable to detect objects with
low reflectivity and at further distances. The continuous
sampling approach and ability to record data from mul-
tiple concurrent events using SST, provides immunity
to pile-up conditions in converter occurring either due
to high ambient or false triggers from internal noise
sources in the SPAD sensor. This robustness in the
design allows the sensor to range for longer distances
and is demonstrated in the simulated response where
the implementation presented in this work is able to
correctly reproduce the scene information.

VI. CONCLUSION

The different photon processing techniques in the
sensor have a direct effect on the ranging capabilities
of the LiDAR system. This is demonstrated in both
measured data at short-range and simulated response
for long-range. The implementation of continuous sam-
pling TDC and Synchronous Summation Technique
(SST) outperforms all other techniques, and proves
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Fig. 7: Measured 3D imaging data using scanning LiDAR experimental setup, with ambient room lighting of 160 µW/cm2. The rows show
results for the different TDC implementation approaches, alongside point clouds superimposed with intensity data. Objects in scene are located
between 1-5 m from the scanning system.

Fig. 8: Simulated sensor response demonstrated as 3D images and point cloud data overlaid with intensity, for synthetic data set shown in
Fig. 4, with ambient level set to 10 klux imitating outdoor daylight conditions. Incorrect depth estimates are set to 200 m for improved visual
contrast.

effective for long-range automotive LiDAR. Leveraging
of synthetic datasets to evaluate the sensor response at
longer distances, helps overcome limitations and chal-
lenges of prototyping in an automotive environment.
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