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Abstract

AUTOMATED ANALYSIS OF OPTICAL COHERENCE TOMOGRAPHY

ANGIOGRAPHY IMAGES FOR AGE-RELATED MACULAR

DEGENERATION

Abdullah Alfahaid
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for the degree of Doctor of Philosophy, 2022

Age-related Macular Degeneration (AMD) is a damaging and threatening retinal
condition and the leading cause of visual impairment in the elderly population. Optical
Coherence Tomography Angiography (OCTA) is a relatively new imaging technique
that enables the visualisation and characterisation of the retina of the human eye. The
OCTA imaging technique produces clear images of the retinal and choroidal vascular
layers including the superficial inner retina, the deep inner retina, the outer retina and
the choriocapillaris layers. The current clinical standard for detecting and evaluating
the efficacy of the treatments for AMD disease involves visually examining the textural
appearance of OCTA images of these layers. However, this is not a trivial task given
the significant amount of data being acquired in each OCTA scan, the pattern variations
between individuals, and the fact that areas of abnormalities may appear similar. As a
consequence, it may exceed the clinicians’ ability to visually diagnose AMD patients
accurately. Therefore, this research aims at automating reliable ways of accurately
quantifying and finding evidence of AMD presence in the context of OCTA images, as
such evidence is not easily perceptible by ophthalmologists. Enabling automated anal-
ysis of OCTA images texture could also have a significant impact on ophthalmologists’
workload. In this research, three different algorithms have been developed to help in
quantifying, localising and classifying AMD disease in OCTA images in an automated
manner.

The first algorithm is constructed for conducting image classification based on
whole local texture features as developed by testing different texture descriptors includ-
ing the Local Binary Patterns (LBP) and the Binary Robust Independent Elementary
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Features (BRIEF) for measuring the texture of OCTA images and examining various
classifiers including the Support Vector Machine (SVM) and the K-Nearest Neighbour
(KNN) for performing the classification. The second algorithm is analogous to the
first algorithm; however, it is based on reduced-local texture features as transformed
by the Principal Component Analysis (PCA) technique to decorrelate the texture fea-
tures. The third algorithm is created for localising areas of ocular vascular abnormali-
ties related to AMD disease in the texture of OCTA images. This is accomplished by
employing the LBP texture descriptor and testing different distance similarity metrics
including the chi-square and the histogram intersection for performing the localisation.

The various diagnostic algorithms developed were rigorously evaluated based on
diverse OCTA image data sets provided by two different hospitals, namely the Manch-
ester Royal Eye Hospital and the Moorfields Eye Hospital. Several eye conditions
involved in the various OCTA image data sets comprised healthy, dry AMD and wet
AMD. Broadly, the first algorithm demonstrated to perform best on classifying the
healthy cases from the wet AMD disease cases accomplishing a mean area under
the receiver operating characteristic curve (AUC) score and a standard deviation =
1.00±0.00. The second algorithm, on the other hand, showed better performance on
distinguishing eyes with dry AMD disease from eyes with wet AMD disease achieving
a mean AUC score and a standard deviation = 0.85±0.02, and on distinguishing eyes
with choroidal neovascularisation (CNV) lesions related to AMD disease from eyes
with non-CNV (dry AMD) lesions attaining a mean AUC score and a standard devi-
ation = 0.85±0.05. The third algorithm, however, was shown to provide reasonable
estimates for the approximate locations of CNV regions in the diseased OCTA images
of the outer retina and the choriocapillaris layers. Overall, the results obtained from
the various algorithms developed are very effective and encouraging compared to other
well-established methods. These algorithms have the potential to be integrated into the
OCTA imaging technique, hence providing an instant diagnosis of AMD disease in a
daily clinical practice.
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Chapter 1

Introduction

1.1 Chapter Introduction

This chapter introduces the research presented in this thesis. It begins by presenting
the main motivations for conducting this research. Provision of the overall aim and
objectives as well as the main hypotheses of this research then follows. The main
research contributions are summarised next. Finally, the publications produced from
the work undertaken are individually listed followed by a brief description of the thesis
structure.

1.2 Motivations

The main motivations for conducting the research presented in this thesis are deter-
mined by three fundamental components. These are Age-related Macular Degenera-
tion (AMD) disease, a highly threatening eye disorder; Optical Coherence Tomogra-
phy Angiography (OCTA), which is a novel ocular vascular imaging technique; and
the potential outstanding benefits of automating the analysis of OCTA image texture.
The rationales for considering these three subjects are justified in the following three
subsections 1.2.1, 1.2.2 and 1.2.3.

1.2.1 Age-related Macular Degeneration (AMD)

Age-related Macular Degeneration (AMD) is a very complex, heterogeneous retinal
disease that is a primary cause of vision damage in the elderly population [1,2]. AMD
primarily affects the macula, the central region of the retina. It is clinically divided into
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two different types, namely wet AMD and dry AMD [3]. Wet AMD disease is charac-
terised by the presence of a common, vision-threatening complication called choroidal
neovascularisation (CNV) that involves the growth of abnormal blood vessels and may
incorporate several typical lesions including the presence of fluid or retinal haemor-
rhage and retinal pigment epithelial detachments, among others [3]. Dry AMD disease
is also known as geographic atrophy, which includes outer retinal thinning and is typi-
cally characterised by damage of retinal pigment epithelial cells, underlying choroidal
capillaries and overlying photoreceptors [3].

Dry AMD is the common subtype and is linked to gradual vision loss, while wet
AMD is associated with a more severe presentation and rapid vision impairment [3].
Remarkably, wet AMD can be successfully treated with intravitreal injections. As a re-
sult, early discovery and treatment are critical, and quick diagnosis has been associated
with better results [4]. Early detection of areas related to CNV lesions and distinction
between subjects with wet AMD and dry AMD are consequently prioritised in terms
of effort and healthcare resources.

1.2.2 Optical Coherence Tomography Angiography (OCTA)

To assist in the early detection of AMD disease, numerous retinal vasculature imag-
ing modalities have been developed. Optical Coherence Tomography Angiography
(OCTA) is a new and promising imaging technology that combines both dye-free an-
giography as well as non-invasive volumetric three-dimensional imaging capabilities.
This imaging technique has several benefits over the commonly used Optical Coher-
ence Tomography (OCT) imaging technique in that it allows for an in-depth visual-
isation of blood circulation in both retinal and choroidal vascular layers. In contrast
to other recognised fundus imaging modalities such as Fluorescein Angiography (FA)
and Indocyanine Green Angiography (IGA), the OCTA imaging technique is quick and
non-invasive [5–7]. Notably, the OCTA imaging technique allows for the characterisa-
tion of moving and static elements in both retinal and choroidal blood vessels, as well
as the visualisation of vascular abnormalities, e.g.: areas of CNV lesions, and other
vascular details that can assist in the differentiation between the appearance of healthy
vascular from dry and wet AMD.

The OCTA imaging technique generates images of four different retinal and
choroidal vascular layers namely the superficial inner retina, the deep inner retina,
the outer retina and the choriocapillaris layers. The OCTA images of the superficial
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inner retina layer are determined as a projection of the vasculature located in two reti-
nal layers, namely the nerve fibre layer and the ganglion cell layer [7]. The OCTA
images of the deep inner retina layer, on the other hand, are defined as a projection
of a combination of the vascular plexuses situated at the edge of the inner plexiform
layer and the inner nuclear layer and the edge of the inner nuclear layer and the outer
plexiform [7].

The current clinical standard for detecting CNV lesions and assessing the effective-
ness of the treatments given for patients with wet AMD comprises visually examining
and evaluating the textural appearance of OCTA images of the outer retina and the
choriocapillaris layers [8,9]. Nevertheless, this is not a trivial task given the enormous
quantity of image data in each OCTA scan, the textural pattern differences among in-
dividuals, and the appearance of regions of CNV and non-CNV lesions as well as the
healthy vascular in the various OCTA images, which may seem identical when com-
paring various subjects [10].

As a result of the challenges inherent in the interpretation process, it is not uncom-
mon for clinicians to frequently seek a second opinion. The textural appearance of the
retinal and choroidal vascular layers in the OCTA images for eyes with different con-
ditions are given in Figure 1.1. OCTA images of different ocular vascular layers from
various eyes with no vascular pathologies, dry AMD and wet AMD are demonstrated.
The complexity in the texture of blood vessel patterns between the OCTA images of
different ocular vascular layers can be appreciated.

1.2.3 Analysis of OCTA Image Texture

The texture of images is very rich with extremely important details that describe
complex visual patterns which can be distinguished by colour, brightness, size, or
shape [11]. Texture information, in the context of medical imaging, relates to the macro
and micro structural properties of images representing biomedical tissues [12]. Clini-
cians are typically trained to perform tasks like interpreting, establishing standardised
qualitative features and creating links between visual texture appearance patterns and
particular pathologies in medical images. Among the early attempts to identify ocular
vascular pathologies related to AMD disease in the context of OCTA image data are,
therefore, the qualitative analysis approaches [8, 9, 13–18].

The qualitative approaches typically attempt to visually establish standardised pat-
terns, i.e.: qualitative features, for the areas of CNV lesions. Examples of qualitative
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Figure 1.1: The textural appearance of the blood vessels network in the superficial inner retina,
deep inner retina, outer retina, and choriocapillaris layers in OCTA images. Each row illustrates
a different eye condition from the various ocular vascular layers. The first row shows a healthy
eye, the second row shows a dry AMD eye, and the final row shows a wet AMD eye. It can be
observed how the similarities appear in the patterns of the abnormalities in all layers for the dry
and wet AMD eyes. However, in some layers, the patterns appear very similar among various
eye conditions, e.g.: dry AMD, wet AMD and also healthy. The similarities between healthy
and pathological vascular patterns appear in the OCTA images of the superficial inner retina
and the deep inner retina layers.

features used to describe the structures or textural arrangements of CNV regions in-
clude the “medusa”, the “sea fan” and the “indistinct” features that are suggested by
Kuehlewein et al. [8]. The term medusa pattern is usually used to describe the textural
appearance of the OCTA image that displays a large thick central abnormal blood ves-
sel trunk with abnormal blood vessels that branch out in various directions. The term
sea fan pattern is used if more than 90% of the abnormal blood vessels are branched
in a single direction from a large thick central blood vessel trunk. The term indistinct
pattern, however, is normally used to describe the absence of distinct abnormal blood
vessels.
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However, these qualitative features are often insufficient to describe texture char-
acteristics since these are generally considered to be as low-level descriptive terms as
the general terms usually used to describe textures, namely uniformness, randomness,
smoothness and coarseness, while the human visual perception of textures is signifi-
cantly richer [12]. Significant differences may also occur in this difficult and complex
mapping of various patterns and could result in errors during interpretation of the tex-
ture of images with possibly undesirable consequences [12, 19–21]. This is largely
attributed to the diversity and complexity of human biology and anatomy, including
image acquisition techniques, as well as being compounded by observer training [12].
The aforementioned is also amplified by the significant hurdle that still remains with
the OCTA imaging technique, which is the lack of specific diagnostic criteria for OCTA
image data in the presence of various retinal diseases including AMD disease [22].
Additionally, there is evidence to demonstrate that it is also problematic for the human
eye to recognise textural information which is related to higher-order statistics or to
the spectral properties of images [23].

Consequently, automating the analysis of OCTA images is extremely necessary
as it could assist ophthalmologists to extract features which are meaningful but may
be difficult to distinguish visually. Other advantages can also include reducing the
burden on ophthalmologists and ensuring greater efficiency, consistency, and reliability
in the diagnosis process in daily clinical practice. Likewise, it can also be perfectly
beneficial for certain exceptional circumstances, e.g.: epidemic or pandemic situations,
as with the current situation with coronavirus disease (COVID-19) when numerous
hospitals have restricted the number of hospital visitors. As such, it can not only cut
sharply the waiting of patients in the clinic before being seen by one of the medical
staff but can also rapidly accelerate the invitation of other patients who are still on
the waiting list. Another potentially outstanding advantage includes eliminating or
removing the subjectivity of personal interpretation, since it is typically accomplished
without requiring the involvement of manual assistance to delineate or measure certain
areas of interest, e.g.: the areas of CNV lesions.

1.3 Aim and Objectives

Given the potential outstanding advantages earlier mentioned by automating the anal-
ysis of OCTA image texture, the overall aim of this research is to automate ways of
quantifying and finding evidence of AMD disease in the context of OCTA image data.
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To achieve this overall aim, the main research objectives are:

• To explore ways to automate the analysis of OCTA image texture.
• To investigate texture representation techniques for measuring the texture of

OCTA images.
• To identify the main characteristics of the OCTA image data and how these have

been exploited by previous studies to facilitate the diagnosis of AMD disease.
• To construct fully automated diagnosis algorithms that can accurately analyse

the various OCTA images with different eye conditions related to AMD disease
as well as healthy.

• To create a fully automated diagnosis algorithm that can estimate the locations of
abnormal ocular blood vessel areas, e.g.: regions of CNV lesions, in the texture
of OCTA images.

1.4 Hypotheses

The main research hypotheses of the work presented in this thesis are:

• It is feasible to perform automated diagnosis for eye conditions, e.g.: AMD
disease, using the OCTA image data in the raw form purely as extracted by the
OCTA imaging technique.

• There is a difference between the blood vessel patterns in the superficial inner
retina and the deep inner retina layers of the diseased and healthy OCTA images.

1.5 Contributions

The works undertaken in this research project have resulted in achieving several con-
tributions to knowledge. From a computer science perspective, the works presented in
this thesis have contributed to the domain of Artificial Intelligence (AI) and, in partic-
ular, the field of computer vision which concerns the design of specialised techniques
that typically mimic human vision and perception. As such, a number of domain-
specific and novel purely data-driven techniques were developed to facilitate the diag-
nosis of AMD disease in the context of OCTA image data in fully automated ways.
These are summarised by the following points:

• The development of two domain-specific texture descriptors for measuring the
presentation of AMD disease in the texture of OCTA image data. The first
descriptor is based on employing a supervised pattern recognition technique
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via adapting the greyscale and rotation invariant uniform Local Binary Patterns
(LBP2riu) texture descriptor of Ojala et al. [24]. The latter descriptor is based on
the combination of the LBP2riu texture descriptor and an unsupervised pattern
recognition technique via exploiting the Principal Component Analysis (PCA)
technique, together forming a single texture descriptor denoted as the LBP2riuPCA

texture descriptor. Both descriptors generally demonstrated strong capabilities to
capturing very discriminative texture measurements from the texture of OCTA
images that are useful for AMD disease detection.

• The construction of two novel fully automated classification algorithms for AMD
disease detection in the OCTA images of various ocular vascular layers. The
first algorithm is based on whole local texture features purely as extracted by
the LBP2riu texture descriptor. The second algorithm is based on reduced-local
texture features as transformed by the LBP2riuPCA texture descriptor. These two
different algorithms proved able to discriminate accurately between healthy and
AMD disease as well as to distinguish between the different stages of AMD
disease, e.g.: dry AMD and wet AMD.

• The design of a fully automated localisation algorithm for identifying areas of
ocular vascular abnormalities related to AMD disease, e.g.: regions of CNV
lesions, in the texture of OCTA images. This algorithm demonstrated great ca-
pabilities of localising important areas of CNV lesions wherever they appear to
be situated around a particular area in the texture of OCTA images. The main
advantage of this algorithm is that it does not rely on manually annotated OCTA
image data in which areas of abnormalities are precisely delineated.

The above-mentioned techniques developed have also enabled the design of four
different novel diagnostic applications for the diagnosis of vascular pathologies related
to AMD disease based on the OCTA images of different ocular vascular layers in their
raw form. These diagnostic applications are listed as follows:

1. Classifying healthy OCTA images from OCTA images with wet AMD disease.
2. Classifying OCTA images with dry AMD disease from OCTA images with wet

AMD disease.
3. Classifying OCTA images with CNV lesions from OCTA images with non-

CNV lesions.
4. Localising important regions related to CNV lesions in the texture of OCTA

images.

These four novel diagnostic applications are evaluated based on diverse OCTA



1.6. PUBLICATIONS 49

image data sets provided by two different hospitals, namely the Manchester Royal Eye
Hospital and the Moorfields Eye Hospital.

The works demonstrated in this thesis have also added further significant contri-
butions to knowledge from the field of ophthalmology perspective. As such, the var-
ious techniques developed enabled the identification of novel ocular vasculature tex-
ture variations between the various eye conditions related to AMD disease, including
healthy, in the texture of OCTA images of two retinal vascular layers. These retinal
vascular layers are:

1. The OCTA images of superficial inner retina layer.
2. The OCTA images of deep inner retina layer.

The significant findings here are that these retinal vascular layers are not usually
individually used or examined by ophthalmologists, nor in previous attempts to auto-
mate the analysis of OCTA images for AMD detection. This is because the differences
are not perceived by the human eye. However, the techniques developed in this thesis
have successfully identified and quantified these differences by applying supervised
and unsupervised statistical pattern recognition techniques, e.g.: the LBP2riu and the
LBP2riuPCA texture descriptors, on the texture of OCTA images.

1.6 Publications

Besides the earlier mentioned research contributions, the works undertaken have also
resulted in producing a number of peer-reviewed scientific papers [25–27]. These are
listed as follows:

• A paper entitled “An Automated Age-Related Macular Degeneration Classifi-
cation Based on Local Texture Features in Optical Coherence Tomography An-
giography” was published at the Medical Image Understanding and Analysis
(MIUA 2018) Conference [25].

• An abstract entitled “Machine Learning for the automated interpretation of Op-
tical Coherence Tomography Angiography for Age-related Macular Degenera-
tion” was published at the Association for Research in Vision and Ophthalmol-
ogy (ARVO 2019) Annual Meeting [26].

• A paper entitled “A Hybrid Machine Learning Approach Using LBP Descriptor
and PCA for Age-Related Macular Degeneration Classification in OCTA Im-
ages” was published at the MIUA 2019 Conference [27].
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1.7 Thesis Outline

The thesis is structured in seven chapters including this Chapter 1 that introduces the
works presented in this thesis. The remaining six chapters are, therefore, illustrated as
follows:

Chapter 2 Image Texture Analysis in Computer Vision: This chapter provides
descriptions of the various typical computer vision tasks in medical image analysis
applications. It also delivers a comprehensive technical background for the different
techniques typically used to automate the analysis of image texture. The evaluation
measures and strategies that could be utilised to quantify the performance of methods
developed to perform a particular computer vision task are also given. This chapter
works as a roadmap to assist in selecting the most appropriate ways to create and
evaluate the diagnosis techniques for AMD disease in the OCTA images.

Chapter 3 Application Domain, Data Sets and Related Works: This chapter
covers the related background of the application domain of the work undertaken in this
thesis. The various typical ocular vascular imaging modalities are then reviewed. The
pros and cons with every single imaging technique are highlighted as well as an illus-
tration of the novelty of the OCTA imaging technique. Comprehensive descriptions of
the OCTA image data sets utilised in this thesis are included. Finally, the most recent
and notable previous attempts related to the research presented in this thesis are then
summarised including their advantages and disadvantages.

Chapter 4 Classification Algorithm Based on Whole-Local Texture Features:
This chapter describes a fully automated OCTA image classification algorithm for the
diagnosis of AMD disease based on whole-local texture features.

Chapter 5 Classification Algorithm Based on Reduced-Local Texture Fea-
tures: This chapter provides a fully automated OCTA image classification algorithm
for the diagnosis of AMD disease based on reduced-local texture features.

Chapter 6 Localisation Algorithm Based on Local Texture Features: This
chapter presents a fully automated localisation algorithm for localising areas of CNV
lesions related to AMD disease in the texture of OCTA images based on local texture
features.

Chapter 7 Conclusion and Future Work: This chapter concludes the whole work
presented in this thesis by firstly summarising the main findings, followed by drawing
the conclusion. Afterwards, possible future works for further investigations to address
the potential limitations are suggested.
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1.8 Chapter Conclusion

The research provided in this thesis is introduced in this chapter. It starts by outlining
the major reasons for performing this study. The main aim and objectives, as well as
the key hypotheses of this study, are then presented. After that, the significant research
contributions are summarised. Finally, the various papers resulting from the work
conducted are given, followed by a summary of the thesis structure.



Chapter 2

Image Texture Analysis in Computer
Vision

2.1 Chapter Introduction

This chapter provides a comprehensive technical background for the various computer
vision domains and techniques used to automate the analysis of image texture. The
chapter will start by providing descriptions of the various computer vision tasks in
medical applications. However, the focus is purely on image classification and seg-
mentation problems, as these fall within the domain of the research presented in this
thesis. This is followed by a presentation of the various techniques used to extract
texture features, to classify images, to measure the similarity between images and to
decorrelate or select the textural features. Finally, the evaluation measures and strate-
gies that could be utilised to quantify the performance of methods developed to perform
a particular computer vision task such as classification are summarised.

2.2 Computer Vision Tasks in Medical Image Analysis

The field of computer vision has emerged as a discipline in itself, yet it can be con-
sidered as a multidisciplinary field [28]. Consequently, it can generally be referred
to as a subfield of machine learning and Artificial Intelligence (AI) that may include
the utilisation of general machine learning algorithms and may make use of specialised
methods [29]. As a multidisciplinary field, it can appear formidable since various tech-
niques and details can be borrowed from a wide variety of different fields including
mathematics, physics, neurosciences, perceptual psychology and computer science,

52
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among others and reused or applied across various domains [28].
Nevertheless, within the field of computer vision, the means to develop and solve

a wide variety of applications and problems such as mobile robot navigation, military
intelligence, industrial inspection, facial expression recognition and more importantly
medical image understanding, and analysis have been sought [30]. The main goal of
computer vision is to extract meaningful information or descriptions from digital data
such as images and videos [31]. This is to automate tasks like matching, recognition
and prediction and to provide machines with an ability to see and assist in the diagnosis
of various diseases in medicine. This gives the machine the same capacity to perform
these tasks as the visual system of humans. This also includes making the computer
capable of recognising variations under a range of different conditions such as altered
lighting, orientations and so on [29].

Computer vision is a very broad field of study and includes numerous specialised
tasks and techniques to solve a wide variety of problems. However, as the focus of
this research is to automate the analysis of the retinal image texture, the scope of dis-
cussion will be narrowed to typical computer vision tasks in medical image analysis
applications. Generally, these include image classification and image segmentation
tasks. In the following two subsections, 2.2.1 and 2.2.2, comprehensive explanations
are provided along with examples for each particular task.

2.2.1 Image Classification

In computer vision, the task of an image or a texture classification is to assign an
entire image or a particular texture region within an image as belonging to a class of
a predefined set of categories in the training samples [32]. The classification can be
conducted as a binary classification problem, such as classifying a whole image as
diseased or healthy. Figure 2.1 shows an example of a classification task for detecting
glaucoma, a common eye condition, and the classification is performed on the entire
image and the result is either a diseased or a healthy image.

Another example of classification application is that of localising a texture region
within an image as being inside or outside a given class [32]. Figure 2.2 illustrates this
as the task here is to differentiate between pathological and normal texture regions and
localise them in breast cancer images.

The task of image classification could also be extended to assist clinicians for not
only identifying pathologies in images but also for assessing the quality of medical
images. Figure 2.3 demonstrates a classification application to assess the quality of
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(a) (b)

Figure 2.1: An application example of a whole image classification task for glaucoma detec-
tion [33]. (a) Represents a healthy human eye and (b) represents a human eye with glaucoma.
The final output of the classification is either a healthy or a diseased image.

Figure 2.2: An example of a classification task for distinguishing between texture regions
within a breast cancer tissue slide as pathological or normal [34]. (a) shows detected regions
(the red bounding boxes) which match (the yellow contour) that manually drawn by a trained
pathologist as an important region. (b) shows the correctly discarded region indicating that is
a normal region. The final output of this is an image with bounding boxes on the potential
important areas.

OCTA images that represent the retinal blood vessel texture.

2.2.2 Image Segmentation

The main goal of an image segmentation task is to partition a digital image into mul-
tiple disjoint regions. This is to simplify and convert the original image representation
into a new representation that is more interpretable and understandable. It might also
potentially help for further analysis to be applied or to allow for more information to
be derived using the segmented regions. Each region in the partitioned image perhaps
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Figure 2.3: A classification task for assessing the quality of OCTA image texture appear-
ance [35]. The two OCTA images show the texture of the superficial vascular layer in the
retina. (a) Represents an example of poor-quality image due to noise caused by the patient’s
motion and (b) represents an image with good quality. The final output of this system is a good
or poor image quality based on gold standard data.

shares homogeneous appearance or characteristics such as texture, colour, etc. Image
segmentation is one of the most challenging computer vision tasks in image analysis
applications. This is because prior knowledge or details about the regions of interest
that are to be segmented may not be apparent, such as how many regions, objects and
types of textures exist in the image [36]. While it may not be necessary to know these
details, being aware of them is the way to tell if the various segmented areas share
similarity or if each area is distinct from the other.

Broadly, image segmentation methods can be grouped into two categories based
upon the task to be achieved. These are region-based and boundary-based tech-
niques [36]. In the region-based methods, the overall objective is to detect the areas
that have a uniform textural appearance or colour. The process then involves merging
the detected areas with each other based on their similarity. These methods have the
advantage that the boundaries of the areas are normally closed. Hence, areas identified
with different texture or colour are well defined and separated. However, these meth-
ods have some disadvantages. This is because it may be necessary to define a set of
values of parameters before segmenting the image such as a similarity threshold value,
the number of distinct regions and so on [36, 37]. Figure 2.4 shows an example of a
region-based method.

For the boundary-based methods, the main aim is to identify the boundaries of
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(a) An original image. (b) A segmented image.

Figure 2.4: An example of a region-based segmentation task for the detection of diabetic
retinopathy lesions, namely hard exudates, and for monitoring its progression in fundus im-
ages [37]. (a) Represents the original image containing lesions (yellow regions) that are to be
segmented. (b) Represents the segmented image and it can be seen that the lesions have been
successfully identified and segmented (blue regions) by the method.

adjacent regions based on the detection of variations in the colour or textural appear-
ance [36]. It is not necessary for the number of regions to be previously known. How-
ever, the boundaries of different regions may not be identified accurately if the bound-
aries are not well defined. In other words, the segmentation will be successful only if
all the boundaries that form closed curves are accurately detected. Figure 2.5 shows
an example of a boundary-based method.

(a) An original image.

(b) A segmented image.

Figure 2.5: An example of a boundary-based segmentation task for the detection of various
retinal layer boundaries in OCT images for AMD [38]. (a) Represents a cross-section image
of the retina that is to be segmented for a patient with AMD. (b) Represents the segmentation
results for the image and each line in the image separates each layer from the other.

The classification and segmentation are closely related to each other. Depending
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upon the task to be achieved, the techniques used for creating an image classification
system could be borrowed for building an image segmentation system, and vice versa.
For example, the classification techniques can be used to classify objects or regions
of interest within an image so that they can be segmented based on their similarity.
This is the same with segmentation techniques; they could also be used to segment
the image into regions, then based on some measurements derived from the segmented
regions or the identification of a region of interest the image could be classified into a
predetermined category.

Given a computer vision task to solve an image classification or segmentation prob-
lem, primarily image details must be accurately measured in a way that conveys the
essential information that presents within the image. One way to facilitate the accom-
plishment of the task in question is to use texture. Texture can be present in a wide
range of images captured from different sources such as natural, microscopic, x-ray,
aerial, etc. The following section, 2.3, presents the role of texture in computer vision
and medical image analysis applications.

2.3 Texture Role in Computer Vision and Medical Ap-
plications

Vision is an important part of the human body as the vast majority of information ob-
served about the surroundings is through eyesight. At least 50% of our brain is devoted
to understanding and processing visual information [39]. Similarly, texture representa-
tion i.e.: texture feature extraction is also a fundamental element for building computer
vision systems. This is because it allows these systems to perceive and understand their
surroundings and lets them perform the tasks that they have been built for. Examples
of important tasks include building a computer vision system to assist in diagnosing
various diseases in medicine such as detecting normal and abnormal areas within im-
ages. Other examples of computer vision applications include creating facial or object
recognition systems to recognise certain faces or objects appear within images.

The fundamental step, however, in creating a successful computer vision system
for medical image analysis is to first characterise the perceived qualities of the texture
appearing in images. In medicine, images of normal and abnormal tissue regions may
appear textured due to various absorption coefficients of healthy and pathological tis-
sues or cells [39]. Texture is considered to be one of the fundamental and powerful
characteristics of many different kinds of digital images, especially medical images.
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It is used by clinicians in image interpretation as it helps them in performing tasks
such as creating links between the textural visual appearance patterns and particular
pathologies present within the images.

The texture of images is rich with very important information describing complex
patterns. These can be distinguished visually by appearance, structure, arrangement,
colour, brightness, size, shape and so on [11, 40]. However, the texture by definition
is unlike colour. This is because it refers to the spatial distribution and organisation of
pixel intensity level variations, e.g.: changes in colour levels and a set of basic local
conspicuous features [32]. These include edges, crossings, corners, etc., the essen-
tial micro-structures in natural images and the elementary units of pre-attentive texture
discrimination perception of the human visual system [41]. These various features and
pixel intensity variations are reflecting the scenes or objects that are being imaged.
Texture regions may comply to some statistical properties, demonstrating repetitive lo-
cal patterns that may appear perfectly regular, purely random or a mixture in between,
with some level of variability in their relative appearance and locations [30].

Texture analysis and understanding is one of the most challenging problems in
the computer vision area and has been an intensive research subject from the early
1960’s [42]. This has led to the development of a wide variety of techniques to help
in recognising various textures appearing in digital data such as images or videos.
This is perhaps due to two main reasons [32]. Firstly, the importance of the role that
texture plays in several computer vision applications and an important example of
an application area that includes medical image analysis. Secondly, its significance
in understanding how the perception of human vision works to discriminate various
textures. The following section 2.4 provides the various categories of image texture
representation techniques in computer vision.

2.4 Categories of Image Texture Representation

In computer vision, the overall objective of image texture representation or feature
extraction is to convert texture images into machine readable formats e.g.: feature vec-
tors that describe the fundamental properties of texture images. This is to facilitate
the accomplishment of subsequent computer vision tasks such as image classification
or segmentation. As texture by definition is a spatial and organisational phenomenon,
texture representation techniques cannot only be based on a single pixel value, hence
they generally require the analysis of various texture patterns over a number of local
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neighbourhood pixel values [32]. A common procedure in texture representation tech-
niques usually starts with converting a texture image or a certain texture area within
an image into a number of local features. As texture properties are typically transla-
tionally invariant, the procedure is usually followed by applying a random aggregation
operation such as max or sum of local features [32]. This final operation generates a
global texture representation for an entire texture image or a certain texture area within
an image. This final global texture representation is typically estimated by a histogram,
which constructs the feature vector that forms the basis of solving the image texture
analysis task, such as classification or segmentation. Figure 2.6 shows an illustrative
example of the aforementioned procedure usually employed in several texture repre-
sentation techniques.

Figure 2.6: An illustrative example of a common procedure normally utilised in many texture
representation techniques [32]. The procedure usually involves transforming a texture image
or a particular texture region within an image into a number of local features extracted from
several locations. It is then followed by an aggregation operation such as a sum of local features
to form a global texture representation, i.e.: a feature vector for an entire texture image or a
particular region of interest within a texture image. This final global texture representation is
typically estimated by a histogram, which constructs the feature vector that forms the basis of
solving the image texture analysis task, such as classification or segmentation.

Broadly, the techniques for image texture representation could be divided into two
main categories based on their roles in measuring and describing the image texture
content. These are hand-engineered and learned texture representation techniques. The
following subsections, 2.4.1 and 2.4.2, introduce and review each category in detail
along with some examples for the well-established and notable methods that belong to
each one of these categories.



60 CHAPTER 2. IMAGE TEXTURE ANALYSIS IN COMPUTER VISION

2.4.1 Hand-engineered Category

A traditional way to categorise the texture representation methods in the hand-
engineered category is to divide them into five different groups, these being geometri-
cal or structural, statistical, model based, signal processing and local texture descriptor
methods [36,39]. These various groups are described below along with some examples
of the most well-known methods of each group as well as the merits and demerits for
each particular texture analysis group.

2.4.1.1 Geometrical or Structural

Approaches that fall under the group description of geometrical or structural methods
are based on the assumption that image texture is composed of a number of texture
elements or primitives [43]. These are arranged according to certain rules, which in-
volve organising the spatial location of primitives within the image. What is referred
to by the texture primitives or elements here is that the existence of texture regions
or patterns within the image share uniform characteristics such as grey levels and ap-
pearance [36, 44]. Hence, texture analysis approaches here depend upon the structural
properties of primitives existing in image texture. For measuring image texture using
structural methods, usually the texture elements and their spatial location rules need to
be defined [36, 45].

Texture primitives could be recognised and identified directly from image texture.
Primitives present in image texture can be viewed in their simplest form as any of
the following, dots, points, arrows, triangles, etc. [44]. Further different forms of
primitives may also include a group of connected pixels that all share similar edge
direction, or all have the same intensity values such as identical grey values in greyscale
textural images [43]. Various possible kinds of more complex primitives could also
be extracted by utilising one or more image processing techniques. This could be
achieved by applying simple image thresholding techniques, morphological operations
such as opening or closing, connected components analysis, filtering operations such
as Laplacian of Gaussian (LoG) and so on [43, 46]. A typical approach to extract the
primitives from grey level textural images is given by Algorithm 1. Once the primitives
have been successfully identified, the analysis can then be succeeded by one of the
following two ways for describing texture.

One way is to calculate statistical measurements over the extracted primitives such
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Algorithm 1 Texture Primitives Extraction
Input: A grey level textural image (x,y).
Output: A binary image with texture primitives extracted.

1: Apply a LoG filter to the textural image (x,y) utilising a LoG function. The two-
dimensional LoG function centred on zero and with Gaussian standard deviation

σ has the form: LoG(x,y) = − 1
πσ4 [1−

x2+y2

2σ2 ]e−
(x2

+y2
)

2σ2 .
2: Choose the pixels in the filtered image that are on a local peak. If the magni-

tude of a pixel in the filtered image is greater than six or more of its eight closest
neighbours, that pixel is said to be on a local peak. This produces a binary image.

3: Conduct a connected component analysis on the binary image generated exploit-
ing eight nearest neighbours. Every single connected component, consequently,
describes a texture primitive.

as direction, region size, orientation, etc., and then to use these as texture descrip-
tions [44]. This can be achieved using the Voronoi tessellation technique which defines
the local spatial distributions of primitives that are reflected in the shapes of Voronoi
polygons from which the statistical measurements can be derived. Examples of utilis-
ing this technique are presented in these works [36, 44]. The alternative way is by the
inference of the placement rule directly by using, for example, a tree grammar. Then,
the terminal symbols of the specified grammar describe the primitives while image
texture is described as a string in the language defined by the grammar. This method
of texture analysis is described in this work [47].

Structural approaches have several advantages. For example, they have the power
to emphasise the shape aspects of various patterns present in texture images [43].
They also provide good representative descriptions of texture images that can be used
for further analysis, namely texture generation, as well as recognition tasks such as
segmentation or classification [36, 45]. However, their weaknesses are that they can
provide powerful texture descriptions only if they are used with binary images, arti-
ficial textures and uniform textures with regular patterns rather than natural texture
images [36, 43]. This is because the descriptions can be poorly defined with the pres-
ence of irregularity in natural texture images due to the great variability of both tex-
ture primitives and their placement rules and no clear distinction between them [45].
Hence, many real texture images may violate the assumption that texture images are
composed of well-defined texture primitives [48]. As a consequence, structural ap-
proaches are considered of limited practical utility and among the least commonly
applied techniques in solving image texture analysis problems [48, 49].
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2.4.1.2 Statistical

This class of texture representation methods does not attempt to understand and capture
explicitly the hierarchical structure and shape aspects of primitives present in texture
images. This is because it considers the texture of images as spatial relationships and
distributions of pixel intensity levels variations, such as changes in grey level values, in
greyscale texture images [36,43]. This property is considered as one of the main defin-
ing qualities of image texture [36]. Texture description based on the statistical measure
is, therefore, one of the early methods proposed in computer vision literature [36].

Simple statistical quantitative measures based on first-order statistics, such as the
statistical moments, namely the mean, variance, and skewness based on raw image
pixel intensity values distribution to represent and quantify image texture contents are
generally inadequate. Figure 2.7 demonstrates an illustrative example of two simu-
lated tumour images. These images represent two different visual texture appearances,
namely rough and smooth tumours. The pixel intensity value distributions of both
images are identical. Hence, discriminating between these images using the aforemen-
tioned statistical moments based on the distributions of image pixel intensity values
only cannot be achieved, as in this case the statistical measurements will be identical
for both images. However, they are different in the spatial relationship and organisa-
tion of the pixel intensity values and this precisely defines which texture details are
being encoded [12]. Hence, image texture representation techniques that consider the
relative position of pixel intensity values with respect to each other in the image are
specifically well suited for measuring image texture characteristics.

The most notable and widely used approaches in the statistical category are based
on second-order statistics of Grey Level Differences (GLD) described by Weszka et
al. [50] and Grey Level Co-occurrence Matrices (GLCM) described by Haralick et
al. [51]. These approaches extract the texture measurements by considering the spatial
relationship and organisation of pixel pairs with respect to each other in the image.

The GLCM approach measures image texture by calculating the joint probability
densities of pairs of neighbouring pixels having particular grey level values. In other
words, the analysis involves building a two dimensional matrix (M). The rows (i) and
columns ( j) of the matrix M represent the number of times pairs of pixels have been
neighbours. These pairs of neighbouring pixels are separated by a predefined distance
d such as 1, 2, 3 and 4 pixels at a predefined angle a○ such as 0○ for the nearest horizon-
tal direction neighbour pixel, 45○ for the nearest right diagonal neighbour pixel, 90○

for the nearest vertical direction neighbour pixel and 135○ for the nearest left diagonal
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(a) Rough tumour (b) Smooth tumour

(c) Histogram of pixel intensity values distribution.

Figure 2.7: An illustrative example of two simulated tumour images that demonstrate two
different textural appearances, namely rough and smooth tumours that share a comparable
pixel intensity value distribution [12]. (a) Represents a rough tumour texture appearance. (b)
Shows a smooth tumour texture appearance. (c) Illustrates the frequency distribution of pixel
intensity values of the images of the simulated tumours (a) and (b). It can be clearly observed
that the histogram is identical for both images.

neighbour pixel. It is more convenient to use a symmetric matrix M in counting the
occurrences of neighbouring pairs of grey levels [50]. This means the order of value
pairs is ignored. Figure 2.8 illustrates a simple example of GLCM approach using a 4
x 4 greyscale image.

The GLCM approach reveals specific textural features and characteristics of im-
ages such as homogeneity, contrast, etc. For measuring the various features and char-
acteristics present in image texture, Haralick et al. [51] proposed a wide variety of
statistical measures that can be computed from the extracted spatial neighbouring ma-
trices Ma○ of grey levels. Examples of these measures are the angular second moment,
which quantifies the homogeneity or uniformity of the image; the contrast, which
quantifies the amount of local variations present in texture images and the correla-
tion, which quantifies the grey levels linear dependencies in the image. The follow-
ing equations 2.1, 2.2 and 2.3 demonstrate how these measures are mathematically
computed [36, 50, 51]. Additional statistical measures and details about deriving the
measurements can also be found in [51].
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0 0 1 1

0 0 1 1

0 2 2 2

2 2 3 3

(a) A 4 x 4 greyscale image

Grey Values

Grey
Values

0 1 2 3

0 (0,0) (0,1) (0,2) (0,3)

1 (1,0) (1,1) (1,2) (1,3)

2 (2,0) (2,1) (2,2) (2,3)

3 (3,0) (3,1) (3,2) (3,3)

(b) Spatial neighbouring matrix M.

4 2 1 0

2 4 0 0

1 0 6 1

0 0 1 2

(c) M0○

6 0 2 0

0 4 2 0

2 2 2 2

0 0 2 0

(d) M90○

2 1 3 0

1 2 1 0

3 1 0 2

0 0 2 0

(e) M135○

4 1 0 0

1 2 2 0

0 2 4 1

0 0 1 0

(f) M45○

Figure 2.8: Illustration example of the application of GLCM approach on a greyscale image
from [51]. (a) Shows an example of a 4 x 4 image with four discrete grey intensity values
namely 0, 1, 2 and 3. (b) Represents an example of a general two dimensional matrix form (M)
of grey levels spatial neighbouring for a greyscale image with discrete grey levels namely 0, 1,
2 and 3. The elements (i, j) in row i and column j of the matrix M, e.g.: (0,0), (0,1) and so on,
denote the general neighbouring of the grey values of potential pairs of pixels. (c)-(f) Represent
spatial neighbouring matrices Ma○ that calculate the number of occurrences of neighbouring
pairs of pixels separated by a single pixel at four different angles a○ namely 0○, 90○, 135○ and
45○. These four matrices show the number of times pairs of pixels having particular grey levels
have been neighbours.

Angular Second Moment =∑
i
∑

j
Ma○(i, j)2 (2.1)

Contrast =∑
i
∑

j
(i− j)2Ma○(i, j) (2.2)
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Correlation =
∑i∑ j(i−µx)( j−µy)Ma○(i, j)

σxσy
(2.3)

Where Ma○(i, j) denotes the (i, j)th element of the given spatial neighbouring ma-
trix Ma○, and µx and σx are the mean and the standard deviation of the row sums of
matrix Ma○ and µy and σy are similar statistics of the column sums.

The GLD approach, on the other hand, is fairly similar to the GLCM approach.
However, the difference between them is that instead of directly using the grey levels
of the pair of pixels, the absolute differences values between pairs of grey levels are
computed. Specifically, the GLD measures image texture by estimating the probability
density of absolute differences values between pairs of grey levels [50]. For example,
if the greyscale image has m grey levels, this would give an m-element vector whose
elements are calculated by taking the absolute differences of all potential pairs of grey
levels separated by a distance d at an angle a○, and counting the number of times the
difference values occur. Weszka et al. [50] proposed a number of statistical measures
that can be used to extract texture features from the computed m-element vector such
as the mean, contrast and other measures which can be found in [50].

Due to the advantages of the GLCM and GLD approaches, such as their simplicity
and ease to compute, they have been used in a wide variety of computer vision ap-
plications. Examples of employing the GLCM and GLD approaches to solve various
computer vision tasks and applications include retinal image classification [52], face
detection [53], aerial image classification for such as vegetation communities and ter-
rain [50,51,54], characterising images of healthy and pathological tissues in the human
brain [55, 56], detection of lung diseases in thin-section computed tomographic (CT)
images [57] and many more applications [40].

Despite their applicability in a wide variety of problems, they have a number of
limitations. Most importantly, when measuring image texture using either the GLCM
or GLD approach, there is no well-established way to determine how far the pixels
should be separated apart and at which angle [58]. Conventionally, when the GLCM
approach is used, there is a set of twenty spatial neighbouring matrices of grey levels
calculated [40]. These matrices are computed from different pairs of neighbouring
pixels separated by various distances ranging from one to five pixels at four different
angles, namely horizontally, vertically, and two different diagonal directions.
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Nevertheless, this would result in generating very large spatial neighbouring ma-
trices as the grey levels normally range from 0 to 255 in real greyscale texture im-
ages. Consequently, computing these various matrices using different distances and
directions would be computationally very expensive. This issue, however, could be
mitigated by applying colour quantisation technique on the greyscale image to reduce
the number of distinct grey levels values such as to 32 or 42 grey levels [58]. While
this technique enables efficient computation of the matrices, it can however introduce
change or loss of essential details present in the image. Another important issue with
the GLCM or GLD approaches also includes having significantly correlated measures
due to the repetitive calculations process using different distances and directions on the
same image [54]. Hence, the measurements derived may not be suitable for solving
the image analysis problem in hand.

2.4.1.3 Model Based

This class of texture representation methods attempts to understand texture images by
constructing an image model and using it for texture description [36]. The use of a
constructed image model is not only limited to describing or measuring image texture
but also it can be used for further analysis tasks such as texture synthesis to generate
synthetic texture images. Once the image model is constructed, its parameters are then
estimated and used for the image texture analysis task in hand such as image classi-
fication or segmentation [45]. The estimated parameters of the image model capture
the fundamental perceived qualities present in image texture such as the roughness.
Among the most widely used techniques for modelling texture are those based on
Markov Random Field (MRF) models and fractals models [39, 59].

Methods based on MRF are based on the assumption that the intensity value at each
particular pixel in the textured image depends on the intensity values of only its neigh-
bouring pixels (Markovian property) [36]. These models capture and model contextual
details locally and spatially in textured images by identifying the local interactions be-
tween the neighbouring pixels in terms of the conditional probabilities [36]. Modelling
image texture using MRF models is a probabilistic process which is based on the fact
that randomness plays a major role in predicting future occurrences. For example, the
likelihood that a particular pixel is in a given state is only specified by probabilities
for states of neighbouring pixels [45, 60]. The arrangement of neighbouring pixels for
a given pixel can be defined in different ways. These can be first order neighbours
which are the four connected pixels neighbours and second order neighbours which
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are the eight connected pixels neighbours [36]. From these neighbourhoods, groups
of neighbours which form cliques are normally used for calculating the conditional
probabilities. A number of studies have utilised MRF to solve various image analysis
problems such as texture generation [61], image texture classification [62, 63], image
texture segmentation [64, 65] and many more.

Despite the ability of the MRF to provide relatively good representations of var-
ious texture images and their applicability to solve a wide variety of image texture
analysis problems, they have a number of limitations. Firstly, measuring image texture
utilising random field based models such as MRF is considered to be an optimisation
problem [58]. This is because when the MRF model is applied to the texture image,
the process involves utilising an estimation algorithm to estimate the values of the pa-
rameters that define and model the textural properties of the texture. However, one of
the main concerns associated with this process is the high computational complexity
due to the estimations process involved in defining the values of the models’ parame-
ters [58]. Another clear drawback of the MRF models is the sensitivity to almost any
variations in image texture such as changes in illumination, orientation, etc. [32].

Approaches based on fractal models, on the other hand, assume that textured im-
ages of natural surfaces have a statistical quality of coarseness or roughness and self-
similarity across various scales [36]. The appearance of fractals can be as curves or
geometric figures that have the same structure at different scales [66]. Fractals are
useful in modelling various structures appearing in textured images in which similar
patterns recur at either smaller or larger scales. They are also useful in describing partly
random or chaotic structures. The first attempt to explore the existence of fractals in the
natural world was investigated by Mandelbrot [67]. Mandelbrot [67] proposed the first
general fractal geometry framework for studying regular and irregular objects [36,58].

There are two different kinds of fractals, the first is self-similar fractal and the
second is self-affine fractal [58]. The main characteristic of a self-similar fractal is that
its appearance will be the same whether statistically or exactly, as well as to its zoomed
in or out version if all axes are rescaled similarly by the same magnification factor [66].
The self-affine fractal on the other hand changes in its zoomed in or out version as the
scaling is different in each of the axes [68]. An important statistical quantity that
provides a global description of fractals in texture images is the fractal dimension (FD)
measure. The FD measure is related to the number of replicated fractals (N) and the
ratio of magnification factors (r). It is estimated by the following equation 2.4.
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FD =
logN

log(1/r)
(2.4)

This FD measure gives the degree of roughness for texture surfaces and its value
in the range of (0 ≤ FD ≤ 2). A large value of FD measure indicates a rougher texture
surface. For example, a FD value of 0 indicates a point, a FD value of 1 indicates a
smooth curve and a FD value of 2 indicates a completely filled rectangle [69]. Any
other FD values in between 0 and 2 may represent any fractals that take irregular pat-
terns or shapes. Synthetic or man-made fractals may have integer FD values, while
other fractals in nature may have fractional FD values. Figure 2.9 demonstrates some
basic examples of fractal shapes in two dimensional surfaces and their corresponding
FD values.

(a) (b) (c)

Figure 2.9: Basic examples of fractal shapes [69]. (a) Represents a smooth spiral curve with
FD = 1. (b) Shows a checkerboard with FD = 2. (c) Illustrates a fern leaf or frond with FD ≈
1.7.

It should be recalled that the FD measure is based on the number of replicated
fractals; however, in most natural texture images, this number is normally unknown
due to the large quantity of variabilities and complexities in real images. Therefore,
this measure may be more appropriate for deterministic fractals appearing in synthetic
or man-made texture images, since the number of replicated fractals is normally known
in those images. A further downside of the FD measure is also that most of the real
texture surfaces may not be completely self-similar, whether statistically or visually.
Therefore, the single value of FD measured on its own does not provide a sufficient
description of image texture [69].
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2.4.1.4 Signal Processing

The category of signal processing methods performs a frequency analysis of image
texture similar to the way the human brain does, as psychophysical research sug-
gests [36, 70, 71]. Physiological experiments performed on cats and monkeys, which
have a visual system the same as the human, demonstrate that the visual systems in
these animals decompose visual images into a number of filtered images [49, 72, 73].
Motivated by these findings, this category of image analysis is found to be appropriate
to apply to texture images due to the properties of texture patterns such as frequencies,
orientations and so on [36]. Figure 2.10 demonstrates a common conventional system
setup for measuring textured images using signal processing methods.

Figure 2.10: A typical conventional system setup of the texture feature extraction process us-
ing signal processing methods [49]. The first step involves the application of filtering operation
(local linear transform). In this phase, the textured image is convolved with a filter, or a bank
of filters (a set of filters) producing the preliminary features. The process is then followed by
a local energy function comprising nonlinearity and smoothing operations. The nonlinearity
operation here is performed by applying a nonlinear transformation to rectify individual ini-
tial features (filter responses). The rectification process here denotes to the transformation of
negative amplitudes to positive amplitudes. Examples of nonlinearity operations used are the
magnitude ∣.∣ and the squaring (.)2. The smoothing operation on the other hand is usually ac-
complished by rectangular or Gaussian filters. The final operation (normalising nonlinearity) is
not usually used, though it has the same functionality as the nonlinearity operation. The results
of local energy function elements here will provide a set of so-called local energy estimates
that quantify and measure certain local texture properties. These final measurements represent
the feature vectors that will form the basis for solving the image analysis problem in hand.
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A number of different versions of filtering methods along with comparisons be-
tween their performances are given in this comparative study [74]. Among the most
popular and widely used filtering methods are Gabor filters [75] and Leung and Malik
filter bank (bank of LM filters) [76]. Gabor filters can be generally regarded as edge
and bar (line) detectors, and are orientation and scale tuneable, and measurements
derived from these filters in a given texture region are often used to characterise the
underlying texture details [32,77]. A two-dimensional Gabor function is made up of a
sinusoidal plane wave modulated by a two-dimensional Gaussian envelope at a specific
frequency and orientation [36,75]. The Gabor filter in the spatial domain is, therefore,
given by the following equation 2.5:

f (x,y) = exp(−
1
2
[

x2

σ2
x
+

y2

σ2
y
]) cos(2πu0x+φ) (2.5)

Where the values σx and σy are the space constants of the Gaussian envelope along
the x and y directions, respectively, and u0 and φ are the frequency and phase of the
sinusoidal plane wave along the x direction, i.e.: the 0○ orientation. The Gabor filter at
any arbitrary orientation, θ0, can be obtained using equation 2.5 via a rigid rotation of
the x and y coordinate system by θ0.

The Gabor filter is a frequency and orientation selective filter, and this is more
explicit in its frequency domain representation [36, 75]. When the phase φ = 0, the
Fourier transform of the Gabor filter in equation 2.5 is real-valued and given by the
following equation 2.6:

F(u,v) = A(exp(−
1
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(u−u0)

2

σ2
u

+
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])+exp(−
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2
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2

σ2
u

+
v2

σ2
v
])) (2.6)

Where A = 2πσxσy, σu = 1/(2πσx) and σv = 1/(2πσy). The Fourier domain repre-
sentation given in equation 2.6 determines the amount by which the filter modulates or
modifies each frequency element of the input image [75].

Characterising complex patterns within texture images based on Gabor filters is
usually accomplished using a bank of Gabor filters and it is defined by the values of its
parameters including orientations and frequencies. Various settings for tuning and se-
lecting the values of the parameters have been proposed in the literature, and the banks
of filters generated by these settings work well in practice. Further details about obtain-
ing the Gabor features as well as the parameters’ tuning settings and selections can be
accessed in these studies [32,66,75,77,78]. A number of previous works have adopted
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Gabor features to solve a number of image analysis problems. For example, image tex-
ture segmentation and classification [75, 79, 80], image recognition [81–83], medical
image registration [84, 85], motion tracking [86], and many more problems [77].

However, according to experimental studies in [87, 88], Gabor features are gener-
ally prone to fail under the presence of variations in scale and rotation [32]. Further-
more, Gabor filters are non-orthogonal and hence this implies that there is redundant
or correlated information in the filter responses (Gabor features) [77]. Nevertheless,
Gabor filters can capture structural texture features over a wider range of scales as well
as multiple orientations [32]. It has also been demonstrated in a recent comparison
study [87] that for large datasets with variations in illumination conditions, Gabor fil-
ters as a pre-processing step could serve as an efficient texture analysis algorithm to
facilitate capturing stable texture features with reasonable robustness [32, 39, 89].

The bank of LM filters approach [76], on the other hand, pioneered addressing the
issue of classifying various texture images under variations in viewing angles or di-
rections and changes in illumination conditions [32]. This filtering approach is mainly
developed for extracting texture features and it comprises a combination of spot, bar
and edge filters at a range of various scales and multiple orientations. Nevertheless, this
filtering approach may be criticised on one main ground, which is its limitation to the
task of classifying a novel texture image based on a set of previously registered texture
images under previously known imaging parameters [90]. Indeed, the applicability of
this approach is very limited in several practical applications since details about the
imaging conditions, such as illumination and viewing geometry, may be unavailable.

2.4.1.5 Local Texture Descriptors

The overall objective of texture representation techniques that fall under the category
of local texture descriptors is to produce local texture representations, i.e.: appearance
texture measurements of relatively small texture patterns that are dissimilar from their
surrounding or immediate neighbourhood patterns. The local texture representations
are typically robust and effective under several challenging image texture conditions.
These include differences in illuminations, scale, rotation and perhaps other difficult
imaging conditions. This category of texture representation can be divided further into
two subcategories based on the method of measuring the texture of the images. These
constitute either a sparse local texture descriptor, which means only certain pixels or
locations of interest are visited or a dense local texture descriptor, which means every
single pixel of the texture image to be measured is visited [32].
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Sparse local texture descriptors: In this type of local texture descriptor, the pro-
cess of measuring image texture in a sparse manner starts with designing a region
detector that is capable of stably and reliably identifying a sparse set of areas of in-
terest under different imaging conditions. A typical practice in this approach is that
the identified set of locations of interest undergo a geometric normalisation [32]. The
process is then followed by applying one or more local texture descriptors to encode
the image texture contents. Early studies to introduce the sparse local texture descrip-
tors to texture recognition include works by Lazebnik et al. [90, 91], which are then
followed by Zhang et al. [88]. A number of different region detectors and local texture
descriptors have been proposed in the literature and these outstanding surveys [92–94]
provide comprehensive reviews and comparisons between their performances.

The total number of texture features derived from a set of interesting regions in a
sparse way is significantly lower than the number of image texture pixels which can
provide several advantages. For example, this ends up with a reliable way of measur-
ing image texture as well as a neatly packed feature space facilitating solving several
image texture analysis tasks such as classification or segmentation. Nevertheless, the
sparse based texture representation techniques are generally inappropriate for many
image texture analysis problems for several reasons [32]. More importantly, the re-
gion of interest detectors typically generate a set of sparse outputs; however, this may
cause missing of several important texture patterns. Another major concern with the
set of sparse outputs is that it may not be sufficient to produce robust statistical repre-
sentations from relatively small texture images. Moreover, there are several problems
associated with the repeatability of region of interest detectors, the lack of stability of
orientation estimation and the stability of the detected regions [32, 93]. Because of
the aforementioned limitations, the sparse local texture descriptors are among the least
commonly utilised texture representations techniques in solving various image texture
analysis problems.

Dense local texture descriptors: This type of local texture descriptor on the other
hand extracts local texture features densely from every single pixel which can provide
a sufficient and comprehensive statistical characterisation of texture images. Among
the commonly utilised techniques to quantify image texture using a dense local texture
descriptor based on a nonparametric dense local texture transformation [58, 95]. A
nonparametric dense local texture transformation is a dense local texture description
that considers the relative ordering, differences and organisation of the values of pixel
intensity, rather than the values of pixel intensity themselves during the derivation of
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the texture measurements [58, 95]. This category of dense local texture descriptors
is considered to be one of the most popular and widely used texture representation
techniques for many image texture analysis tasks, including classification and seg-
mentation [32, 39]. Examples of noticeable, compact and efficient approaches that
belong to this category include the Local Binary Pattern (LBP) descriptor of Ojala
et al. [24, 96, 97] and the Binary Robust Independent Elementary Features (BRIEF)
descriptor of Calonder et al. [98, 99].

The basic idea of the original LBP texture descriptor of Ojala et al. [96, 97] is
based on the assumption that a two dimensional phenomenon of texture image, e.g.:
a greyscale texture image, has two locally orthogonal complementary properties [39].
The first property is the spatial structure (local patterns) while the latter property is
the strength of the patterns (local contrast). In the case of a greyscale texture image,
the local patterns are estimated from each pixel in the image based on a fixed scale
of a 3× 3 neighbourhood block of pixels and use the value of the central pixel as a
threshold value. Figure 2.11, demonstrates an illustrative example of deriving local
texture measurements based on the basic idea of the original LBP texture descriptor.
Figure 2.12 shows an example of the application of the LBP descriptor on a real texture
data. An image demonstrating retinal blood vessels texture of a human eye with its
corresponding LBP image and the histogram of LBP patterns are demonstrated.

The local pattern details by definition are independent of the greyscale levels, but
the local contrast information is not [39]. Likewise, the local contrast measurements
are not affected by changes in rotations, however, the local pattern details are sensitive
by default [39]. Hence, relying on a pure greyscale invariant texture descriptor may
waste very useful texture details. Motivated by these factors, the two different proper-
ties complement each other in such a very advantageous way and can provide robust
local texture measurements.

A key advantage of the original LBP texture descriptor methodology includes cap-
turing extremely fine-grained texture details from texture images. However, giving the
ability to capture only very tiny texture structures at such a very small scale can present
a major drawback to the original LBP texture descriptor. This is because capturing dif-
ferent sizes of texture patterns or structures at varying scales is not possible as the LBP
methodology is only based on a fixed scale of a 3×3 neighbourhood block of pixels.

Nevertheless, several years following the original proposal of LBP texture descrip-
tor methodology, the LBP has been revisited by Ojala et al. [24] proposing an enhanced
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Figure 2.11: An illustrative example of extracting local texture features based on the original
LBP texture descriptor using a greyscale texture image. (a) Shows an input greyscale texture
image. For illustration purposes, the process here involves extracting a single local texture
pattern and local contrast (LC) using 8 pixel neighbourhood (highlighted in green) surrounding
a central pixel (highlighted in red) from the middle area of the image, though this can be from
anywhere and can be based on the entire image or on certain regions within the image. (b)
Demonstrates the thresholding operation to generate a set of 8 binary digit (LBP patterns) that
describe the local texture area. It can start from any pixel in the neighbourhood block but here it
starts at the top left in a clockwise manner. Any pixel intensity value in this neighbourhood that
is greater than or equal to the central pixel value is given the value “1”, or “0” otherwise. This
gives an 8-bit binary number and there is a total number of 28

= 256 potential combinations of
LBP patterns that can be identified. In this example, the identified LBP pattern is (00010011).
The process is then followed by transforming the LBP pattern into a decimal number (LBP
value). (c) Represents the LBP image where each LBP value of the identified local pattern is
assigned to its local position (the central pixel on which the measurements were performed).
(d) Demonstrates the way of calculating the LBP and LC values. The LC value is measured by
subtracting the average of a neighbourhood block of pixel values that is lower than the central
pixel value from the average of a neighbourhood block of those pixel values greater than or
equivalent to the central pixel value. When all thresholded neighbourhood blocks of pixels
have been given the same values, such as all having the value of “1’s” or “0’s”, the LC value
is set to zero. In certain situations where a complete greyscale invariance description is not
required, the availability of the supplement measure (LC value) can enhance the accuracy.

extension in a more universal revised form that can handle adjustable sizes of neigh-
bourhood pixels. In contrast to its original methodology, this extension puts no limits
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(c) A histogram of LBP patterns distribution.

Figure 2.12: An application of the original LBP methodology on real texture data. (a) Shows
an input texture image of retinal blood vessels of a human eye. (b) Demonstrates its corre-
sponding LBP image. (c) Represents the histogram of LBP patterns distribution (number of
pixels that share same LBP values).

on the neighbourhood size or on the number of sampling pixels. Hence, this exten-
sion provides the capacity to capture not only small scale but also large scale texture
patterns or structures that may be the dominant texture features. To handle measuring
texture patterns at varying scales, Ojala et al. [24] introduced two parameters, namely
p and r, where p > 1 and r > 0 to the original LBP texture descriptor methodology so
as to construct a generic LBPp,r texture descriptor, as follows:

1. The parameter p controls the number of sampling pixels in an evenly spaced cir-
cularly symmetric neighbourhood to be considered. Consequently, it removes
the dependency on only a fixed square neighbourhood block of pixels.



76 CHAPTER 2. IMAGE TEXTURE ANALYSIS IN COMPUTER VISION

2. The parameter r defines the circle radius of the circularly symmetrical neigh-
bourhood of pixels which in other words specify the distance between the cen-
tral pixel and the neighbourhood of p sampling pixels. Hence, this parameter
allows the measurement of different texture patterns or structures at various
scales.

The enhanced version of LBPp,r texture descriptor measures the image texture as
follows. Given a two dimensional greyscale image (x,y), the grey level values g of
p individual sampling pixels can, therefore, be denoted as gn at (xn,yn), where n =

(0,1,2,3, . . . , p−1), and the grey level value of any arbitrary single central pixel can
be symbolised as gc at (xc,yc). When the coordinate of the central pixel gc in the
two dimensional image at (xc,yc) is (0,0), the coordinates of all p sampling pixels
gn at (xn,yn) are then estimated by (−r sin(2πn/p),r cos(2πn/p)). If any of the p

individual sampling pixels gn does not fall accurately within the centre of a pixel in
the image, its location is then estimated by bilinear interpolation [24, 39]. Figure 2.13
demonstrates a visualisation of circularly symmetrical neighbour sets with varying (p,
r) parameters used to construct LBPp,r patterns.

(a) (8,1) (b) (8,2) (c) (16,2)

Figure 2.13: Visualisation of three different local circularly symmetrical neighbour sets with
different (p, r) parameters [39]. (a) Represents (8,1), (b) shows (8,2) and (c) illustrates (16,2) of
varying (p, r) parameters. The locations of any sampling points of pixels in the neighbourhood
are bilinearly interpolated if they are not exactly located in the centre of a pixel.

Estimating the values and coordinates of all p sampling pixels can be accomplished
in any ordering direction, e.g.: a clockwise or an anticlockwise manner. Additionally, it
may start from any location in the circularly symmetric neighbourhood of p sampling
pixels. For example, the starting sampling pixel, i.e.: g0, can be assigned to be the
pixel located to the right or the left of central pixel gc. However, the selected direction
of ordering technique as well as the location of the starting sampling pixel g0 must be
kept consistent.

Nevertheless, once the values and coordinates of all p sampling pixels gn at (xn,yn)
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are estimated, the LBPp,r texture descriptor typically characterises the texture of im-
ages by considering only the signs of difference between the grey level values of the
central pixel gc and the neighbourhood of p individual sampling pixels gn instead of
their exact grey level values, such that s(g0−gc),s(g1−gc), . . . ,s(gp−1−gc). In doing
so, this makes the LBPp,r texture descriptor by definition even more robust against any
greyscale monotonic transformation due to, for example, uneven illumination. The in-
dividual signs of differences are then typically passed through a thresholding operation
s(x), i.e.: a binary test step, as defined by the following function 2.7.

s(x) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1 if x ≥ 0

0 Otherwise
(2.7)

The thresholding operation s(x) given in function 2.7 constructs different p bit
binary numbers or binary strings, i.e.: various local binary patterns. Nevertheless,
the individual binary numbers, i.e.: 0 and 1, in the local binary patterns of different
regions visited, i.e.: different central pixels, are typically individually weighted by
powers of two, i.e.: 2n and summed to convert the binary strings into decimal repre-
sentations. The resulting decimal representations are then typically used to label the
individual regions, i.e.: individual central pixels, that are being visited and measured.
The mathematical expression of the generic LBPp,r texture descriptor for characteris-
ing the textural appearance around any random region, i.e.: any arbitrary central pixel
gc at (xc,yc) in the various two dimensional images can, therefore, be formally defined
by the following equation 2.8.

LBPp,r(xc,yc) =
n=p−1

∑
n=0

s(gn−gc) 2n (2.8)

In practice, the generic LBPp,r texture descriptor given in equation 2.8 can generate
2p potential combinations of LBPp,r patterns, i.e.: 2p potentially distinct decimal val-
ues. These different possible LBPp,r patterns typically measure specific spatial struc-
ture of local texture features, e.g.: corners, edges and so on, see Figure 2.14, that may
appear in the texture of various images.

While the generic LBPp,r texture descriptor is invariant to changes in illumination,
it can, however, be very sensitive to any orientation variations in the texture of images.
This is because when the orientation of an image changes, the values and coordinates of
all p sampling pixels gn at (xn,yn) will correspondingly change along the perimeter of
the circularly symmetric neighbourhood. When the location of the starting sampling



78 CHAPTER 2. IMAGE TEXTURE ANALYSIS IN COMPUTER VISION

pixel, i.e.: g0, is allocated to be the pixel positioned to the right of central pixel gc,
rotating a specific LBPp,r pattern certainly results in a different decimal representation
or value. However, this case does not apply to LBPp,r patterns that are all 0s or 1s as
these patterns will always be the same no matter if the rotation of the texture image
changes at any angle.

Nevertheless, the rotation invariant uniform LBP2riu
p,r texture descriptor version of

Ojala et al. [24] can alleviate the sensitivity to any rotation changes as well as add an
extra level of tolerance capacity to any illumination variations in texture images. This
is because it combines two different versions of LBPp,r texture descriptor, namely the
rotation invariant LBPri

p,r and the uniform LBP2u
p,r texture descriptors. The rotation in-

variant LBPri
p,r texture descriptor, as the name suggests, can provide the advantage of

being very robust with respect to any changes in image rotation. The effect of image ro-
tation is removed in the LBPri

p,r texture descriptor by mapping, i.e.: circularly rotating,
every LBPp,r pattern into its minimum representation. Consequently, the mathematical
expression of the LBPri

p,r texture descriptor to estimate the rotation invariant local tex-
ture features around any random regions, i.e.: any arbitrary central pixels gc at (xc,yc)

from the texture of images is formally defined by the following equation 2.9.

LBPri
p,r(xc,yc) =min{ROR(LBPp,r(xc,yc),n)∣n = (0,1,2,3, . . . , p−1)} (2.9)

The ROR(LBPp,r(xc,yc),n) function given in the previous equation 2.9 performs a
circular bit-wise right shift, i.e.: a right rotation, on the p bit binary numbers or binary
strings, i.e.: the LBPp,r patterns, by n steps. In other words, it simply corresponds
to rotating the neighbourhood of p sampling pixels in a clockwise direction several
steps so as the minimal number of the least significant bit i.e.: the bit furthest to the
right in the LBPp,r pattern, starting from g0, is 1. For example, given several LBPp,r

patterns with p = 8 bit binary numbers, e.g.: 00000010, 00000100, and 00001000,
are all mapped to the minimum LBPp,r pattern, i.e.: 00000001, by 1, 2 and 3 steps
respectively.

The uniform LBP2u
p,r texture descriptor, on the other hand, can provide numerous

advantages including statistical robustness and stabilities of the uniform local texture
features derived, i.e.: the uniform LBP2u

p,r patterns. As such the uniform LBP2u
p,r pat-

terns are demonstrated to be less hampered by and more resistant to image noise, as
evidenced by numerous previous studies [24, 39, 100]. The uniform LBP2u

p,r texture de-
scriptor works by calculating the number of bitwise pattern transitions from 1 to 0 or
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vice versa in the constructed LBPp,r patterns. The uniformity pattern measure of the
LBP2u

p,r texture descriptor is formally defined by the following equation 2.10.

u(LBPp,r) = ∣s(gp−1−gc)− s(g0−gc)∣

+

n=p−1

∑
n=1

∣s(gn−gc)− s(gn−1−gc)∣
(2.10)

Based on the uniformity pattern measure u(LBPp,r) given in the previous equa-
tion 2.10, the LBPp,r pattern is considered as a uniform LBP2u

p,r pattern if the value
of the uniformity pattern measure, i.e.: the number of bitwise pattern transitions, is
at most two. For example, the following LBPp,r patterns 00000000 has zero transi-
tions, 00000001 has one transition and 00111000 has two transitions, which are all
considered as uniform LBP2u

p,r patterns since they comprise at most two bitwise 1/0 or
0/1 changes. However, as regards the following LBPp,r patterns, 11000101 has four
transitions, 01010011 has five transitions and 01101010 has six transitions, which are
not considered as uniform LBP2u

p,r patterns since they include more than two bitwise
1/0 or 0/1 changes. Various local texture patterns are captured by the LBP2u

p,r texture
descriptor and these include curves, flat areas, edges, spots, line ends and so on. Fig-
ure 2.14 demonstrates some examples of local texture structures or patterns captured
by the LBP2u

p,r texture descriptor with 8 neighbourhood of pixels.

Edge Corner Flat/Spot Flat Line end

Figure 2.14: Visualisation of different local texture structures or patterns detected by the
LBP2u

p,r texture descriptor with 8 neighbourhood of pixels [39]. In these neighbourhoods, bit
values of ones and zeros in the identified uniform LBP2u

p,r patterns are represented in black and
white circles while the red circles denote the central pixels.

Given the outstanding advantages, e.g.: statistical stabilities and robustness with re-
spect to image noise that the previously mentioned texture descriptors, i.e.: the LBPri

p,r

and the LBP2u
p,r can provide, the LBP2riu

p,r can, therefore, be viewed as a very powerful
texture descriptor. Nevertheless, the mathematical expression of the LBP2riu

p,r texture
descriptor to estimate rotation invariant uniform local texture features around any ran-
dom region, i.e.: any arbitrary central pixel at (xc,yc) in the various two dimensional
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images, is formally expressed by the following equation 2.11.

LBP2riu
p,r (xc,yc) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

∑
n=p−1
n=0 s(gn−gc) if u(LBPp,r) ≤ 2

p+1 Otherwise
(2.11)

By definition, only p+1 rotation invariant uniform local binary patterns, i.e.: ro-
tation invariant uniform LBP2riu

p,r patterns, can occur in a circularly symmetric neigh-
bourhood of p sampling pixels. The LBP2riu

p,r texture descriptor given in equation 2.11
allocates a distinctive integer value or label starting from 0 to p for every single rota-
tion invariant uniform LBP2riu

p,r pattern captured. These individual labels correspond to
the number of ones, i.e.: “1s” bits, in the rotation invariant uniform LBP2riu

p,r patterns,
while the non-uniform LBP2riu

p,r patterns are all together grouped under an assorted la-
bel, i.e.: a single integer value given by p+1. Figure 2.15 demonstrates an excellent
visualisation of all potential rotation invariant uniform LBP2riu

p,r patterns that can occur
in a circularly symmetric neighbourhood of p sampling pixels with p = 8.

Figure 2.15: Visualisation of all potential rotation invariant uniform circular patterns or
structures that comprises unique spatial transitions detected by the rotation invariant uniform
LBP2riu

p,r texture descriptor with 8 neighbourhood of pixels [24]. Within these rotation invariant
uniform circular patterns, bit values of zeros and ones are demonstrated in black and white
circles. All distinct values for rotation invariant uniform LBP2riu

p,r patterns are denoted inside
each neighbourhood (0⇒ 8) while all other non-uniform LBP2riu

p,r patterns, when they occur,
will be grouped under the value of 9

In Figure 2.15, all possible distinctive output values or labels that starting from 0
to 8 for every single rotation invariant uniform LBP2riu

p,r pattern are given inside each
circularly symmetric neighbourhood of eight sampling pixels. However, all other non-
uniform LBP2riu

p,r patterns are grouped together under a single integer value of p+1 i.e.:
9. The rotation invariant uniform LBP2riu

p,r patterns function as shapes for microstruc-
tures appear in examined surface textures [24]. For example, patterns with a value of
0 denotes bright spots, 8 indicates flat areas or dark spots and 1⇒ 7 suggest edges
of variable negative and positive curvatures [24]. Consequently, the LBP2riu

p,r texture
descriptor can generate p+2 distinctive output labels or values in total. These different
values also typically quantify specific spatial structure of local texture features, e.g.:
corners, edges and so on, see Figure 2.14, which may appear in the texture of various
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images.
The enhanced or generic form of LBPp,r texture descriptor including other versions

of it such as the rotation invariant uniform LBP2riu
p,r texture descriptor attained an es-

tablished position and have been widely exploited in a broad range of computer vision
applications. Examples of most notable ones include facial image analysis [101, 102],
image and video retrieval [103, 104], forest environment modelling [105], pedestrian
detection [106], visual characterisation and inspection [107, 108], motion analysis and
recognition [109, 110], aerial and biomedical image analysis [111, 112], remote sens-
ing [113] and many more [95]. Generally, in all situations such as when large or
limited training data sets are available with rotation variations and illumination related
changes, the rotation invariant uniform LBP2riu

p,r texture descriptor version can serve as
an effective and efficient method to capture well representative texture features [32].

The BRIEF descriptor methodology of Calonder et al. [98, 99], on the other hand,
shares the same general concept of the enhanced LBPp,r texture descriptor to form
the representations as binary strings on the basis of performing pairwise comparisons
based on a predefined small set of sampling pixels. However, there are several dif-
ferences between them. Unlike the LBPp,r texture descriptor, the BRIEF descriptor
methodology was originally proposed for image matching and it comprises two key
components. The first component is the utilisation of a region detector. This is to mark
a certain sparse set of keypoint locations or interesting regions. The second component
is the application of a descriptor. This is to generate descriptions on the basis of pix-
els’ intensity difference binary tests. These descriptions are obtained from a number
of image patches of size S×S pixels extracted around each keypoint or interesting re-
gion detected after applying a Gaussian smoothing over the patches to reduce the noise
sensitivity.

Another difference includes the spatial arrangement techniques of the sampling
points of pixels for performing the binary tests to generate the description. The sam-
pling points techniques in the LBPp,r texture descriptor are only based on equally
spaced circularly symmetrical neighbourhood of pixels, while in the BRIEF descriptor
they can involve one of five different sampling strategies, which can be random or reg-
ular. Figure 2.16 demonstrates five different options of sampling points techniques for
selecting the binary test locations in the BRIEF descriptor. Experimental evaluation
conducted by Calonder et al. [98] shows that the random sampling generally performs
better than the symmetrical.
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(a) (b) (c)

(d) (e)

Figure 2.16: Visualisation of five different sampling points locations strategies that define a
set of binary tests using the BRIEF descriptor [98]. (a)-(d) show random sampling strategies
while (e) illustrates a symmetrical and regular sampling strategy.

Consequently, the main steps involved in the original BRIEF descriptor methodol-
ogy can be summarised as follows. It starts with marking keypoints or regions using
a region detector. It is then followed by smoothing the image patches of size S× S

pixels, which are sampled around each interest keypoint. The final process is then
creating a bitstring out of binary tests responses. These binary tests are conducted
within every smoothed image patch based on a predefined set of n pixel pairs selected
at symmetrical or random locations as explained earlier in Figure 2.16. For instance,
the intensities of a given pixel pair that are arranged based a certain sampling strategy
in the smoothed image patch are compared in such a way that if the intensity value
of one pixel is less than the other one then the binary test result is set to ’1’, else it
is set to ’0’. This process of pixel intensity comparison is applied for all n location
pixel pairs located within the smoothed image patch to generate an n-dimensional bit-
string that defines the final output of the BRIEF descriptor. Different values of n can
be considered, which define the set of location pixel pairs or the set of binary tests. In
the original BRIEF descriptor of Calonder et al. [98], the following different values of
n tests, namely 128, 256 and 512, have been used and demonstrated in general quite
good compromises between storage efficiency, speed and recognition rate.

Although the original BRIEF descriptor was not essentially designed to be rota-
tionally invariant, empirical evaluation experiments results utilising six different test
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data sets conducted by Calonder et al. [98,99] demonstrate that it can tolerate insignif-
icant amounts of rotation. Furthermore, the noise sensitivity of the original BRIEF
descriptor to uneven illumination is controlled with a smoothing operation applied on
every image patch. This is because the BRIEF descriptor only takes into account the
relative values of pixels’ intensities when comparing the pixel pairs. Therefore, it is
noise sensitive as any minor changes to the pixel’s intensities, due to for instance, il-
lumination variations, may cause the pixels’ pairwise test responses to change from
’1’ to ’0’ or vice versa [58]. Consequently, the smoothing operation can increase the
repeatability and stability of the BRIEF descriptor and hence, make it more robust
against any illumination related changes [58, 98, 99]. As a result, under some special
situations such as for a data set with illumination variations but no particularly sig-
nificant rotation changes, the BRIEF descriptor can serve as an effective and efficient
texture representation technique to solve various image texture analysis tasks.

However, the basic idea of the BRIEF descriptor is based on keypoints locations
or interesting regions detection which is then followed by a characterisation of every
keypoint or interesting region detected. Therefore, this local descriptor is used in a
sparse manner similar to that of Lazebnik et al. [90, 91]. However, as mentioned ear-
lier at the beginning of this subsection, the sparse based representation techniques are
demonstrated to be very complex as well as to have the potential to miss several impor-
tant texture patterns or elements due to their sparse scheme. Nevertheless, the original
BRIEF descriptor methodology has been modified and utilised in a dense manner in
a wide variety of computer vision tasks such as classification and segmentation and
demonstrated better and more remarkable results compared to other well established
texture representation techniques such as the GLCM, GLD and LBP approaches. No-
ticeable recent works include using the BRIEF features for texture classification and
segmentation tasks of retinal images such as those ones by Mohammad et al. [114,115]
and Morris and Mohammad [116].

There are a few modifications of the original BRIEF descriptor methodology that
have been introduced in these works [114, 114, 116]. The modified version of the
BRIEFS,n texture descriptor relies on adjusting two important parameters, namely S

and n. The value of S regulates the size of image patches P, i.e.: S×S pixel dimension,
and the value of n controls the number of n sampling pixels, i.e.: n sampling pixel pair
set, to be considered within the individual image patches P. Once these values, i.e.:
S and n are defined, the BRIEFS,n texture descriptor typically quantifies the texture of
images by considering only the signs of difference between the grey level values of the
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n sampling pixel pair set instead of their exact grey level values. The individual signs
of differences within every image patch P of size S×S pixels are then typically passed
through a thresholding test operation τ(P ∶ X ,Y), i.e.: a binary test step, as defined by
the following function 2.12.

τ(P ∶ X ,Y) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1 if (P(X)−P(Y)) > A threshold value

0 Otherwise
(2.12)

Where P(X) and P(Y) are the grey level values of n pixel pairs within the image
patch P that are ordered at symmetrical or random locations X and Y as previously
illustrated in Figure 2.16. The threshold value, on the other hand, is estimated based
on the image noise level, i.e.: noise standard deviation (σ). As in previous studies [58,
114, 116], the noise standard deviation (σ) is calculated through blurring the image
using a Gaussian filter. The Gaussian filter is estimated by using the following two-
dimensional Gaussian function 2.13:

G(x,y) =
1

2πσ2 e−
(x2

+y2
)

2σ2 (2.13)

Where x and y are the distances from the origin in the horizontal and vertical axes,
respectively, and σ is the standard deviation of the Gaussian distribution. The process is
then followed by subtracting the filtered image from the original image. The resultant
image is subsequently anticipated to only include the noise signal. The noise standard
deviation (σ) is, consequently, estimated from the resultant image.

Nevertheless, the thresholding test operation τ(P ∶ X ,Y) given in function 2.12
constructs different n bit binary numbers or binary strings, i.e.: various local binary
patterns. The individual binary numbers, i.e.: 0 and 1, in the local binary patterns
of different regions visited, i.e.: different image patches P, are typically individually
weighted by powers of two, i.e.: 2i−1 where (1 ≤ i ≤ n), and summed to convert the
binary strings into decimal representations. The resulting decimal representations are
then typically used to label the individual regions, i.e.: individual image patches P, that
are being visited and measured. The mathematical expression of the BRIEFS,n texture
descriptor for characterising the textural appearance around any random region, i.e.:
any arbitrary image patch P in the two dimensional images can, therefore, be formally
defined by the following equation 2.14.

BRIEFS,nP = ∑
1≤i≤n

τ(P ∶ Xi,Yi) 2i−1
(2.14)
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In practice, the BRIEFS,n texture descriptor given in equation 2.14 can generate 2n

potential combinations of BRIEFS,n patterns, i.e.: 2n potentially distinct decimal val-
ues. These different possible BRIEFS,n patterns typically measure the specific spatial
structure of local texture features that may appear in the texture of various images.
These measurements form the basis of solving the image texture analysis task such as
classification or segmentation.

2.4.2 Learned Category

Texture representation techniques under the learned category are based on the so-called
“deep learning”. Deep learning can be regarded as a part of a wider computer science
discipline, specifically the machine learning field that deals with the constructions of
computational statistics and algorithms motivated primarily by the neural structure
and function of the central nervous system (CNS) of the biological brain (whether a
human or another animal) named Artificial Neural Networks (ANN) [117]. The ANN
algorithms are also mainly supported by the fact that the brain is the sole real existing
operational instance of such an extremely proficient pattern recognition system [118].

The main building blocks for ANN algorithms are the artificial neurons. Fig-
ure 2.17 shows the typical structure of a simple artificial neuron model. This artificial
neuron model can be viewed as a computational node or unit in which all n inputs data
values {x1, . . . ,xn} are individually weighted by n weights {w1, . . . ,wn}, then summed.
The process is then followed by passing the result of the weighted sum through an ac-
tivation function, sometimes termed a transfer function, to determine the final output y

of the neuron.

Activation
Function

y

Output

∑

Weighted
Sum

w3x3

⋮⋮

wnxn

w2x2

w1x1

Inputs Weights

Figure 2.17: A typical structure of a simple artificial neuron model.
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Formally, the artificial neuron performs the following calculation given by equa-
tion 2.15:

z = b+
n
∑
i=1

wixi (2.15)

Where wi and xi are the weights associated with individual inputs data values, re-
spectively, and b is a constant known as a bias and it should be weighted too with w0.
The final output y of the artificial neuron is, therefore, determined by the following
equation 2.15:

y = T(z) (2.16)

Where T() is the activation function. The task of activation function is typically
to perform a simple mapping of the final output of artificial neurons and the resulting
values may have the range between 0 to 1 or 0 to infinity. Different activation functions
can be employed, and these include a sigmoid activation function, a tanh activation
function, and a rectified linear activation function, usually known as a rectified linear
activation unit (ReLU) [117]. Mathematically, these different activation functions are
defined by the following equations 2.17, 2.18 and 2.19, respectively:

Tsigmoid(z) =
1

1+e−z
(2.17)

Ttanh(z) =
ez−e−z

ez+e−z
(2.18)

TReLU(z) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

z if z > 0

0 Otherwise
(2.19)

The choice of the activation function is largely dependent upon the problem type
in hand. For instance, the sigmoid activation function is normally utilised with solv-
ing binary classification tasks. A classic structure of ANN algorithms comprises a
network of artificial neurons and they are typically organised in the form of multiple
layers [118]. These multiple layers are generally structured e.g.: an input layer fol-
lowed by intermediate or hidden layers and the final layer of the intermediate layers is
normally referred to as an output layer. With multiple hidden or intermediate layers, an
ANN algorithm can be considered as a deep learning algorithm, hence the term “deep
learning”.
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A typical example of a deep learning algorithm is the feed forward deep artificial
neural network or a multiple-layer neural network, referred to as a multilayer percep-
tron (MLP) [117]. Figure 2.18 displays an illustrative example of representing a tex-
tured image that contains a person to be recognised using a deep learning algorithm.
The multiple learning levels in the context of learned texture representations by the
means of deep learning algorithms is demonstrated. Visualisations of various texture
representations, such as edges and corners that are learnt in every single hidden layer
are also given.

Figure 2.18: An explanatory instance of a deep learning algorithm applied on a textured image
that contains a person [117]. The task of this algorithm is to recognise the identity of objects,
namely animal, person or car, which may appear in an input textured image. The algorithm
takes pixel intensity values as inputs through the input or visible layer. It is then followed by
three middle or hidden layers that learn increasingly more complicated texture representations.
For instance, the first hidden layer identifies very simple texture representations, namely edges,
by comparing the variations in the brightness of neighbouring pixels. The subsequent hidden
layers recognise higher texture representations, such as extended contours, in the second hidden
layer and whole parts of certain objects in the third hidden layer, based on representations learnt
from previous layers. The final layer is the output layer that produces the recognised object
identity such as animal, person or car.
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There are numerous types of deep learning algorithms, however, deep convolu-
tional networks also usually known as convolutional neural networks, CNN or Con-
vNets for short, are among the quintessential examples and the most widely used al-
gorithms for image texture analysis and representations takes [32]. In particular, the
CNN algorithms are considered as a specialised category of ANN algorithms that have
been remarkably successful in a wide variety of practical computer vision applications
that involve processing data with a grid like topology [117]. For instance, a two di-
mensional texture image, which can be seen as a two dimensional matrix or grid of
pixel values. The CNN algorithms specifically became popular after the major break-
through point in 2012 with a special type of CNN algorithm developed by Krizhevsky
et al. [119], usually referred to as AlexNet, that accomplished a record-breaking accu-
racy in an image classification task using a highly challenging data set [32, 117, 120].

Nevertheless, since the image data sets used in this thesis are relatively small and
represent a very specific domain, namely medical images, and the fact that there is no
a pre-trained deep learning model on a similar domain to be found, the deep learn-
ing algorithms and their applications were concisely reviewed here as these have not
been touched upon in depth in this research project. However, some of the basic back-
ground that is perhaps useful and necessary for understanding deep learning algorithms
and applications have been demonstrated in Appendix A, Section A.1. A comprehen-
sive review of deep learning algorithms is, however, beyond the scope of the research
presented in this thesis. Consequently, readers are referred to these outstanding sur-
veys and books [32, 117, 120–129] for further details about the various deep learning
technologies and applications.

2.5 Classification Approaches

There are a wide variety of classification schemes which can be employed to solve
image texture analysis problems. These usually fall under two different classification
categories. The first category includes the utilisation of machine learning classifica-
tion algorithms and the latter category involves the use of distance similarity measure
metrics. Each category is reviewed in the following two subsections 2.5.1 and 2.5.2.



2.5. CLASSIFICATION APPROACHES 89

2.5.1 Machine Learning Algorithms for Classification

A number of machine learning algorithms are possible to use for performing classifi-
cations. However, among the most commonly used classifiers are the Support Vector
Machine (SVM) and K-Nearest Neighbour (KNN) [32]. The KNN and SVM classi-
fiers are widely used in texture and medical image analysis methods and both have been
demonstrated to perform fairly well, with satisfactorily representative texture features.
Every single classifier is reviewed below.

2.5.1.1 Support Vector Machine (SVM)

The Support Vector Machine (SVM) is a type of extremely powerful and highly flex-
ible statistical modelling method that was first established around the mid-1960s by
Vladimir Vapnik [130–132]. In the following years, the SVM has evolved significantly
and currently is considered as one of the most effective machine learning algorithms
available [130]. The main theory behind the original development of SVM was princi-
pally for the setting of mere classification modelling problems.

Given a training data set X comprises n sample-class label pairs (xi,yi), where
i= (1,2,3, . . . ,n) and xi ∈Rd , where Rd denotes the feature space with d dimensions and
yi ∈ {−1,+1}, the SVM classifier learns in what way to separate the different classes
(positive and negative) of samples by constructing a decision boundary known as a
separating hyperplane. Figure 2.19 visualises the separating hyperplane that separates
positive and negative data samples in a linearly separable classification problem.

Figure 2.19: The separating hyperplane (middle line between two dashed lines H1 & H2) of
an SVM classifier that separates two different classes in a linear separable case [133]. The area
between the two dashed lines H1 & H2 is called the margin. The data samples positioned on
the margin sides (two dashed lines H1 & H2) are called the support vectors.
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Any data samples xi that lie on the separating hyperplane given in Figure 2.19
should satisfy the following equation 2.20:

w ⋅x+b = 0 (2.20)

Where w is a vector normal to the hyperplane, ⋅ is the dot-product, x is the input
feature vector, and b is a constant. The parameter b

∥w∥ is the perpendicular distance
from the hyperplane to the origin and ∥w∥ is the length of the vector w.

Let Distance+ be the shortest distance between the nearest positive data sample and
the separating hyperplane and Distance− be the shortest distance between the nearest
negative data sample and the separating hyperplane. The margin of the separating
hyperplane can, therefore, be defined as (Distance++Distance−). For the linearly sep-
arable classification problem, the main goal of SVM is simply to find the separating
hyperplane with the largest margin. This can be formulated by the following decision
function given by equation 2.21:

D(x) = sign(w ⋅x+b) (2.21)

With the vector w and the constant b, the following criteria should be satisfied for
all training data samples:

w ⋅xi+b ≥ +1 if yi = +1 (2.22)

w ⋅xi+b ≤ −1 if yi = −1 (2.23)

These two criteria can be combined into the following set of inequalities such that:

yi(w ⋅xi+b)−1 ≥ 0∀i (2.24)

Consider some data samples that satisfy the equality given in equation 2.22 and lie
on the hyperplane H1 which is given by the following equation 2.25:

w ⋅xi+b = 1 (2.25)

With normal w and perpendicular distance from the origin ∣1−b∣
∥w∥ . Likewise, con-

sider some data samples that satisfy the equality given in equation 2.23 and lie on the
hyperplane H2 which is given by the following equation 2.26:
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w ⋅xi+b = −1 (2.26)

With normal w, and perpendicular distance from the origin ∣−1−b∣
∥w∥ . Consequently,

Distance+ = Distance− = 1
∥w∥ and the margin is simply given by 2

∥w∥ . It should be noted
that the hyperplanes H1 and H2 that define the margin sides are parallel, i.e.: they
have the same normal, and no data samples fall between them. As the SVM finds the
separating hyperplane that has the largest margin, the optimal separating hyperplane
with the maximal margin is, therefore, determined by minimising ∥w∥2:

min
w

∥w∥2 (2.27)

Subject to yi(w ⋅xi+b) ≥ 1∀i (2.28)

However, it would be hard to assume that all data sets used in most real-world clas-
sification problems could be perfectly separated by a straight separating hyperplane.
To handle situations like this, a tuning penalty parameter called simply C was intro-
duced to construct a soft margin hyperplane [133–135]. Roughly speaking, the value
of C defines how “strict” the margin will be, hence defining the number of violations
of the margin allowed.

Nevertheless, when the different classes of samples are not completely separable,
motivated by the findings of Boser et al. [136] which provide an extension to the linear
nature of the SVM classifier to produce nonlinear classification boundaries, Cortes
and Vapnik [134] proposed further enhancements to the soft margin hyperplane to
accommodate additional challenging situations by the means of introducing a “kernel
function” [130, 137]. The application of kernel function allows the SVM classifier to
construct extremely flexible decisions for the classification task of interest, hence this
generalisation is usually referred to as a “kernel trick”.

Broadly, the kernel function establishes a measure of similarity or distance between
the new data samples and the support vectors. Because the distance measure is a
linear combination of the input data samples in the linear SVM, the dot product is
the kernel function used for the linear SVM. Nevertheless, other kernels can also be
employed instead of the dot product which transform the input feature space into higher
dimensions. Among the popular kernels are the Radial Basis Function (rb f ) and the
Polynomial (poly) [133, 135]. The poly kernel allows for creating curved separating
lines in the feature space while the rb f kernel is very local and can construct complex
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regions. Given xi training data vectors and x j hypothetical test points to classify, the
poly and rb f kernel functions are briefly expressed by the following equations 2.30
and 2.29, respectively:

Kpoly(xi,x j) = (1+xix j)
d (2.29)

Krb f (xi,x j) = e−γ(xi−x j)2 (2.30)

Where d is the degree of the polynomial, γ = 1
2σ2 which controls the width of the

Gaussian, and σ is the standard deviation.
Nevertheless, the theoretical underpinning behind the SVM classifier along with a

comprehensive description of how it works in solving a classification predictive mod-
elling problem are given in Appendix A, Section A.2. However, it is worth mentioning
that the SVM classifier demonstrated to be less sensitive to the class imbalance prob-
lems compared to other machine learning classification algorithms [138, 139]. This is
because the classification boundaries, i.e.: the separating hyperplanes, between the dif-
ferent classes are typically estimated based on only a small number of support vectors,
i.e.: data samples. Consequently, the SVM classifier is expected to continue to provide
valuable insights into the increasing amounts, variations in class sizes, and diversity of
both medical and industrial data sets [137].

2.5.1.2 K-Nearest Neighbour (KNN)

The K-Nearest Neighbour (KNN) is one of the most fundamental and simple non-
parametric statistical modelling methods, initially developed by Fix and Hodges [140]
around the early 1950s [141, 142]. In particular, Fix and Hodges [140] jointly made
a primary contribution to the KNN classifier methodology by developing the first for-
mulation of the nearest neighbour rule that is the first fundamental component of the
KNN classifier [142]. Following its original formulation, it became widely known in
the pattern recognition communities as the k nearest neighbour vote rule [141]. The
general idea of this voting rule is that a new data sample is classified as belonging to
the class represented by the nearby k neighbours’ majority vote in the training data set,
hence the term “K-Nearest Neighbour (KNN)” [130, 141].

To illustrate the notion of the KNN classifier, let it be assumed that a data sample
domain, X , is endowed with a distance metric function D. Such that D ∶ X ×X → R is
a distance metric function which returns the distance between any two data samples
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(x,x′) of X . For instance, if X = Rn, where n is the number of dimensions, then D can
be the Euclidean distance metric, which is given by equation 2.31:

Deuclidean(x,x′) =

¿
Á
ÁÀ

n
∑
i=1

(xi–x′i)2 (2.31)

Let S be a set of training data samples such that S = {(x1,y1), . . . ,(xm,ym)}. For
every data sample x ∈ X , let {z1(x), . . . ,zm(x)} be a reordering of {1, . . . ,m} based on
their distance to the data sample x, D(x,xi). That is, ∀i <m, D(x,xzi(x)) ≤D(x,xzi+1(x)).
The rule for the KNN classifier to solve a binary classification problem with a number
K can, therefore, be formally defined by the following Algorithm 2:

Algorithm 2 KNN Classifier

Input: A set of data samples S = {(x1,y1), . . . ,(xm,ym)}

Output: For every data sample x ∈ X , return the majority label among {yzi(x) ∶ i ≤K}

While the Euclidean distance function is the most commonly used metric with the
KNN classifier, other distance metrics are also available. These include Manhattan
and Chebyshev distance functions, which are given by the following equations 2.32
and 2.33, respectively:

Dmanhattan(x,x′) =
n
∑
i=1

∣xi–x′i ∣ (2.32)

Dchebyshev(x,x′) = max
i=1 to n

∣xi–x′i ∣ (2.33)

Nevertheless, the theoretical foundation behind the KNN classifier along with a
description of how it works in solving a classification predictive modelling problem
are given in Appendix A, Section A.3. However, the advantages of the KNN classifier
should not be underestimated and specifically those derived from its simplicity and
interpretability [143]. This is because the KNN classifier has been demonstrated to
perform fairly excellently with fairly well representative features, key to the retention
of its popularity across various domains. With this in mind, it is therefore expected that
one can easily achieve outstanding classification results given that the KNN classifier
is a very simple and transparent classifier that is specifically suited to apply in certain
important domains, such as medical applications, since interpreting and investigating
the classification decisions or results are always a very important matter.
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2.5.2 Similarity Measure Metrics

There are numerous possible discrimination measures which could be employed for
quantifying similarities or performing classifications in predictive modelling tasks such
as an image texture classification or a texture region localisation [24, 32, 39]. These
include histogram metrics such as intersection distance similarity measure [144] and
correlation distance similarity measure [145]. Other nonparametric statistical tests are
also possible to use as discrimination measures. For instance, there are several notable
goodness-of-fit statistics that can be used, such as the chi-square χ2 statistic [32, 102,
146] and the log-likelihood statistic [24, 39].

A key advantage of the aforementioned nonparametric statistical tests is that they
do not require any assumptions to be made about the distributions of texture fea-
tures [24, 39]. Hence, these provide robustness against any possible erroneous results
that may occur due to incorrect assumptions that might potentially be made about the
feature distributions [24]. Other advantages of nonparametric statistical tests include
that they do not require a large number of training data sets since there is no statistical
or learning stage involved, hence, the availability of a few data samples is generally
adequate for quantifying similarities or performing classifications. Therefore, these
statistical tests can be more appropriate for situations when collecting large training
data sets is very expensive or hard to find and requires domain experts.

Of the above-mentioned discrimination measures, the most commonly used in tex-
ture classification problems are the chi-square χ2 statistic and the histogram intersec-
tion distance similarity metric [39, 102]. The log-likelihood statistic works generally
well in most situations, however sometimes it can be unstable when used with very
small sized samples. This is because with small sized samples, the distribution of the
histogram is more likely to include several zeros, which in turn means the logarithm is
undefined [39].

Conversely, the chi-square χ2 statistic generally works better with small sized sam-
ples compared to other discrimination metrics measures [39]. Furthermore, the his-
togram intersection distance similarity metric provides an equivalent performance to
the chi-square χ2 statistic but at a remarkably smaller computational overhead [39].
Consequently, the chi-square χ2 statistic and the histogram intersection distance sim-
ilarity metric are reviewed in the following sub-subsections 2.5.2.1 and 2.5.2.2 and
along with brief descriptions of how they are usually utilised and interpreted in classi-
fication or predictive modelling situations.
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2.5.2.1 Chi-square χ2 Distance Similarity Metric

The chi-square χ2, sometimes known as the chi-square χ2 distance similarity met-
ric, has been extensively employed in a wide variety of image texture analysis
tasks such as face recognition, texture segmentation, image retrieval and many
more [39, 58, 102, 146]. Since the final output of most texture representation tech-
niques are typically estimated by a histogram that accumulates various texture features,
the chi-square χ2 statistic is typically computed by comparing a pair of histograms,
namely sample and model histograms. Statistically, the chi-square χ2 statistic is there-
fore formally expressed by the following equation 2.34:

χ
2(SH,MH) =

n
∑
b=1

(SHb−MHb)
2

(SHb+MHb)
(2.34)

Where the (SH) and the (MH) are the sample and the model histograms respec-
tively while the (n) is the total number of histogram bins. Hence, based on the above
equation, the chi-square χ2 statistic estimates the similarity by taking the squared dif-
ference of every individual bin count value of the SH and the MH, divided by the sum
of every individual bin count value of the SH and the MH. The output of the chi-square
χ2 statistic is a single distance value, i.e.: a match value. A very small distance value
indicates higher similarity, and a very large distance value indicates higher dissimilar-
ity. Hence, when measuring the similarities in solving predictive modelling tasks such
as an image texture classification or a texture region localisation, predicting the class
of a new sample is typically achieved by measuring the distance, i.e.: comparing the
new sample histogram SH with all known model histograms MH and then assigning
the new sample to the class of the model that gives the smallest distance value, i.e.:
minimum value.

2.5.2.2 Intersection Distance Similarity Metric

Similar to the chi-square χ2 statistic, the histogram intersection distance similarity
metric has also been extensively utilised in a wide variety of image texture analysis
tasks such as face recognition, image matching and many more [39, 89,102, 147]. The
histogram intersection distance similarity metric can provide almost an equivalent ac-
curacy to the chi-square χ2 statistic but with a remarkably much smaller computational
overhead. Hence, when the computational efficiency is of an important matter such as
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real time applications, the histogram intersection distance similarity metric can serve
as a great choice. Just as the chi-square χ2 statistic, the histogram intersection metric
is typically calculated by matching a pair of histograms, namely sample and model
histograms. The histogram intersection metric (Intersection) is then formally defined
mathematically by the following equation 2.35.

Intersection(SH,MH) =
n
∑
b=1

min(SHb,MHb) (2.35)

Where the (n) is the total number of histogram bins, while the (SH) and the (MH)

are the sample and the model histograms, respectively. The histogram intersection
metric measures the similarity by employing a min function that compares every indi-
vidual bin count value of the SH and the MH and returns the minimum one, i.e.: the
smallest value. The result of the intersection of the SH with the MH is the number of
bins which represent certain features from the MH that have corresponding bins of the
same type of features in the SH. A higher value of the distance metric indicates the
more accurate the match is, i.e.: a higher similarity, and a very small value of the dis-
tance metric indicates a higher dissimilarity. The histogram intersection metric can be
normalised by the number of bin count values of the MH to obtain a fractional similar-
ity value, i.e.: match value, between 0 and 1 [147]. Hence, the histogram intersection
match value (IMV ) is then computed statistically by the following equation 2.36:

IMV(SH,MH) =
∑

n
b=1 min(SHb,MHb)

∑
n
b=1 MHb

(2.36)

Where the (SH) and the (MH) are the sample and the model histograms respec-
tively, and the (n) is the total number of histogram bins. Subsequently, when mea-
suring the similarities in solving predictive modelling tasks such as an image texture
classification or a texture region localisation, predicting the class of a new sample is
typically achieved by measuring the distance, i.e.: comparing the new sample his-
togram SH with all known model histograms MH and then assigning the new sample
to the class of the model that gives the largest distance value, i.e.: maximum value.

2.6 Feature Selection and Reduction

Machine learning classification algorithms are often susceptible to the widely known
problem associated with high dimensional data, i.e.: the number of features exceeds the
number of samples, specifically the curse of dimensionality issue [143, 148]. Hence,
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as the number of texture features increases, the more degradation in the performance
of a given machine learning classification algorithm. Nevertheless, there are some
certain situations in which texture representation techniques are specifically designed
to provide extremely small and well compacted texture features. However, partially
related or completely unrelated texture features can have a huge and negative influence
on the kind of performance that can be achieved.

To deal with such situations like the above-mentioned, feature selection and re-
duction or decorrelation techniques are often applied as a data pre-processing step or
as part of the texture analysis task to simplify and obtain more meaningful data rep-
resentations that contribute most to the prediction or are most relevant to the target
task [148, 149]. Broadly, the typical overall objective of these techniques is to trans-
form or carefully select the most appropriate subset of low dimensional data represen-
tations that are highly relevant to the task out of the original high dimensional data
representations. With reduced sets of data representations, tasks such as classification
or segmentation can often achieve better performances and readily interpretable results
at significantly reduced computational costs [148].

Furthermore, partially relevant or noisy individual features can have an equivalent
influence of individual relevant features on classification or segmentation tasks [143,
148]. For example, in the case of the KNN classifier, every single individual feature
contributes to the final predictions. Consequently, they can negatively impact on the
accuracy of the classifier. A further aspect includes the fact that the greater number
of features used to describe different data samples, the greater the chance that the
features appear similar to each other on average [143, 148]. This fact is illustrated in
Figure 2.20. Based on the demonstrative example in Figure 2.20, it can be seen that
the resolution of similarity measures can be poorer in the twenty dimensional space,
i.e.: twenty features compared to the five dimensional space, i.e.: five features.

Broadly, current research on feature selection and reduction approaches is divided
into two different folds [143, 148]. The first fold is typically explored under the cat-
egory of dimensionality reduction techniques while the second fold is usually inves-
tigated under the category of feature selection techniques. Hence, the first category
involves investigating methods that carefully “transform” the original features into a
completely new reduced set of features while the latter category is more focused on
exploring methods that precisely “select” a subset of the original features. These two
different categories are discussed in more detail in the following subsections 2.6.1
and 2.6.2.
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Figure 2.20: An illustrative plot that demonstrates the similarity values of randomly generated
data samples described by five and by twenty different features [148]. The more features used
to describe various data samples the more likely the features are to appear similar to each other
on average. It can be clearly observed that the variance of similarity values with twenty features
is much lower compared to that with five features.

2.6.1 Dimensionality Reduction Techniques

There are a wide variety of dimensionality reduction techniques. However, among
the most dominant and popular techniques employed in the vast majority of sci-
entific disciplines including computer science is Principal Components Analysis
(PCA) [130,148,150]. Generally, the origin of PCA methodology can be traced back to
Pearson [151] or perhaps even Cauchy [152], or Jordan [153] including many other re-
searchers [154–156]; however the present formalisation of PCA is ultimately attributed
to Hotelling [157] who made a substantial contribution to PCA methodology by invent-
ing the currently well-known term “principal components” [150]. The principal com-
ponents (PCs) of the PCA technique are defined as linear combinations of the original
features that capture the most potential variance [130]. Such that the first PC is de-
scribed as the linear combination of the features that capture the most variability of
all possible linear combinations. The following PCs are then derived such that these
linear combinations capture the most remaining variance as well as uncorrelated with
all previous PCs.

Formally, estimating the PCs in the PCA technique comprises the following septs.
As the PCA technique does not consider the relationships between different classes in
classification tasks when summarising the variance, let D be a data matrix that com-
prises an N data samples and an F features. Hence, the N ×F data matrix D can be
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written as follows:

DN×F =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

x(11) x(12) . . . x(1F)

x(21) x(22) . . . x(2F)

⋮ ⋮ ⋮ ⋮

x(N1) x(N2) . . . x(NF)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Where x denotes the feature values. This data matrix D is then transposed, i.e.:
flipped over its diagonal, to produce the transpose of data matrix D that is denoted by
DT . The transposed data matrix DT can, therefore, be written as follows:

DT
F×N =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

x(11) x(12) . . . x(1N)

x(21) x(22) . . . x(2N)

⋮ ⋮ ⋮ ⋮

x(F1) x(F2) . . . x(FN)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Once the transposed data matrix DT is constructed, the following step is to compute
the covariance matrix Σ using the data matrix D and its transpose form, i.e.: data
matrix DT . The covariance matrix Σ can, therefore, be estimated by the following
equation 2.37:

Σ =DT D N−1 =
1
N

N
∑
i=1

x(i)T x(i) (2.37)

The resultant covariance matrix Σ has the dimensions of F×F . Once the covariance
matrix Σ is constructed, the following step is to estimate the PCs. The PCs are found
by computing the individual eigenvectors φ and corresponding eigenvalues λ of the
computed covariance matrix Σ. Let the total variance (TV ) in the original data be
estimated as the sum of all F eigenvalues λ of the estimated covariance matrix Σ which
is given by the following equation 2.38:

TV =
F
∑
j=1

λ j (2.38)

Hence, the proportion of the variance (PVi) that the ith eigenvector φ is accounted
for can be estimated by the following equation 2.39:
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PVi =
λi

∑
F
j=1 λ j

(2.39)

Nevertheless, the individual F eigenvalues λ are sorted in descending order,
i.e.: arranged such that (λ j ≥ λ j+1). Then, a set Φ of K eigenvectors φ, where
Φ = [φ1,φ2, . . . ,φK] and typically K < F , of the computed covariance matrix Σ which
have the K largest eigenvalues λ is selected to reduce the dimensions of original data.
As such the eigenvector φ1 with the greatest eigenvalue λ1 represents the first PC or
direction of maximum variation. The eigenvector φ2 with the second greatest eigen-
value λ2 represents the second PC or direction of the next maximum variation that is
orthogonal to the previous PC and so on.

However, the K eigenvectors φ corresponding to the K largest eigenvalues λ are
typically selected based on a predefined proportion of the total variance, e.g.: 95 for
95%, that one desires to retain. Consequently, the set Φ of K eigenvectors φ that
retains a certain proportion, e.g.: 95% of the total variance of the original data can be
constructed based on the sum of the proportion of the variance (PVi) accounted for by
individual K eigenvectors φ that have the K largest eigenvalues λ as follows in 2.40:

K
∑
i=1

PVi ≥ 95 (2.40)

Once the K eigenvectors φ that have the K largest eigenvalues λ are selected which
explain the previously defined proportion, i.e.: 95 for 95% of the variance exhibited in
the original data, the selected set Φ of K eigenvectors φ constructs the set of PCs that
will be used to create the new transformed features in place of the original features.
The final step in the PCA technique is, therefore, the projection of the original data
into a new subspace of reduced features via matrix multiplication of the original data
with the selected set Φ of K eigenvectors φ. Hence, this ultimate step constructs the
new transformed set of reduced features.

To illustrate the notion of the PCA technique, consider the two dimensional data
set in the example demonstrated in Figure 2.21a. This data set comprises a set of two
highly correlated features used to assess or classify the segmentation quality of cells
in a living organism and a categorical response, namely as being poorly segmented
or well segmented [130]. For simplifying the explanation of this predictive modelling
problem, the two different features are denoted as Feature 1 and Feature 2 in the scatter
plot of Figure 2.21a. These two features quantify two different classes of segmenta-
tion quality demonstrated as orange colour filled circles ( ) for Class 1, indicating
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imperfectly segmented cells, and blue colour filled squares (∎) for Class 2, indicating
excellently segmented cells, in the scatter plot of Figure 2.21a.

Given the high correlation that is nearly 0.93 between the original features, one
could infer that the values of Feature 1 and Feature 2 intercorrelate strongly, meaning
that they both measure highly redundant details about the cells and that a single feature
or a linear combination of these features could be used as a substitute of the original
two features [130]. Nevertheless, the correlation in this predictive modelling problem
can be addressed by applying the PCA technique to transform the original features
into two PCs that are orthogonal to one another. The result of this transformation is
demonstrated in the scatter plot of Figure 2.21b, which represents a rotation version of
the original features about the axis of greatest variation. The 1st PC describes 97% of
the variance, while the 2nd PC describes 3%. Consequently, since the 1st PC describes
the vast majority of details about the cells, it is potentially sensible to remove the 2nd
PC and only use the 1st PC for the predictive modelling problem [130].

(a) Original features. (b) Transformed version.

Figure 2.21: An application example of the PCA technique to address two highly correlated
features used in a predictive modelling task for classifying the segmentation quality of cells in a
living organism [130]. (a) Represents the distribution of the original features. The two different
features, Feature 1 and Feature 2, can provide an indication of which cells that are imperfectly
segmented as Class 1 ( ) or excellently segmented as Class 2 (∎). (b) Shows the distribution of
the transformed version of the original features after applying the PCA technique in which two
PCs are derived in place of the original features. This transformation can be seen as a rotation
of the original features about the axis of greatest variation. The 1st PC describes 97% of the
variance, while the 2nd PC describes 3%.
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An important aspect of PCA that has led it to retain its wide popularity among
various domains as a dimensionality reduction technique is its impressive capability
to create new features, i.e.: PCs that are uncorrelated [130]. As such, if there are two
features that are perfectly correlated, then including both features does not provide
any additional details or benefit to solving the task of interest. This is because one
of the features is already determined by the other, hence, one of them can be safely
removed or a linear combination of these features can be used instead. Given this
key advantage, several classification schemes can specifically benefit from the features
being uncorrelated. For instance, certain classification schemes, e.g.: those employing
or relying on similarity distance measures including the KNN classifier typically prefer
the features to be uncorrelated, i.e.: free of redundant features or at least with a very
low correlation [130, 143].

As stated earlier in section 2.6, the more features used to describe things the more
likely the features are to appear similar to each other on average, see Figure 2.20. Fur-
thermore, including irrelevant features in solving the task of interest can be computa-
tionally expensive as well as negatively impacting on the accuracy of the classification
scheme employed [143]. Consequently, the PCA can be seen as a powerful technique
that produces a new set of features with desirable characteristics, i.e.: uncorrelated fea-
tures that perhaps facilitate finding the most appropriate solutions as well as improving
the features stability for the predictive modelling task in hand, such as classification.

Although the PCA technique can provide a new set of features with fairly desirable
characteristics, it must be employed with profound understanding and caution [130].
This is mainly because the PCA technique notably seeks to explore and understand
the variance of features set without being entirely concerned about any further details
regarding the underlying features, i.e.: measurement units or distributions, as well as
the predictive modelling task objectives, i.e.: prediction outputs or classes. Therefore,
the application of the PCA technique without appropriate guidance can produce a new
set of features, i.e.: PCs which summarise certain characteristics of the original fea-
tures, but which may unfortunately be irrelevant to the original structure of the features,
hence to the ultimate objective of the predictive modelling task in hand.

Since the PCA technique seeks to find linear combinations of original features that
maximise variance, it will instinctively be anticipated that it will summarise features of
greater variation [130]. For instance, consider a situation when the underlying features
represent values that are measured on different scales or units, for example, consider a
case of using demographic features, namely income level, e.g.: in dollars, and height,
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e.g.: in feet [130]. Subsequently, the first few PCs will concentrate mainly on sum-
marising the features of higher scale, namely the income level, while the last PCs will
ultimately summarise features of lower variance, namely the height. Such that the first
few PC weights will be larger for the higher variance features. When taking the afore-
mentioned aspects into account, it becomes clear that the PCA technique works mainly
by focusing only on summarising the structure of the features by bearing in mind their
measurement units or scales instead of considering the important relationships between
the features themselves for the modelling task in hand

In most situations, data sets may include various features that are measured in terms
of different units or scales. Nevertheless, there are a number of popular data transfor-
mation techniques, namely data centring and scaling techniques that can be applied
to the original features prior to applying the PCA technique to avoid summarising the
units or scales details of the original features. Data centring and scaling techniques are
among the most commonly used data transformation techniques that provide the PCA

technique with the opportunity to summarise and discover the underlying relationships
in the features without being manipulated by the original units or scales of the feature
measurement.

A further important property about the PCA technique is that it does not take into
account the overall objective of the predictive modelling problem or the relationships
between class labels in classification tasks when summarising the variance [130, 148].
Hence, since the PCA technique is blind to the class label relationships, it is normally
considered as an unsupervised technique [130, 148]. Nevertheless, when solving a
predictive modelling problem such as a classification task and when the modelling
relationship between the features and classes is related to the features’ variability, then
the newly constructed set of features, i.e.: PCs, after applying the PCA technique,
can provide an effective and appropriate relationship between the new features and the
target class, hence facilitating solving the predictive modelling problem in hand [130].

A typical approach when applying the PCA technique to address the correlation or
reduce the dimension of features is to retain 95% of the variance which is a common
percentage widely selected when employing the PCA technique. Other values of vari-
ance percentages are also possible. These are typically determined by a statistically
rigorous method, such as employing a cross validation strategy, e.g.: a resampling
technique that involves experimenting with a set of different values of variance per-
centages to retain. The PCA technique has been applied across various domains to



104 CHAPTER 2. IMAGE TEXTURE ANALYSIS IN COMPUTER VISION

facilitate solving a wide variety of image texture analysis tasks including classifica-
tion and segmentation, for instance, aerial image classification tasks, such as those that
classify vegetation communities [54] and medical image analysis tasks, such as retinal
image classification [158–160] and many more applications [161].

2.6.2 Feature Selection Techniques

Most feature selection techniques follow a different approach compared to the pre-
viously mentioned dimensionality reduction techniques that ‘transform’ the original
set of features into a new reduced set of features. In particular, the feature selection
techniques tend primarily to discard or remove some of the features that provide un-
informative or redundant details about the predictive modelling task in hand. This is
typically accomplished by carefully ‘selecting’ a subset of features out of the original
set of features for the purpose of mainly increasing accuracy [130, 143].

This is typically accomplished by incorporating a search strategy for investigating
the most appropriate features subset from the original features. This is usually con-
ducted by precisely exploring a number of different potential effective candidates, i.e.:
feature subsets, and then determining the most successful starting point subset of fea-
tures to use with the task of interest [143]. The feature selection techniques can be
steered with evaluation criteria, e.g.: the prediction accuracy estimates or performance
estimates that act as a guide in the search or the feature selection process [143, 162].
Consequently, the overall objectives of the feature selection techniques are to com-
pare the determined candidates of features subsets, assess their suitability to the task
of interest and ultimately find the most suitable subset of features that maximises the
performance estimates to achieve the best possible accuracy.

Generally, there are a wide variety of feature selection techniques that can be em-
ployed; however, perhaps the simplest and most straightforward approach is that of
exploiting the performance of the classification scheme to lead the search or the fea-
ture selection process. Specifically, the classification scheme, e.g.: a machine learning
classifier or a similarity distance metric is enclosed in the feature selection or search
procedure to ‘select’ a subset of most relevant features [143,163]. This is typically con-
ducted by utilising a cross validation strategy, e.g.: a resampling technique to generate
a number of different candidates of feature subsets. The search process is then followed
by estimating the performance or the predictive accuracy of the classification scheme
applied to every single subset of features generated through the resampling technique.
The subset of features that maximises or provides the best predictive accuracy is then
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selected. The merit of the selected feature subset is the generalisation accuracy it holds
as evaluated using the resampling technique on the original features [143].

Broadly, a wide variety of feature selection techniques can be employed; however,
perhaps the simplest and most straightforward approach is that of exploiting the perfor-
mance of the classification scheme to lead the search or the feature selection process.
Specifically, there are two different types of common search strategies for feature se-
lection techniques. The first search strategy is the forward feature selection while the
latter search strategy is the backward feature selection [130,143,164]. Given a feature
set X = {x1,x2,x3, . . . ,xn}, the overall objective of these search strategies is to find the
best feature subset S = {x1,x2,x3, . . . ,xm} and typically m < n. That is, S optimises an
objective function F(S), ideally maximising the performance estimates to achieve the
best possible accuracy.

The forward feature selection strategy begins with selecting no features, i.e.: an
empty set S0 = {∅}, and then sequentially assesses all the possibilities, choosing only a
single feature x+ that optimises the value of the objective function F(Sm), where Sm =

{x+}. The process is then followed by selecting the best of previous possibilities, e.g.:
Sm = {x+}, and then considering the possibilities by choosing the previously selected
feature plus one more, i.e.: Sm+1 = {Sm+x+}, etc.

The backward feature selection strategy, on the other hand, begins by selecting
all original features, i.e.: Sm = {X}, and then sequentially considers the possibilities by
deleting a single feature x− that optimises or results in the smallest decrease in the value
of the objective function F(Sm−1) when deleted, where Sm−1 = {Sm−x−}. The process
is then followed by selecting the best of previous possibilities, e.g.: Sm−1 = {Sm−x−},
and then considering the possibilities by removing the previously removed feature plus
one more, i.e.: Sm−2 = {Sm−1−x−}, etc.

The aforementioned search strategies typically terminate when selecting or remov-
ing a feature, hence they may not produce an enhancement in the classification per-
formance [143]. These search strategies are together considered as greedy strategies
and as a consequence cannot guarantee the discovery or the determination of the best
relevant feature subset for the task under consideration [143,149]. Therefore, more ad-
vanced and sophisticated search strategies should be considered to improve the way of
investigating the original set of features. Nevertheless, Reunanen [162] warned that the
more rigorous the search strategies are, the more possible they may overfit the original
set of features and hence generate a biased subset of features [143].
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2.7 Fundamental Part in Image Texture Analysis Tasks

As demonstrated so far, the construction of a computer vision system for image texture
analysis tasks such as classification or segmentation typically comprises several com-
ponents that employ specific techniques to accomplish certain tasks. In classification
problems, for instance, the components can include employing a texture representa-
tion technique, a feature selection or reduction technique, a classification scheme, etc.
However, the fundamental component that plays a major role behind the potential suc-
cess in solving various image texture classification problems is the texture representa-
tion technique used to derive the texture measurements or features.

While the classification scheme employed to perform texture classification is no-
tably an important matter, since the good design of texture features can be wasted when
selecting a poor classification scheme, but no classification scheme can survive with
poor design of texture features [165]. Consequently, additional consideration needs
to be made particularly for selecting the most appropriate texture representation tech-
nique that meets certain requirements related to the texture characteristics or conditions
of the images used such as unstable illuminations, orientation variations, etc., so as to
facilitate accomplishing the task in question effectively.

Recall that texture analysis and understanding is one of the most challenging and
active research problems in computer vision and pattern recognition that has been
an intensive research subject as well as witnessing rapid progress since the early
1960s [42]. As a result, this has led to several developments of a wide variety of
choices of robust texture representation techniques that can be utilised to assist in
recognising various textures appearing in digital data, such as images or videos that
are captured under various imaging conditions such as different viewpoints, lighting,
etc. The most notable and widely used texture representation techniques, including
those hand-engineered and learned, have been reviewed in this chapter, section 2.4 ,
along with highlighting their effectiveness when utilised to solve image texture analy-
sis tasks in the presence of various potentially difficult imaging situations. However,
due to significant progress in the area of texture analysis and understanding over the
last few years, it is impossible to list and review every single texture representation
technique along with their merits and demerits and how they perform under various
challenging situations such as changes in illuminations and orientations of texture im-
ages.

Nevertheless, there are a number of outstanding surveys and comparative studies
have been conducted to compare various texture representation techniques, including



2.7. FUNDAMENTAL PART IN IMAGE TEXTURE ANALYSIS TASKS 107

those hand-engineered and learned, to assess and compare their performance and ef-
fectiveness for image texture analysis tasks such as classification and segmentation.
Examples of comparisons between hand-engineered texture representation techniques
include comparative studies conducted by Weszka et al. [50] and Conners and Har-
low [166]. These studies compared several texture representation techniques including
those approaches from the statistical category and together determined that the GLCM
approach performs best compared to other approaches [74]. A further comparative
study conducted by Du Buf et al. [167], aimed to compare several hand-engineered tex-
ture representation techniques including those approaches from the statistical, model
based and signal processing categories; however, they reported that all approaches
demonstrated roughly the same performance [74].

A further comparative study was conducted by Ojala et al. [97] to compare the per-
formance of several hand-engineered texture representation techniques from various
categories including signal processing and local texture descriptor methods [74]. They
determined that texture representation techniques from the local texture descriptor cat-
egory are among the ones that perform best, while other techniques, particularly those
from the signal processing category, demonstrated generally poor performance [74].
An additional comparative study was conducted by Randen et al. [74] to evaluate the
performance of various hand-engineered texture representation techniques from the
statistical and signal processing categories. An equivalent conclusion to that of the
comparative study performed by Du Buf et al. [167] was also reached [58].

A recent outstanding survey was conducted by Liu et al. [32] to compare various
texture representation techniques from the hand-engineered and learned categories.
They concluded that the performances vary between the hand-engineered and learned
texture representation techniques and that this can be largely attributed to several fac-
tors including the size and imaging conditions of texture images. They also noted one
of the main limitations of learned texture representation techniques, i.e.: approaches
based on CNN algorithms, is that of being very sensitive to image degradations caused
by illumination variations and rotation changes [32]. Despite the typical advantages
of the learned texture representation techniques, namely that the texture features are
automatically learned from the data rather than manually crafted, Liu et al. [32] em-
phasised that hand-engineered texture representation techniques still have merits that
should not be underestimated. In particular, Liu et al. [32] observed that local texture
descriptor methods, e.g.: the LBPp,r texture descriptor, demonstrated great robustness
in very challenging situations, such as when real-time computation is very important,
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when only a limited size of labelled texture images can be made available and when
robustness to image degradations, e.g.: illumination changes, etc., is required [168].

As demonstrated so far, numerous texture representation techniques, including
hand-engineered and learned, have been reviewed and compared in several compar-
ative studies and surveys and different conclusions have been reached [74]. The rea-
sons for the contradicting conclusions can be attributed to several factors. Among
the most important ones include the diversity of texture images, the variations of ex-
perimental setups, and the various texture representation techniques and classification
schemes employed [74]. Despite the significant progress that has been made over the
past decades, regardless of whether exploring hand-engineered or learned texture rep-
resentation techniques, the research in texture analysis and understanding has not yet
been capable to develop and accomplish a single ’general purpose’ texture represen-
tation technique that can be deployed in almost any domain no matter what the types
of imaging conditions of texture images are, or the resources available. While this
can be attributed to numerous reasons, among the most important ones include the
unavailability of large scale labelled texture data sets, the diversity and complexity of
textures especially those appearing in medical images representing certain characteris-
tics requiring domain experts, constraints related to resource limited situations, and so
on.

Consequently, there are a number of important aspects that should be considered
before solving any image texture analysis problem such as classification or segmenta-
tion. Ojala and Pietikäinen [165] highlighted some of the most important properties
that must be taken into account when selecting or developing texture representation
techniques and these properties are summarised by the following points:

1. Robustness with respect to illumination variations: This property is particu-
larly important for situations like solving medical image texture analysis prob-
lems since the potential presence of unstable imaging conditions, e.g.: changes
in lighting or illumination, are quite common. Therefore, the sensitivity of the
texture representation technique to illumination variations, e.g.: changes in grey
level values of greyscale textural images, can be crucial for accomplishing the
task of interest effectively.

2. Robustness with respect to rotation changes: The property of rotation in-
variant is also very important. In some situations, it is desirable to have a tex-
ture representation technique that can cope when the rotation of texture images
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varies with respect to the viewpoint. This is because in most image texture anal-
ysis situations, the availability of details about rotations are rarely obtainable.

3. Robustness with respect to the spatial scale variance: Sometimes, it is de-
sirable to be able to analyse or classify various texture patterns that appear at
various spatial scales. Consider the case of a classification problem where un-
known objects to be identified in texture images appear in different sizes from
that of training data sets. Hence, having a texture representation technique that
can cope with these variations can be very helpful in solving the classification
problem successfully.

4. Robustness with respect to the size of data samples: Some texture represen-
tation techniques perform differently depending on the data set size available.
For instance, learned texture representation techniques generally perform better
as the size of data sets increase; however, hand-engineered texture representa-
tion techniques have been demonstrated to produce effective performance with
the availability of limited numbers of data sets [32]. Hence, employing the
most appropriate texture representation technique to the task under consider-
ation while bearing in mind the size of data set needed or necessary to help
generate good descriptions of texture content can be crucial to solving the task
of interest effectively.

5. Robustness with respect to computational complexity: Some texture repre-
sentation techniques are very computationally expensive and hence cannot be
deployed in real time applications with limited resources such as real time vi-
sual inspection systems and retrieval of huge databases. Hence, when real time
is an important matter, it is always desirable to have a texture representation
technique that provides a good compromise between producing good texture
descriptions while remaining computationally inexpensive, hence, suitable to
be applied in real time applications with limited resource situations.

6. Robustness with respect to parameters: Most texture representation tech-
niques typically have several built-in parameters that are related to the process
of extracting texture features. Finding the right values of the parameters can be
sometimes challenging, although the parameters can be tuned by employing a
cross validation strategy, e.g.: a resampling technique that involves experiment-
ing with different values of the parameters. Nevertheless, the parameters of a
texture representation technique that can be easily tuned such that given a set of
parameters values, which were determined by a cross validation strategy, can
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also be applied to a wide range of various texture images, is always desirable.

While the aforementioned properties are all very important, the need for every sin-
gle given property is largely dictated by the image texture analysis problem under con-
sideration [165]. As such, complementing texture representation techniques with addi-
tional unnecessary properties such as invariance to rotation or illumination changes can
have a significant impact on accomplishing the task of interest. Consider cases when
details about the changes are already available or very important and closely related to
the task under consideration. For example, the illumination in industrial visual inspec-
tion systems can be precisely controlled and hence adding details about the changes
in illumination can not only have a crucial impact on achieving the task successfully
but also may introduce additional unnecessary computational cost that can affect the
deployment of these texture representation techniques in other real time applications.

2.8 Evaluation Measures and Resampling Strategies

Given an image texture analysis problem such as classification, the performance is of-
ten measured by employing a number of different evaluation measures and resampling
strategies. The most widely utilised evaluation measures and resampling strategies are
presented in the following two subsections, 2.8.1 and 2.8.2.

2.8.1 Evaluation Measures

Evaluation measures in classification problems are fundamental components and play
a crucial role in assessing the quality and effectiveness of various methods constructed
to perform certain classification tasks [139,169,170]. As such, selecting inappropriate
evaluation measures to quantify the performance of a classification system may po-
tentially lead to inaccurate and misleading results. While a wide variety of evaluation
measures have been defined in the literature, the most widely used in classification task
situations are accuracy, sensitivity, specificity, precision, recall and the area under the
Receiver Operating Characteristic curve (ROC curve).

In a binary classification situation, the class of a very high identification importance
is usually denoted as a positive class while the other class is indicated as a negative
class. For instance, in diagnostic classification systems, a positive class can mean the
subject has a disease while a negative class can mean the subject does not have a dis-
ease or is healthy depending upon the task. Nevertheless, given a binary classification



2.8. EVALUATION MEASURES AND RESAMPLING STRATEGIES 111

predictive modelling problem, the classification outcomes are typically grouped into
four different categories. These various categories are represented in the confusion
matrix given in Table 2.1. The true positive (TP) indicates the subject was correctly
predicted as belonging to the positive class and the false positive (FP) implies that
the subject was incorrectly predicted as belonging to the positive class, while it actu-
ally belongs the negative class. Likewise, the true negative (TN) suggests the subject
was accurately predicted as belonging to the negative class and the false negative (FN)
means the subject was wrongly predicted as belonging to the negative class, while it
actually belongs the positive class. While the confusion matrix demonstrated in Ta-
ble 2.1 is constructed based on the binary classification case, constructing a confusion
matrix for a multiclass classification problem is also possible.

Table 2.1: Confusion matrix.

Predicted
Positive Negative

Positive True Positive (TP) False Negative (FN)
Actual

Negative False Positive (FP) True Negative (TN)

The previously mentioned evaluation measures, namely the accuracy, the sensitiv-
ity, the specificity, the precision, the recall and the Receiver Operating Characteristic
curve (ROC curve) are typically estimated based on this confusion matrix. Every sin-
gle evaluation measure is explained in detail below along with highlighting the fun-
damental insight that can be obtained from each one with respect to the performance.
Specifying the point at which each one should be used to evaluate the performance of
classification application is also given. The evaluation measures are summarised as
follows:

1. Accuracy: The accuracy measure is the most widely used and simplest mea-
sure to quantify the overall performance in classification predictive modelling
tasks. It is typically estimated as the degree of correct predictions of a classifier.
Mathematically, the accuracy is computed as the sum of all correct predictions
divided by the sum of all correct and incorrect predictions as given by the fol-
lowing equation 2.41.

Accuracy =
(T P+T N)

(T P+T N +FP+FN)
(2.41)

While the accuracy measure is widely used across various classification tasks,
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classification results estimated based on the accuracy can be generally con-
sidered inappropriate for certain classification situations, especially when em-
ployed with imbalanced class data sets. This is because a classifier can simply
achieve a high accuracy by only predicting the dominant class, hence mislead-
ing results. To remedy this issue, alternative measures such as the sensitivity,
specificity, precision and recall are commonly used to get more insight about the
performance with class imbalance situations. This is because these measures
primarily focus on a single class to evaluate the classification performance.

2. Sensitivity: The sensitivity measure is usually used to quantify how well the
prediction or classification performs on the positive class data samples. The
sensitivity measure is also sometimes known as the True Positive Rate (TPR).
The sensitivity is calculated as the total number of correct predictions of the
positive class data samples divided by the sum of all correct and incorrect pre-
dictions of the data samples that actually belong to the positive class as mea-
sured by the following equation 2.42.

Sensitivity =
(T P)

(T P+FN)
(2.42)

3. Specificity: The specificity measure is, on the other hand, usually employed
to measure how well the prediction or classification performs on the negative
class data samples. The specificity measure is also sometimes referred to as the
True Negative Rate (TNR). The specificity is estimated as the total number of
correct predictions of the negative class data samples divided by the sum of all
correct and incorrect predictions of the data samples that actually belong to the
negative class as quantified by the following equation 2.43.

Speci f icity =
(T N)

(T N +FP)
(2.43)

4. Precision: The precision measure is usually used to quantify the proportion of
data samples classified as belonging to the positive class that actually belong
to the positive class. The precision measure can be thought of as a measure
of exactness and it is also occasionally known as the Positive Predictive Value
(PPV) [171]. The precision is measured as the total number of correct pre-
dictions of the positive class data samples divided by the sum of all correct
and incorrect predictions belonging to the positive class as calculated by the
following equation 2.44.
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Precision =
(T P)

(T P+FP)
(2.44)

5. Recall: The recall measure is typically used to determine the proportion of
data samples that are correctly classified as belonging to the positive class. The
recall measure can be thought of as a measure of completeness and it is the
same as the sensitivity measure and the TPR [171].

6. The Receiver Operating Characteristic curve (ROC curve): The ROC curve
is a popular evaluation tool used in binary classification situations with im-
balanced data sets and the area under the ROC curve (AUC) is typically mea-
sured to determine the classification performance as a single value performance
score [171]. The ROC curve provides a summary of the relative trade-off be-
tween the benefits of the TPR, i.e.: the sensitivity or recall, and the costs of the
False Positive Rate (FPR), cf. equation 2.45 or 1 − specificity, i.e.: the propor-
tion of data samples that are incorrectly predicted to be positive out of all neg-
ative data samples [139, 171]. In classification predictive modelling tasks, data
samples are typically assigned probabilistic scores as class predictions based
on a score threshold value. The score threshold value is typically applied to
construct a decision point for the class predictions as such to discriminate be-
tween predicted data samples as either belonging to the positive or negative
class. A default score threshold value is usually 0.5 for normalised probabili-
ties or scores of predicted data samples, hence predicted scores that are below
the threshold value are assigned to the negative class or the positive class oth-
erwise. By changing the score threshold value, various class predictions can
be obtained. Every different score threshold value produces a different pair
of measurements, namely the TPR and the FPR. By connecting these different
measurements, the ROC curve is constructed such that the TPR is on the y-axis
and the FPR is on the x-axis, as depicted in Figure 2.22.

FPR =
FP

(T N +FP)
= 1−Speci f icity (2.45)

A classification scheme with a perfect discriminative power is one that has TPR
= 1 and FPR = 0. The perfect classification scheme, i.e.: Ideal Model, illus-
trated with an arrow in Figure 2.22, is the one represented by a curve that aligns
with the top-most left i.e.: bows up to the top-most left of the plot. Conse-
quently, the ROC curve of a good classification scheme should be located as
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Figure 2.22: The ROC curves of three different classifiers, namely A, B and random classi-
fiers [171].

close as possible to the upper left corner of the plot. However, the classification
scheme that cannot discriminate between the different classes and only makes
a random guess, e.g.: the random classifier displayed as a dashed line in Fig-
ure 2.22, should reside along the main diagonal, i.e.: the dashed line stretched
from the bottom left to the top right of the plot. This dashed line is constructed
by connecting the different measurements, namely the TPR and the FPR such
that the TPR = 0 and the FPR = 0 indicating that every single data sample is
predicted as belong to the negative class, and the TPR = 1 and the FPR = 1 in-
dicating that every single data sample is predicted as belonging to the positive
class [139]. Nevertheless, the ROC curve by itself does not provide a single
performance score, which inspires the introduction of the AUC measure. The
AUC measure provides a single measure for determining which classification
scheme is best on average and yet, it is not biased to the minority class [171].
As such, the classifier with a perfect classification skill, i.e.: the Ideal Model,
would have an AUC score = 1.0 while the classifier with a random guessing
skill, i.e.: the random classifier, would have an AUC score = 0.5.
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While the above-mentioned evaluation measures are among the most frequently
used, several evaluation measures were also devised in the literature for evaluating var-
ious classification tasks that involve utilising either balanced or imbalanced data sets.
For comprehensive details and comparisons of various evaluation measures, readers
are referred to the following outstanding surveys and books [139, 169–171].

2.8.2 Resampling Strategies

There are a wide variety of resampling techniques; however, the most common tech-
nique is the cross-validation strategy [130]. The popularity of the cross-validation
strategy is mainly driven by its simplicity to perform and its ability to produce appro-
priate estimates of the classification method performance that generally have a lower
bias. There are several variants of the cross-validation strategy; however, they all gen-
erally operate in a similar manner, such that a subset of data samples is utilised to train
the classification method and the remaining data samples are used to evaluate the ef-
fectiveness of the classification method. This procedure can be repeated several times
and the outcomes are accumulated and summarised with the mean and the standard
deviation measures. These measures are normally used to understand the effectiveness
of the classification method with respect to the change in values of the parameters, the
generalisation on previously unseen data samples, etc.

The central difference between the various cross-validation strategies, however, is
the manner of choosing the subset of data samples. A typical version of the cross-
validation strategy is that the data set is randomly separated into different k folds, i.e.:
subsets of approximately identical size [130]. The steps involved in this strategy are
summarised by the following Algorithm 3. An illustrative example of cross-validation
strategy with k = 3 is also depicted in Figure 2.23.

To account for the potential difference in class proportion when separating or re-
sampling a data set under class imbalanced situations, a stratified random sampling
technique is usually applied [130, 172]. The stratified random sampling technique
is another variant of cross-validation strategy and typically resampling is performed
within subcategories, i.e.: the classes. Algorithm 4 summarises the steps involved in
this resampling technique.

A different variant of cross-validation strategy includes a leave-one-out cross-
validation (LOOCV) technique [130]. This is a special type of resampling technique
since every single data sample is given the opportunity to contribute to evaluating the
performance of classification method, such that the value of k is set as the same as the
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Algorithm 3 K Folds Cross-Validation Strategy

Input: A data set S comprises n sample-label pairs S = {(x1,y1), . . . ,(xn,yn)}; A
model.

Output: Overall performance estimate =Mean± std.
1: Select the value of k; k < n.
2: Separate the data set randomly into different k folds of approximately equal size.
3: Select all folds as the training set except the first fold as the test set.
4: Train a model on the training set and validate on the test set.
5: Estimate the outcomes based on evaluation measures, e.g.: accuracy, AUC, etc.
6: Return the first fold to the whole data set and replace it with the second fold.
7: Train again on the whole data set excluding the second held out fold.
8: Estimate the outcomes and repeat the same procedure with all subsequent k folds.
9: Summarise evaluation estimates of the k folds with the mean and the standard

deviation (std) measures.

Figure 2.23: A visualisation of three folds cross-validation strategy [130]. The original data
set comprises twelve data samples represented with various symbols and are distributed into
three different groups, i.e.: subsets or folds. For every single cross-validation (CV) Group, i.e.:
cross-validation fold, the model or the classification method is built, i.e.: trained on the original
data set excluding the fold held out in which the predictions are performed on. Evaluation
measures, such as accuracy, AUC and so on are estimated from every single held out fold.
The overall performance of the classification method is then summarised based on the mean
and standard deviation measures of the accuracy or AUC measures obtained from every single
CV Group. In practice, the number of individual data samples in the held out folds can vary;
however, in most situations the size of held out folds is approximately equivalent.

total number of data samples, hence every single data sample is used as a held out fold
only once. This type of resampling technique is illustrated in Algorithm 5.

A further version of cross-validation strategy involves an n repeated k fold cross-
validation technique [130]. As the name suggests, this technique replicates the pro-
cedure in Figure 2.23 several times depending on the value of n. For instance, if the
cross-validation strategy with k = 3 that is depicted in Figure 2.23 is repeated by setting
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Algorithm 4 Stratified K Folds Cross-Validation Strategy

Input: A data set S comprises n sample-label pairs S = {(x1,y1), . . . ,(xn,yn)}; A
model.

Output: Overall performance estimate =Mean± std.
1: Select the value of k; k < n.
2: Separate the data set into k folds. Each fold should include a comparable propor-

tion of samples of each class.
3: Select all folds as the training set except the first fold as the test set.
4: Train a model on the training set and validate on the test set.
5: Estimate the outcomes based on evaluation measures, e.g.: accuracy, AUC, etc.
6: Return the first fold to the whole data set and replace it with the second fold.
7: Train again on the whole data set excluding the second held out fold.
8: Estimate the outcomes and repeat the same procedure with all subsequent k folds.
9: Summarise evaluation estimates of the k folds with the mean and the standard

deviation (std) measures.

Algorithm 5 Leave-One-Out Cross-Validation (LOOCV) Strategy

Input: A data set S comprises n sample-label pairs S = {(x1,y1), . . . ,(xn,yn)}; A
model.

Output: Overall performance estimate =Mean± std
1: Select the value of k; k = n
2: Select one sample as the test set and the remaining k−1 samples as the training set
3: Train a model on the training set and validate on the test set.
4: Estimate the outcomes based on evaluation measures, e.g.: accuracy, AUC, etc.
5: Return the first sample to the whole data set and replace it with the second sample.
6: Train again on the whole data set excluding the second sample held out.
7: Estimate the outcomes and repeat the same procedure with all subsequent k sam-

ples.
8: Summarise evaluation estimates of the k folds with the mean and the standard

deviation (std) measures.

n = 10, this constructs 30 different held out folds that would be used to measure the
classification method effectiveness.

There is no formal rule in selecting the number of folds, i.e.: the value of k; how-
ever, the typical choices include k = 5 or k = 10 [130, 173]. Empirical evaluation
results using these values, namely k = 5 or k = 10, have been demonstrated to produce
performance estimates that do not suffer from either extremely high bias, e.g.: overes-
timate of performance estimates, or from very high variance, e.g.: very high change in
performance estimates [173].

From a practical perspective, as the value of k increases, the more computationally
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burdensome it can become [130]. When this aspect is taken into account, it becomes
clear that the LOOCV technique is the most computationally expensive among other
variants of cross-validation strategy. This is because the LOOCV technique requires
training as many classification methods as data samples in the original data set and for
each trained classification method a single data sample is used as a held out fold at a
time.

Nevertheless, Molinaro et al. [174] demonstrated that the LOOCV technique and
the typical version of cross-validation strategy that involves random sampling, such as
the example depicted in Figure 2.23 but with k = 10, both yielded the smallest bias
as well as producing comparable evaluation estimates. Therefore, the typical version
of cross-validation strategy with k = 10 can be more attractive from a computational
efficiency perspective [130]. While the previously mentioned resampling strategies
are among the most common strategies employed, several alternative strategies have
been devised in the literature. For further comprehensive illustrations, examples and
comparisons, readers are referred to the following excellent books and comparative
studies [130, 172–175].

2.9 Chapter Conclusion

This chapter provided a comprehensive technical background for the various computer
vision domains and techniques used to automate the analysis of image texture. The
chapter started by providing explanations of the various computer vision tasks usually
applied in medical image analysis applications. However, the focus was merely on
image classification and segmentation tasks, as these fall within the domain of the re-
search presented in this thesis. This was then followed by a presentation of the various
techniques used for image texture representation, i.e.: texture feature extraction. Fol-
lowing this, the various classification approaches or schemes such as distance similar-
ity measure metrics and the machine learning classification algorithms were presented.
Subsequently, feature selection and decorrelation techniques were then described with
highlighting of their potential benefits to improve the classification performance as
well as to find the most appropriate texture representation. The chapter then concluded
by demonstrating the various evaluation measures and resampling strategies that could
be employed to quantify the performance of methods developed to perform a particular
computer vision task such as classification.



Chapter 3

Application Domain, Data Sets and
Related Works

3.1 Chapter Introduction

This chapter covers the related background of the application domain of the work un-
dertaken in this thesis. The chapter commences by presenting brief details about the
human eye. This is then followed by explanations about the anatomy and physiology
of the retina, the fundamental component of the human eye since it is responsible for
visual recognition. Details with regards to the most common eye conditions affecting
the retina are then presented with a special focus on the disease of interest for the work
presented in this thesis, namely AMD disease. Various retinal imaging modalities are
then reviewed, highlighting the pros and cons of every single imaging technique. Sub-
sequently, comprehensive explanations about the OCTA image data sets utilised in this
thesis are given. Finally, the most recent and notable OCTA image data analysis studies
related to AMD disease are selectively reviewed.

3.2 The Human Eye

The human body comprises five key sensory organs, namely the nose to smell, the
ears to hear, the tongue to taste, the skin to touch and the eyes to see. However,
the human eye is by far the fundamental sensory organ of the human body. This is
because it provides the sense of sight that allows us to realise and understand the nearby
environment more than we can with any of the other four sensory organs. As such
nearly 80% of the information perceived from the outside world comes through the
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visual system by the means of the vision sense, allowing us to observe the surrounding
world in the form of images that we experience [176, 177]. Being able to perceive
the nearby environment through the sense of sight can facilitate numerous aspects of
human life, including performing normal daily life activities such as driving, walking,
reading, differentiating shapes or objects, distinguishing colours, recognising faces,
etc.

The human eye comprises three main layers: internal, intermediate and external, as
demonstrated in Figure 3.1. The internal layer formed by the retina is the fundamental
sensory element of the eye [178]. The intermediate layer is composed of two main
parts, namely the anterior part that is formed by the iris and the ciliary body, and the
posterior part that is formed by the choroid. The external layer is constructed of two
different elements, namely the sclera and the cornea. Other important elements of
the eye include the optic nerve, the fovea, the pupil and the lens, among others, see
Figure 3.1.

Nevertheless, no part of the human eye has been as clinically and scientifically
important as the retina in the most recent years, as such forming a major research
field of its own in ophthalmology [118]. In particular, retinal conditions including
AMD disease are given special intensive and predominant consideration with common
understanding that the conditions of the retina are among the main leading causes
of harsh vision loss and blindness among various populations at a global level. The
following subsections 3.2.1 and 3.2.2 provide some basic details about the anatomy
and physiology of the retina as well as the most common eye conditions affecting the
retina.

3.2.1 Anatomy and Physiology of The Retina

The retina is not only the most essential part of the human eye but also it is consid-
ered one of the most fruitful areas for studying the human brain [179]. The retina is
considered an embryological part of the central nervous system; however, it is readily
accessible to investigate and can be examined with relative simplicity by both clini-
cians and scientists [179]. Furthermore, nearly 80% of almost all sensory information
perceived by humans is believed to be of retinal origin and hence this suggests the ma-
jor significance of the retinal function for the human capacity to perceive and interact
with surrounding environments [179].

The retina has the appearance of a very thin transparent tissue layer that lines the
interior or the back of the eye [180]. Figure 3.2 demonstrates a cross section view
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Figure 3.1: A cross section view illustrating the anatomy of the human eye [178]. The human
eye comprises three main layers: the internal, the intermediate and the external. The internal
layer is formed by the retina. The intermediate layer is constructed by three different compo-
nents, specifically the iris, the ciliary body and the choroid. The external layer is composed
by two different elements, namely the sclera and cornea. Other important elements of the eye
include the fovea, the pupil, the lens and the optic nerve that connects the eye to the brain.

captured under light microscopy that illustrates the anatomy of the retina. Clinically,
the retina is also composed of a number of further different layers. For instance, the
cross-sectional image of the retina demonstrated in Figure 3.2 shows ten different reti-
nal layers that are fairly evident. However, closer investigation of these ten layers may
disclose that they are not totally different layers [181]. They are in fact formed by only
four different layers, namely a layer of pigmented epithelium and three other different
layers of neuronal cell bodies between which processes and synapses are performed,
see Figure 3.2A.

The retina is an important component of the eye since it is the site that allows the
transformation of incoming light energy into a neural signal that is appropriate for fur-
ther analysis and processing in the visual cortex of the brain [180, 181]. As such it
forms a fundamental element in the visual route, the pathway where all visual infor-
mation observed from the nearby environment reaches the brain for understanding and
interpretation [181]. Consequently, it can be considered as a major part or an exten-
sion of the human brain. Thus, dictated by this major role of the retina, the various
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Figure 3.2: A cross section view illustrating the anatomy of the retina [181]. (A) Shows a
diagram representation for the various layers of the retina. (B) Demonstrates a micrograph
of same area including the inner area of choroid layer with the choriocapillaris indicated by a
black arrow. The choroid layer is of fundamental importance for delivering a steady supply of
oxygen and nourishment to the retina to ensure appropriate visual function. For both images
A and B, the various retinal layers are labelled from numbers from 1 to 10 based on the retinal
layer order. (1) The retinal pigment epithelial (RPE) layer. (2) The photoreceptor layer. (3)
The external limiting membrane. (4) The outer nuclear layer. (5) The outer plexiform layer.
(6) The inner nuclear layer. (7) The inner plexiform layer. (8) The ganglion cell layer. (9) The
nerve fibre layer. (10) The internal limiting membrane.

diseases affecting either the eye or the brain can be together observable from the reti-
nal layer [180]. Example of serious ocular disorders that affect the retina include the
macular degeneration, e.g.: AMD disease and glaucoma disease that are ranked as the
first and third most significant causes of vision damage among numerous populations
in the developed world [180]. There are also numerous systemic diseases that affect the
retina, including diabetic retinopathy (DR), a complication of diabetes, among others.
The following subsection 3.2.2 reviews the most common eye complications affecting
the retina with a special concentration on the disease of interest for the research pre-
sented in this thesis, namely AMD disease, which is categorised as the most damaging
eye disorder among developed countries.
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3.2.2 Common Eye Conditions

There are several significant ocular diseases that manifest themselves in the retina. In
this section, brief overviews of the most dominant eye diseases that can be relatively
easily studied, diagnosed and detected through imaging the retinal layer of the eye are
given. These eye diseases are AMD, DR and glaucoma.

3.2.2.1 Age-related Macular Degeneration (AMD)

Age-related Macular Degeneration (AMD) is considered as one of the most serious and
damaging eye conditions and comprises one of the key causes of vision loss among el-
derly populations in developed countries as well as the cause of an increasing global
health problem [1,2,118,180–184]. Several factors are generally attributed as the pop-
ular risks and pathophysiological mechanisms underlying the development of AMD
disease, including genetics, smoking and ageing [182–184]. While these various risk
factors seem to elucidate the ambiguity behind AMD, their role is yet to be seen as a
major cause of it.

Nevertheless, the multifaceted interrelationship between these factors may imply
the involvement of many if not all of them in AMD. However, sadly this has not yet
evidently been fully understood or confirmed [181, 184]. Given this difficulty and the
uncertainty of the underlying reason for this damaging disease, the number of people
with AMD at a worldwide level was estimated to be approximately 196 million in
2020, while its global prevalence is anticipated to escalate rapidly to nearly 288 million
by 2040 [118, 184, 185].

Beyond the above mentioned, AMD is also regarded as a multifactorial and degen-
erative ocular disease that detrimentally affects various major parts of the eye including
the retinal layers, the choroid as well as the macula region that is the fundamental func-
tional centre of the retina as it is responsible for most of our central, high resolution
and colour vision [3, 182, 183]. AMD is clinically characterised into two main types,
namely wet AMD and dry AMD [3]. Clinical indicators of early-stage AMD disease
include drusen and the presence of abnormalities in the RPE layer, while late-stage of
AMD disease can be neovascular (also typically known as exudative or wet) or non-
neovascular (usually recognised as non-exudative, atrophic, or dry) [3].

Neovascular or wet AMD disease is characterised by the presence of a common,
vision-threatening complication of AMD called choroidal neovascularisation (CNV);
this involves the growth of abnormal blood vessels [3]. The CNV perforates the
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Bruch’s membrane that is the innermost layer of the choroid layer and grows into the
subretinal layers starting beneath the RPE layer causing detachment of the RPE layer
from the Bruch’s membrane as well as serious damage to other retinal layers, causing
profound visual impairment [183].

Atrophic or dry AMD disease is also known as geographic atrophy, which includes
outer retinal thinning and is typically characterised by damage of retinal pigment ep-
ithelial cells, underlying choroidal capillaries and overlying photoreceptors [3]. Dry
AMD is the more common subtype and is associated with gradual vision loss, whereas
wet AMD is linked to a more acute presentation [3]. Figure 3.3 demonstrates two dif-
ferent visual fields seen by two people, one with healthy vision and the other one with
AMD disease including visualisations of the typical hallmarks of AMD disease.

(a) Healthy vision.

(b) AMD vision.

Figure 3.3: Demonstration of two different visual fields seen by two people, one with healthy
vision and the other one with AMD disease [186]. (a) Shows a visual field seen by a person
with healthy vision, a diagram of a healthy human eye and a diagram illustrating a cross-section
view of a healthy eye captured through the macula region demonstrating the anatomical healthy
structure of the retinal layers as well as the choroid layer. (b) Demonstrates a visual field seen
by a person with AMD disease, a diagram of a human eye with AMD disease depicting the
deposits of drusen, i.e.: the yellow spots and the choroidal neovascularisation (CNV), i.e.: red
area; and finally a diagram illustrating a cross-section view of an AMD eye captured through
the macula region demonstrating how the anatomical structure of the retinal layers as well as
the choroid layer are disrupted by AMD disease.
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Unfortunately, the pathophysiology of the AMD disease remains largely unknown
and there are no clear warning early indications that can be linked to it. However, it
should be noted that wet AMD can be successfully treated by clinical interventions
with intravitreal injections to stop the vision from getting worse, while the current
treatment for dry AMD is regular examinations to prevent progression to wet AMD.
Unfortunately, there is no definitive or effective cure found at present that can provide
a full recovery to the original vision for those patients diagnosed with either types of
AMD disease [181, 184].

However, special dietary supplements such as high doses of vitamins including C
and E, among others may lower the chances of vision from getting worse or at least pre-
vent the potentially rapid progression to the advanced form of AMD disease for those
patients diagnosed with dry AMD [181, 187, 188]. Consequently, early discovery and
treatment are critical, and quick diagnosis has been associated with better results [4].
Early detection of areas related to CNV lesions and distinction between subjects with
wet AMD and dry AMD are consequently prioritised in terms of effort and healthcare
resources. Clinical trials are also continuing to seek improved imaging mechanisms
and treatment modalities [181].

3.2.2.2 Diabetic Retinopathy (DR)

Diabetic Retinopathy (DR) is one of the most common complications of a well-known
systemic and chronic disease, specifically diabetes mellitus, and is ranked as the second
most common source of vision impairment among working age populations in the
developed world and recognised as a worldwide epidemic [118,180]. One in ten adults
aged 20 to 79 years, or 537 million people, are estimated by the International Diabetes
Federation (IDF) to have diabetes [189]. By 2030, this figure is expected to reach 643
million, and by 2045, it will reach 783 million [189]. Fortunately, there is abundant
evidence that vision impairment and visual loss of patients diagnosed with DR disease
can be successfully prevented through annual screening, keeping blood sugar under
control, early diagnosis, etc. [180, 188, 190]. This is in contrast to AMD disease, the
pathophysiology of which remains, unfortunately, largely unknown and there are no
clear or early warning signs or symptoms associated with it.

3.2.2.3 Glaucoma

Among other major ocular diseases that act on the retina is glaucoma [180]. It is
also categorised as one of the leading causes of visual impairments worldwide [58,
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191]. It is recognised as being the third most significant ocular disease tending to
cause blindness in the developed world. Clinically, it is defined as a permanent optic
neuropathy that causes gradual damage to the optic nerve that connects the eye to
the brain, and the ganglion cell layer of the retina. This can result in losing central
vision and ultimately visual field loss as well [58, 191]. Unlike wet AMD disease that
progresses very rapidly, i.e.: over a few months or even weeks, resulting in vision loss,
the glaucoma generally tends to progress slowly over many years. Because of this,
most patients with glaucoma only realise by chance that they have the disease, e.g.:
during a routine vision examination. Due to this, it can lead to impaired vision if not
treated or diagnosed early.

3.3 Retinal Vasculature Imaging Modalities

As demonstrated so far, the retina can be very vulnerable to both organ specific and
systemic diseases. Consequently, imaging the retinal vasculature, i.e.: the network of
retinal blood vessels, is crucial in facilitating the detection and diagnosis of the various
eye diseases in a good and timely manner. To enable this, a number of retinal imaging
modalities have been developed. Examples of common imaging techniques include
the fundus imaging techniques, e.g.: the Fluorescein Angiography (FA) and the Indo-
cyanine Green Angiography (IGA), the Optical Coherence Tomography (OCT) imag-
ing technique and the Optical Coherence Tomography Angiography (OCTA) imaging
technique. Section 3.3 discusses these various imaging techniques, including high-
lighting the advantages and disadvantages of each imaging technique.

3.3.1 Fundus

Broadly, fundus imaging is the procedure in which a two dimensional image set is
acquired using reflected light of the three dimensional retinal semi-transparent tissues
projected onto the imaging plane [180]. Consequently, any imaging technique that re-
sults in a two dimensional image set, where the intensities of image set characterise
only the quantity of a reflected amount of light, is considered as fundus imaging tech-
nique. Because the fundus camera is generally considered quite safe as well as cost
effective at characterising retinal abnormalities, it has continued to be the primary
technique of retinal imaging.
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Nevertheless, the fundus camera is capable of providing a number of different fun-
dus imaging techniques for imaging important retinal landmarks including the reti-
nal vasculature. Among the most popular fundus imaging techniques usually used
for clinical retinal vascular imaging are Fluorescein Angiography (FA) and Indocya-
nine Green Angiography (IGA). FA and IGA are both invasive fundus imaging tech-
niques that require intravenous administration of dye and the imaging time can take up
to 30 minutes [7, 192–196]. They have been the gold standard imaging techniques
for evaluating and visualising clinical vascular including the retinal blood circula-
tion [7, 197, 198]. This is because they can provide a decent dynamic visualisation
of the vascular anatomy and blood flow with a wide field of view [7]. Figure 3.4 pro-
vides two different images of a human eye with wet AMD disease captured by the FA
and IGA imaging techniques. As such in some situations where the dye leaks out of
incompetent vessels, this is a useful clinical sign of pathologic processes that is often
used as an indication of abnormal blood vessels [197].

(a) wet AMD with FA. (b) wet AMD with IGA.

Figure 3.4: Visualising images of abnormal retinal blood vessels appearance of a human eye
as captured using two different fundus imaging techniques, namely FA and IGA [7]. (a) Shows
wet AMD with FA imaging technique and (b) displays wet AMD with IGA imaging technique.

Nevertheless, while the above mentioned two fundus imaging techniques have been
the criterion standard imaging techniques for a relatively long time due to their advan-
tages such as cost effectiveness, reasonable safety and capacity to provide relatively
sufficient imaging resolution of retinal vasculature, they both suffer from several dis-
advantages. For instance, although the patterns of dye leakage are typically used as
a clinical indication of vascular pathologies or anatomical anomalies e.g.: vascular
permeability, it may, however, obscure other serious retinal vascular pathologies e.g.:
CNV areas [7, 197].

Furthermore, the localisation of the lesions through the various retinal layers as
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well as the size delineation of CNV regions can be extremely challenging due to not
only the dye leakage but also because neither of the imaging techniques are depth
resolved [7]. Although they enabled improved imaging of retinal blood vessels, it
became apparent that not all blood vessels of the various retinal layers were being
imaged [198]. Consequently, it is not normally possible to trace the abnormalities of
retinal vasculature through retinal layers by segmenting the various retinal vascular
layers with FA or IGA.

The FA and IGA fundus imaging techniques also have further major disadvantages
that may restrict their widespread utility. Due to the invasive and time-consuming
nature of both imaging techniques, they are not desirable to be utilised on a day-to-day
clinical routine basis in such busy situations. Although they are generally considered
to be quite safe to use, they may cause numerous serious complications and side effects
that are potentially life threatening. Among the most frequent side effects with the dye
injections with utilising the FA imaging technique are those varying from nausea or
vomiting to allergic reactions, e.g.: hives, itching and in rare situations anaphylaxis,
i.e.: severe allergic reaction that may include the patient feeling faint, difficulty in
breathing, etc. that can cause death [7, 197, 199]. A further severe complication of
dye injection that can occur using the FA imaging technique is extravasation, i.e.: the
leakage of a fluid under the skin [199]. This can be very painful and may result in a
number of uncomfortable symptoms that may involve sloughing of the skin, although
this may happen only in rare circumstances [199].

Besides the aforementioned severe complications and side effects that may oc-
cur, utilising the IGA and FA imaging techniques are also contraindicated in preg-
nancy, particularly those in the first trimester as well as those with kidney prob-
lems [7,200,201]. There are also some published and unpublished stories reporting the
death of some patients shortly after intravenous of dye injection using the FA imaging
technique [199]. Although the reasons behind these deaths were unclear, they could
potentially be due to severe allergic reactions, among others. The exact cause of death
in every case has not been reported or confirmed and hence, it may be coinciden-
tal [199]. Nevertheless, severe pulmonary edema, i.e.: a serious condition caused by
excess of watery fluid fill in the lungs, after utilising the FA imaging technique has also
been reported [199].

Basic details and examples about the textural appearance of retinal vasculature in
IGA and FA images have been demonstrated; however, full details about understand-
ing and interpreting the IGA and FA images of the human eye under various ocular
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conditions are beyond the scope of research presented in this thesis. Hence, readers
are referred to these outstanding papers [7, 198, 199, 202] for additional details with
regards to images interpretations as well as comparisons with other well established
imaging techniques including OCT and OCTA.

Nevertheless, patients who need regular follow up examinations or those who can-
not tolerate repeated intravenous dye injections due to concerns about the potential side
effects and complications previously mentioned, imaging techniques that are accom-
panied with features such as speed, non-invasiveness and capacity to clearly visualise
the various retinal vascular layers and choroidal vascular are always profoundly desir-
able. Examples of such outstanding imaging techniques that are complemented with
these exceptional features include OCT and OCTA. The following subsections 3.3.2
and 3.3.3 provide comprehensive descriptions of important details about OCT and
OCTA imaging techniques respectively.

3.3.2 Optical Coherence Tomography (OCT)

The optical coherence tomography (OCT) imaging technique was originally developed
in 1991 by Huang et al. [203]. The OCT imaging technique is completely different
from the aforementioned fundus imaging techniques, i.e.: FA and IGA, which are dye
based and also require highly skilled photographers and interpreters [199,204]. Briefly,
the OCT imaging technique works by scanning a beam of light on the anterior eye or
the retina to measure the depth of a certain ocular tissue structure as well as quantify-
ing how much this tissue structure scatters or reflects light [202]. This measurement
of scanning procedure is known as an axial scan or an A-scan. The cross-sectional
OCT image is typically produced by successively obtaining several A-scans as the
light beam is scanned in the transverse direction.

The OCT imaging technique generated an enormous revolution in the field of oph-
thalmology by allowing a three dimensional, rapid, easy, safe, noninvasive and quan-
titative evaluation as well as visualisation of the structure of various retinal layers,
including other major parts of the eye, e.g.: the fovea and optic disc at a microscopic
level [197, 203–208]. With the OCT imaging technology, visualising the posterior
of the human eye, including the internal cross-sectional microstructure of tissues in
real time have been successfully made possible in a contact free manner [205, 209].
Figure 3.5 shows the appearance of diseased and healthy cross-sectional tomographic
images of two different human eyes. Detachments and disruptions of various retinal
layer thicknesses can be clearly observed. These retinal layer changes are among the
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major characteristics for identifying CNV areas of AMD disease in OCT images.

(a) Normal. (b) AMD.

Figure 3.5: Visualising the textural appearance of cross-sectional tomographic images of two
different human eyes with different conditions captured using the OCT imaging technique. (a)
Represents a healthy cross-sectional structure of the retinal layers. (b) Demonstrates a disrupted
and abnormal cross-sectional structure of retinal layers due to AMD disease.

The OCT imaging technique has also been successfully utilised and applied in a
wide variety of ophthalmic studies. These include imaging and evaluating the human
anterior eye [206], the layered structure of the retina [207], measuring the retinal thick-
ness [210] and many more applications [209]. Nevertheless, this wide applicability and
investigation of its utility had not continued for long before it became apparent that the
characteristics of cross-sectional tomographic images of OCT imaging technique were
inadequate since they provide poor visualisation about the structure of retinal vascu-
lature [204]. Specifically, OCT can only provide cross-sectional tomographic images
that represent the thickness of retinal vasculature layers, rather than the whole vascu-
lature network of retinal and choroidal layers themselves.

Motivated by the great imaging capabilities that the OCT imaging technique can
provide, such as three dimensionality, rapidity, ease and safety of imaging as well as its
noninvasive nature, despite the previously mentioned limitations, improvements have
continued to evolve significantly and rapidly in speed, resolution as well as imaging
depth [197]. This rapid progress has led to the introduction of the OCTA imaging
technique that is an advanced extension form of the conventional cross-sectional OCT
imaging technique. The following subsection 3.3.3 provides details about the OCTA
imaging technique.
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3.3.3 Optical Coherence Tomography Angiography (OCTA)

The Optical Coherence Tomography Angiography imaging technique, sometimes
known as (OCT) Angiography or OCTA for short is an extraordinary retinal vascu-
lature imaging technique. While this imaging technique is a few years old i.e.: roughly
a little more than ten years, its first introduction into clinical use was in 2014 [22].
Despite being a very recent retinal vascular imaging technique, it has brought about
an enormous shift not only in evaluating and quantifying the structure of retinal and
choroidal vasculature but also in diagnosing and understanding various retinal and
choroidal vasculature pathologies.

In particular, the OCTA imaging technique allowed the visualisation of extremely
fine details concerning the retinal and choroidal blood vessels in an unprecedented
manner. It is a functional extension of the conventional OCT imaging technique
but with an additional capacity to precisely visualise very tiny details of retinal and
choroidal vasculature at a micro level [202, 211–222]. This is accomplished by em-
ploying a motion contrast scanning technology to characterise and distinguish between
static and moving elements in retinal and choroidal blood vessels. Nevertheless, im-
portant details about the OCTA imaging technique and how it works as well as com-
parisons with other angiography gold standard imaging techniques, e.g.: the FA, IGA
and OCT, are comprehensively illustrated in Appendix B, Section B.1.

Motivated by the significantly negative impact of AMD disease in the elderly pop-
ulation and the outstanding imaging features and capabilities that the OCTA imaging
technique can deliver, these two elements, namely AMD and OCTA, are among the
major subjects of research presented in this thesis. Hence, the following section, 3.4,
provides comprehensive details about the characteristics and the size of OCTA image
data sets utilised in this research project including information about the conditions of
various subjects, e.g.: healthy and different AMD types that the OCTA image data sets
represented.

3.4 Description of OCTA Image Data Sets

The work presented in this thesis makes use of OCTA image data sets that are captured
from a 3×3 mm field of view that is centred around the fovea region. The dimensions of
the OCTA images are 320×320 pixels. The motivations of using the OCTA image data
sets with the 3×3 mm field of view are not only because they have been demonstrated
to provide better resolution of ocular vascular texture appearance, but also since they
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can reveal important ocular vascular texture details that cannot be seen on conventional
dye-based images, e.g.: the FA and IGA images, as investigated across a wide variety
of studies [7, 197].

The study also utilises the automatically projected and segmented OCTA image
data sets that show the typical ocular vascular texture appearance at four distinct reti-
nal and choroidal depth level slabs or layers. Specifically, the OCTA images of the
superficial inner retina, the deep inner retina, the outer retina and the choriocapillaris
layers are obtained. The depth levels of OCTA images that show the various retinal
and choroidal layers are unaltered and purely used as extracted directly by the default
defined settings of ocular tissue depth levels measurements and segmentations of the
OCTA imaging technique used, which is the ZEISS AngioPlex. This is to avoid the
additional complexity of manual manipulations of adjusting and segmenting the OCTA
images.

Moreover, the step of manual annotating or delineating of vascular pathologies re-
gions, e.g.: CNV areas in the retinal and choroidal OCTA images, were not performed
in this research. While the manual annotating and adjustments of the imaging depth
levels may provide OCTA images that perhaps demonstrate the best possible view
of regions of important vascular pathologies, e.g.: CNV areas, so as to be precisely
delineated and measured, the addition of such manual steps would also make the au-
tomated analysis of OCTA images less user-friendly, more labour-intensive and would
ultimately introduce bias. Consequently, these additional manual steps can lead to
misleading measurements about ocular vasculature, hence potential errors in diagnosis
results.

The OCTA image data sets used in this research project are provided by two dif-
ferent hospitals, namely the Manchester Royal Eye Hospital and the Moorfields Eye
Hospital. Comprehensive descriptions of the OCTA image data sets of both individual
hospitals are given in the following two subsections, 3.4.1 and 3.4.2 for the Manchester
and the Moorfields hospitals, respectively.

3.4.1 Manchester Royal Eye Hospital

The Manchester Royal Eye Hospital OCTA image data set comprises various subjects
with healthy and late stage of AMD, i.e.: wet AMD, eyes. The number of healthy
eyes involved in this study is 33, while the number of wet AMD eyes is 23. Hence,
the number of OCTA images of every single healthy ocular vascular tissue layer is 33
while the number of OCTA images of every single wet AMD ocular vascular tissue
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layer is 23. Table 3.1 provides a detailed description of the number of OCTA images
that represent the individual retinal and choroidal vascular layers comprised in the
Manchester OCTA image data set. Figure 3.6 demonstrates the textural appearance
of the individual retinal and choroidal vascular layers, namely the superficial inner
retina, the deep inner retina, the outer retina and the choriocapillaris layers of randomly
selected healthy and wet AMD eyes.

Table 3.1: Summary of the total number of images in the OCTA image data set provided by
Manchester Royal Eye Hospital.

Ocular Vascular Tissue Layers
Subjects

Superficial inner retina Deep inner retina Outer retina Choriocapillaris
Total

Healthy 33 33 33 33 132

Wet AMD 23 23 23 23 92
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Figure 3.6: Visualising the various retinal and choroidal vascular layers of two randomly se-
lected eyes with different ocular conditions, specifically healthy and wet AMD eyes from the
Manchester Royal Eye Hospital OCTA image data set. The OCTA images in the upper row
demonstrate the textural appearance of the individual retinal and choroidal vascular layers,
namely the superficial inner retina, the deep inner retina, the outer retina and the choriocapil-
laris layers of a healthy eye. The OCTA images in the lower row, on the other hand, display the
textural appearance of the same retinal and choroidal vascular layers but for an eye with wet
AMD condition.
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3.4.2 Moorfields Eye Hospital

The Moorfields Eye Hospital OCTA image data set includes numerous subjects with
different types of AMD disease, i.e.: dry AMD and wet AMD, eyes. Other subjects
with secondary CNV that share similar abnormal vascular characteristics of wet AMD
disease are also included. They are denoted as secondary CNV because the causes of
CNV regions are due to ophthalmic vascular pathologies other than AMD disease. The
numbers of dry AMD, wet AMD and secondary CNV eyes involved in this study are
79, 166 and 25, respectively. Consequently, the total number of OCTA images of every
single dry AMD ocular vascular tissue layer is 79, the total number of OCTA images
of every single wet AMD ocular vascular tissue layer is 166 and the total number
of OCTA images of every single secondary CNV ocular vascular tissue layer is 25.
Table 3.2 provides a comprehensive description about the number of OCTA images
that represent the individual retinal and choroidal vascular layers comprised in the
Moorfields OCTA image data set. Figure 3.7 demonstrates the textural appearance
of the individual retinal and choroidal vascular layers, namely the superficial inner
retina, the deep inner retina, the outer retina and the choriocapillaris layers of randomly
selected dry AMD and wet AMD eyes.

Table 3.2: Summary of the total number of images in the OCTA image data set provided by
Moorfields Eye Hospital.

Ocular Vascular Tissue Layers
Subjects

Superficial inner retina Deep inner retina Outer retina Choriocapillaris
Total

Wet AMD 166 166 166 166 664

Dry AMD 79 79 79 79 316

Secondary CNV 25 25 25 25 100

Interpreting and understanding OCTA image data under various ocular vascular
conditions including AMD disease are typically performed using the above en face
two dimensional OCTA images that are demonstrated in Figure 3.6 and Figure 3.7.
Given the fine details about the individual ocular vascular tissue layers that the OCTA
images can provide, identifying the presentation of CNV areas in AMD patients was
part of the initial application of the OCTA imaging technique [18]. This is because it
allows the defining and conducting of several qualitative and quantitative measures that
can help in distinguishing heathy eyes among other eyes with various ocular vascular
abnormalities including AMD disease. The following section 3.5 provides a compre-
hensive review of the numerous previous attempts to establish standardised qualitative
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Figure 3.7: Demonstrating the various retinal and choroidal vascular layers of two randomly
selected eyes with different ocular conditions, specifically dry AMD and wet AMD eyes, from
the Moorfields Eye Hospital OCTA image data set. The OCTA images of the uppermost row
demonstrate the textural appearance of the individual retinal and choroidal vascular layers
namely the superficial inner retina, the deep inner retina, the outer retina and the choriocapil-
laris layers of a dry eye; the lowermost row displays the OCTA images for an eye with a wet
AMD disease.

and quantitative measures as well as other studies that endeavour to develop and auto-
mate image texture analysis tasks, e.g.: image classification or image segmentation to
analyse the textural appearance of OCTA images in the context of AMD disease.

3.5 Related Works

Since the first introduction of the OCTA imaging technique for use in daily clinical
practice in 2014, there has been a huge surge in research interest towards using OCTA
image data across numerous studies endeavouring to interpret, understand and quantify
the textural appearance of OCTA images in the context of various ophthalmic vascular
conditions including AMD disease [22]. Due to extensive research towards the anal-
ysis of OCTA image data since 2014, it may be impossible to list all previous related
studies. As of January 2021, there have been over 3660 publications when only search-
ing for “OCT + angiography” and “OCT angiography” in the PubMed search engine,
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while in 2020 alone there have been over 1000 publications [22].
However, as the AMD disease is one of the major subjects of research presented

in this thesis, only notable OCTA image data analysis studies related to AMD disease
are selectively reviewed. Nonetheless, various OCTA image data analysis studies re-
lated to AMD disease can be grouped into two broad categories, namely conventional
approaches and automated approaches. The following subsections 3.5.2 and 3.5.1 pro-
vide comprehensive details about the various approaches related to each category.

3.5.1 Conventional Approaches

The previous methods for interpreting and understanding OCTA image data in the
context of AMD disease that fall under the category of conventional approaches can
be generally classified further into two main groups, namely qualitative analysis and
quantitative analysis. These different conventional approaches typically attempt to
propose various qualitative or quantitative measures based on certain morphological
characteristics of the CNV areas that can be visually observed or statistically quanti-
fied from the textural appearance of OCTA images. Comprehensive details about the
advantages and disadvantages related to the various previous studies, as well as the
overall objectives of each individual approach, e.g.: qualitative analysis or quantitative
analysis, are presented in the following sub-subsections 3.5.1.1 and 3.5.1.2.

3.5.1.1 Qualitative Analysis

Performing qualitative analysis on OCTA image data is one of the early studies to de-
tect ocular vascular pathologies in the context of AMD disease. The qualitative OCTA
image analysis approaches generally attempt to visually establish standardised patterns
for the CNV areas. This is typically accomplished by suggesting various qualitative
features based on certain morphological characteristics of the CNV areas that can be
visually observed from the textural appearance of OCTA images. Examples of notable
works include the studies conducted by Kuehlewein et al. [8] and Sulzbacher et al. [9],
among others [13–18].

The qualitative features used to describe the structures or textural arrangements of
CNV regions suggested by Kuehlewein et al. [8] include defining three distinct terms of
structural forms namely the “medusa”, the “sea fan” and the “indistinct” patterns. The
term medusa pattern is typically used to describe the textural appearance of OCTA im-
age that shows a large thick central abnormal blood vessel trunk with abnormal blood
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vessels branched in various directions. However, if more than 90% of the abnormal
blood vessels are branched in a single direction from a large thick central blood vessel
trunk, the term sea fan pattern is used instead as a description. The term indistinct
pattern, however, is typically used to describe the absence of distinct abnormal blood
vessels or lack of clear detail about the textural appearance of vascular abnormalities,
i.e.: CNV areas in OCTA images. The work conducted by Kuehlewein et al. [8] is
based on two dimensional OCTA images that demonstrate the textural appearance of
vascular in the choriocapillaris layer. Examples of OCTA images that show the textural
appearance of these various qualitative features or patterns of CNV regions are given
in Figure 3.8.

(a) A CNV lesion with a medusa pattern. (b) A CNV lesion with a sea fan pattern.

Figure 3.8: Samples of OCTA images that show the textural appearance of two different quali-
tative features or patterns of CNV regions as suggested by Kuehlewein et al. [8]. (a) Represents
an OCTA image that shows a CNV lesion with medusa pattern. The large thick central blood
vessel trunk is indicated by a white arrow. (b) Demonstrates an OCTA image that visualises a
CNV lesion with sea fan pattern.

The work conducted by Sulzbacher et al. [9], on the other hand, attempted to pro-
pose a new classification scheme for the wet AMD disease by establishing several spe-
cific vascular morphological patterns or qualitative features for describing the CNV
regions. The qualitative features suggested in their classification scheme include a
loose-net configuration (LN) pattern, a dense-net configuration (DN) pattern, a mixed
type of DN and LN patterns and an unidentifiable CNV pattern. The LN pattern is
typically used to describe the presence of individual blood vessels of large diameter
within the CNV lesion that are perceptible and well defined with low branching index
demonstrating no growing of capillary.

The DN pattern, on the other hand, is used to describe a high signal intensity of
vascular network with a dense capillary branching, i.e.: a region of vascular flow that
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bears a resemblance to a fine netlike pattern within the CNV lesion. The mixed type of
pattern is typically used to describe a situation of CNV lesion that comprises a ratio of
approximately 50% of CNV regions with a LN pattern and approximately 50% of CNV
regions with a DN pattern. The unidentifiable CNV pattern, as the name suggests, it is
used to describe situations when the CNV regions can neither be visually perceived in
the outer retina nor in the choriocapillaris layers. The work conducted by Sulzbacher
et al. [9] is based on two dimensional OCTA images that demonstrate the textural
appearance of vascular in the outer retina and the choriocapillaris layers. Examples
of OCTA images that show the textural appearance of the aforementioned different
qualitative features or patterns of CNV regions are given in Figure 3.9.

(a) LN pattern. (b) DN pattern. (c) Mixed type pattern.

Figure 3.9: Samples of OCTA images that show the textural appearance of three different qual-
itative features or patterns of CNV regions as suggested by Sulzbacher et al. [9]. (a) Represents
an OCTA image that shows a CNV lesion with LN pattern. The two red arrows indicate percep-
tible new blood vessels anastomosing, i.e.: forming connections that are normally branching
or diverging, at the edge of the CNV lesion. (b) Demonstrates an OCTA image that visualises
a CNV lesion with DN pattern. The region of CNV lesion with DN pattern is surrounded by a
dark halo area, i.e.: located approximately around the crossing green and red lines. (c) Shows
an OCTA image that presents a CNV lesion with a mixed type pattern that comprises both LN
and DN patterns. The area of CNV lesion that contains the LN pattern is specified by a blue
elongated circle while the areas of CNV lesions that comprise the DN pattern are indicated by
green circles.

While numerous studies [8,9,14–18,223] have attempted to create consistent quali-
tative features for identifying and describing the presentation of CNV regions in AMD
disease, the suggested classification schemes, criteria, and assessments are typically
performed merely by means of inferential personal judgments. However, purely rely-
ing on the above-mentioned qualitative features for detecting areas of CNV lesions can
be inappropriate for several reasons. For instance, the identification of various qualita-
tive features visually can vary among clinicians or researchers. In addition, interpreting
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and confirming their visual appearance in the texture of OCTA images generally tends
to be largely subjective in nature. Consequently, this may lead to unreliable measure-
ments of CNV lesions and hence, misleading diagnosis results.

3.5.1.2 Quantitative Analysis

Nevertheless, to alleviate the matter of potential variations between various clinicians
and facilitate establishing standardised methodologies for interpreting the texture of
OCTA images, quantitative measures have been widely employed across several AMD
based OCTA image analysis related studies. Among remarkable OCTA image anal-
ysis studies related to AMD disease that are based on quantitative features include
the works conducted by Kuehlewein et al. [224], Al-Sheikh et al. [225] and many
others [18, 223, 226–228]. The overall objective of utilising quantitative measures is
generally attributed to seeking additional rigorous consistency in analysing the texture
of OCTA images. As such, several simple mathematical formulas or feature extraction
operations have been employed to acquire quantitative measurements of CNV regions
in patients with AMD disease from the texture of OCTA images. Examples of quan-
titative operations typically employed to quantify areas of CNV lesions include the
blood vessel density (BVD) measure and the fractal dimension (FD) measure, among
other quantitative measures [18, 224, 228].

The BVD measure is typically used to estimate the proportion of the region oc-
cupied by blood vessels to the whole region of a CNV lesion based on merely pixel
intensity values [17, 18, 224, 225, 228]. It is normally computed over two dimensional
greyscale OCTA images that are transformed into binary images using a thresholding
operation that is manually fine-tuned to best visualise abnormal vascular networks,
e.g.: CNV lesions [18]. Manual adjustments of the imaging depth levels of the OCTA
imaging technique are usually required [18, 224, 225]. As such to provide OCTA im-
ages that reveal the best possible view of the regions of important vascular pathologies,
e.g.: CNV areas, so as to allow performance of precise delineation and quantification.
This BVD measure can provide details of variations in region size of CNV lesions
before and after treatments [18, 224].

The FD measure, on the other hand, is related to the number of replicated pat-
terns and the ratio of magnification factors. Specifically, it is estimated based on how
many repeated patterns of an equal scale are required to enclose a certain blood vessel
structure [225, 228]. This measure is typically used to assess the architecture of an
abnormal vascular network as it provides an estimate of the degree of vascular lesion
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pattern complexity, i.e.: details of the texture roughness of an abnormal blood ves-
sel [225]. It is normally calculated over two dimensional greyscale OCTA images that
are transformed into binarised and skeletonised images using thresholding and skele-
tonisation operations that are manually fine-tuned to best visualise abnormal vascular
networks, e.g.: CNV lesions [18, 225]. The skeletonisation operation is related to the
process of reducing certain foreground regions in binary images to enhance the repre-
sentation while preserving most of the underlying structure of regions present in the
original images. Manual adjustments of the imaging depth levels of the OCTA imaging
technique are also usually required [18, 224, 225]. As such to provide OCTA images
that reveal the best possible view of the regions of important vascular pathologies, e.g.:
CNV areas, so that to facilitate performing precise delineation as well as quantification
over the regions of interest.

The FD measure can take any value in the range of 0 to 2 such that (0 ≤ FD ≤ 2).
A large value of FD measure indicates an increased complexity of vascular lesion
pattern i.e.: a rougher texture of vascular lesion [225]. If the value of FD measure
is 0 that may indicate the appearance of a point, while the value of 1 may suggest the
presence of a smooth curve and the value of 2 may refer to the existence of a filled
rectangle [69]. Any other FD measure values that fall between 0 and 2 may represent
the existence of any irregular vascular texture patterns or shapes. The changes of the
FD measure values are usually used as indicators for assessing improvements in the
pattern complexity of the CNV lesion regions before and after treatments [225].

The ability to quantitatively estimate ocular vascular changes in OCTA images
due to abnormalities, e.g.: CNV lesions in AMD disease, has been demonstrated to
enhance AMD detection as well as to provide several advantages. For instance, it
can provide great opportunities including not only the acquisition of greater insight
into understanding details about the spatial progression of CNV lesions over a certain
period but also to allow evaluating their structural information in response to treat-
ments [18]. Nevertheless, when assessing the previously mentioned approaches that
utilise quantitative measures as clinical diagnostic techniques for evaluating and mon-
itoring patients with AMD disease, they suffer from several limitations. For example,
most of the previous techniques require manually delineating for the boundaries of the
CNV lesions regions so as to be measured [18, 223]. However, this is a very laborious
task to perform that would rather constrain the applicability of such approaches that
require outlining regions of interest manually in such busy clinic situations. Addition-
ally, this is not a trivial task to perform given the complexities and significant variations
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in the textural appearance of CNV lesions in OCTA images among various patients as
well as different ocular vascular layers.

An additional important limitation associated with previous approaches includes
the necessity of manual steps for adjusting the imaging depth levels of the OCTA imag-
ing technique to allow capturing OCTA images with the best possible view of details
of regions of vascular pathologies, e.g.: CNV areas. Besides the involvement of man-
ual steps being very time consuming and potentially introducing bias, the adjustments
of the imaging depth levels can be an extremely challenging task. This is because the
textural appearance of vascular details varies significantly among various ocular vas-
cular layers and this is largely attributed to the nature of how abnormal blood vessels
grow. As the CNV lesions typically grow by perforating the Bruch’s membrane that is
the deepest part of the choroid layer and progress into other subretinal layers, vascular
details can appear more obvious in certain layers than others [183]. Hence, capturing
OCTA images that include precise and comprehensive localisation information about
CNV areas can be impossible to achieve.

A further downside associated with the previous approaches is the application of
morphological transformations, e.g.: a skeletonisation operation or applying a simple
thresholding operation to the OCTA images [18, 225]. While the application of these
techniques is believed to enhance the vascular networks appearance in OCTA images,
they may cause undesirable changes to the underlying structural arrangement of vas-
cular texture in the OCTA images. Furthermore, the quantitative operations, e.g.: the
BVD and the FD measures for evaluating the regions of CNV lesions suggested by the
previous approaches are manually performed. Consequently, they are not ideal to be
employed in clinics with large populations as they are very laborious to compute on
every single patient visit.

Although some basic quantitative OCTA related measures, e.g.: the BVD and the
FD measures, have been made possible and can be provisionally estimated directly
from OCTA images with certain pathologies, e.g.: AMD disease, even with such sim-
ple quantitative measurements they can be inaccurate if they are not calculated rigor-
ously [22, 229, 230]. A major reason for this is due to the potential presence of image
artifacts, i.e.: noise, such as uneven illumination in OCTA images [222,231]. This can
cause major distortion to the textural appearance of CNV regions in OCTA images.
Consider a case with the presence of significant uneven illumination of CNV regions
in OCTA images. While the textural appearance of CNV regions in the OCTA images
may appear different, the CNV regions may, however, share the same distribution of
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pixel intensity values as the case previously illustrated in Figure 2.7. Therefore, relying
on simple statistical quantitative measures including the BVD measure that is based on
raw image pixel intensity values distribution to quantify the texture contents of OCTA
image, i.e.: the CNV regions, can be inadequate and misleading.

Likewise, the FD measure can also be inaccurate for quantifying the areas of CNV
lesions in OCTA images. This is because the FD measure values in OCTA images
typically take fractional FD measure values, while synthetic or man-made images may
have integer FD measure values. Recall that the FD measure is based on the number of
replicated fractals or patterns; however, in most natural texture images including OCTA
images, this number is normally unknown due to the large quantity of variabilities and
complexities in real images. Consequently, this FD measure may be more appropriate
for deterministic patterns that appear in synthetic or man-made texture images, since
the number of replicated patterns is normally well-known in those images.

As the OCTA is an emerging imaging technique, OCTA image data may also
involve other image artifacts, e.g.: orientation changes to the texture of OCTA im-
ages [25,27,202,222]. The severity of these potential image artifacts i.e.: illumination
and orientation changes can vary among OCTA images from being negligible to preva-
lent [22]. Equally important, evaluating OCTA image data visually and manually can
also be indefensible due to limited resources. This issue is particularly critical for
the OCTA imaging technique as it produces high resolution image data that typically
require additional effort to examine and evaluate.

Given the previously mentioned limitations with previous approaches, automating
the ways of quantifying and analysing the textural appearance of OCTA images for
patients with AMD disease is therefore of a profound priority to be enabled. Besides,
automation of OCTA image analysis can allow effective validation of OCTA image
data to be performed so that they can reach their highest potential in the clinic, the
automation of OCTA image analysis can also provide several advantages. For exam-
ple, this can allow performing a rapid evaluation of abnormal vascular regions, e.g.:
the CNV lesions, specifically on every single patient visit to the clinic or the hospi-
tal. Consequently, this can provide effective assessments of AMD patients who need
regular follow-up examinations to be performed as well as early identification of those
patients who are in extreme need of urgent observation or treatment to be effectively
recognised in a suitable timely manner. Hence, this in turn can allow accomplishing
both smooth and rapid streamlined workflow in busy clinical settings.

The following subsection 3.5.2 provides comprehensive details about the various
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advances and most recent works that attempt to automate the task of analysing OCTA
images in the context of AMD disease.

3.5.2 Automated Approaches

Fortunately, rapid developments in the OCTA imaging technique are proceeding si-
multaneously with improvements in automating various tasks of analysing the texture
of OCTA images, e.g.: classification and segmentation [22]. This rapid progress in
the automation of various OCTA image analysis tasks are mainly steered by the in-
troduction of various advanced computer vision and AI systems that are constructed
with carefully selected specialised and sophisticated techniques including texture rep-
resentation, deep learning, pattern recognition and machine learning algorithms [22].
Techniques based on computer vision and AI systems are among the most important
approaches in the field of computer science as they are exploited across numerous
domains ranging from academia, medicine, business and industry, among others [22].

Nevertheless, medical diagnostic imaging is one of the domains that has particu-
larly benefited the most from the developments and improvements of various computer
vision and AI systems [22], such as the numerous computer vision and AI systems ac-
complishing state-of-the-art performance in various extremely challenging image tex-
ture analysis tasks. These tasks include performing feature extraction, pattern recog-
nition, classification and segmentation and many more in medical image data that are
captured by numerous imaging modalities such as X-ray, Magnetic Resonance Imaging
(MRI), Computed Tomography (CT), OCTA, OCT, FA, IGA and many other imaging
techniques [22, 232].

Extensive research in exploring computer vision and AI systems has already re-
vealed that these systems demonstrated feasibility in various medical domains, includ-
ing radiology and pathology, that have remarkable similarities to ophthalmology [118].
This is because these various medical domains are equally deeply embedded into the
diagnostic medical imaging that is the most prominent application of computer vision
and AI systems in healthcare as evidenced by several studies [22,118,233]. Figure 3.10
illustrates the proportion of computer vision and AI systems that are applied into diag-
nostic medical imaging data in comparison to other diagnostic medical related data on
the PubMed search engine [233].

From Figure 3.10, it can be clearly perceived that diagnostic medical imaging holds
the highest proportion. Hence, this confirms diagnostic medical imaging as the most
prominent domain for the application of computer vision and AI systems to automate
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Figure 3.10: Illustrating the proportion of computer vision and AI systems that are applied
into diagnostic medical imaging data in comparison to other diagnostic medical related data on
the PubMed search engine [233].

various medical image understanding and analysis tasks. This can be greatly appreci-
ated, and this is due to the nature of medical images, as they usually appear very com-
plex and high-volume which makes them challenging to be interpreted visually [233].
The application of computer vision and AI systems in diagnostic medical imaging data
is also anticipated to further expand as various imaging modalities, e.g.: OCTA imag-
ing technique, rapidly improve [118].

Nevertheless, while numerous studies [118, 159, 160, 234–242] endeavour to auto-
mate identifying AMD disease, most of them are concerned with automating the anal-
ysis of images produced by the OCT, FA and IGA imaging techniques, rather than the
novel OCTA imaging technique. However, the OCT, FA and IGA imaging techniques
are not designed to generate high resolution images of individual ocular vascular lay-
ers and hence may fail to visualise or distinguish the abnormalities associated with the
AMD disease. Likewise, automated AMD detection approaches based on the OCT, FA
and IGA images are carefully developed with specialised measures and methods that
are particularly suited to the characteristics of those images. Hence, they may not be
appropriate or applicable for analysing OCTA images of AMD disease. Consequently,
developing specialised automated image texture analysis approaches for AMD detec-
tion based on the characteristics of OCTA images is necessary.
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Although there are numerous studies [8,9,14–18,223–228] endeavouring to quan-
tify and identify AMD disease in OCTA images, studies concerning specifically the au-
tomation of AMD detection in the context of OCTA image data have been significantly
lacking until now. Nevertheless, recent works to automate OCTA image texture analy-
sis tasks in the presence of AMD disease broadly fall into two main categories, namely
image segmentation and image classification tasks. Comprehensive details about the
merits and demerits related to the various previous studies as well as the overall ob-
jectives of every individual task, e.g.: segmentation or classification, are given in the
following sub-subsections 3.5.2.1 and 3.5.2.2.

3.5.2.1 Image Segmentation

As previously seen with the conventional quantitative operations, e.g.: BVD and FD
measures for evaluating the regions of CNV lesions, they typically require precise man-
ual tissue and blood vessels segmentation or delineation as an initial step. However,
with the presence of potentially significant image artifacts, e.g.: changes in illumina-
tion and rotation, and complex vascular patterns, e.g.: variations in shape, location,
and size in the OCTA images of various ocular vascular layers between different pa-
tients, the capacity of manually segmenting the areas of CNV lesions effectively may
exceed the clinician’s ability [10]. Hence, measurements of CNV lesions derived based
on manual delineating of the boundaries of CNV areas via conventional quantitative
approaches may potentially be misleading.

Motivated by the potential issues mentioned above, accurate automated segmenta-
tion and quantification of CNV lesions is extremely necessary. This is not only because
it can ensure the extraction of robust and less biased measurements of areas of CNV
lesions, but also can provide several advantages to clinicians. For instance, it can allow
them to gain more insight into understanding details about the CNV lesions in AMD
disease. Specifically, it would be extremely useful in the diagnosis of CNV lesions, the
evaluation of the therapeutic effectiveness of various treatments, speeding up the clinic
workflow and so on [10]. Consequently, these matters call for the profound necessity
for robust and reliable automated segmentation methods that are capable of accurately
identifying regions of CNV lesions in OCTA images.

The overall aim, however, of automating the analysis of OCTA image texture by
the mean of image segmentation is typically to partition the OCTA image into multiple
disjoint regions in order to simplify and transform the complex representation of an
OCTA image into a new representation that is more interpretable and understandable,
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i.e.: highlighting important regions, e.g.: CNV areas, to make it clearly observable.
It might also potentially help for further analysis to be performed or for more infor-
mation to be obtained using the segmented regions of interest, such as the areas of
CNV lesions. As such, various segmented regions, i.e.: CNV areas in the segmented
OCTA image, may comprise a certain appearance or characteristics such as texture,
colour, etc that are potentially heterogeneous or homogeneous with other regions, e.g.:
healthy vascular areas or areas of CNV lesions. Based on the similarities or dissim-
ilarities of segmented regions, OCTA images may perhaps be more measurable or
understandable.

Notably, image segmentation problems are among the most challenging image tex-
ture analysis tasks among computer vision and AI-assisted medical image analysis
applications. This is essentially because prior knowledge or details about the regions
of interest, e.g.: CNV areas that are to be segmented, are typically required, however,
these details may not be always evidently apparent. Examples of these details include
the number of various regions, e.g.: CNV areas, objects, types of textures that exist
in the textured image and so on. While it may not be necessary to know these de-
tails, being aware of them is the only way to tell if the various segmented areas, e.g.:
CNV regions or healthy vascular regions in the OCTA image, share similarity with
each other or if each area, e.g.: a CNV region, is distinct from another region, e.g.: a
healthy vascular region, in the segmented image.

As demonstrated in Chapter 2, specifically in subsection 2.2.2, image segmentation
tasks are typically further grouped into two broad categories, namely region-based and
boundary-based, depending upon the task to be achieved. Nevertheless, most previous
attempts to automate the analysis of OCTA image texture by means of image segmen-
tation are region-based. In the region-based approaches, the overall objective is to
detect the areas, e.g.: CNV regions, that have a uniform textural appearance or colour.
The process then typically may involve merging or combining the detected areas, e.g.:
CNV regions, with each other based on their similarity.

The region-based approaches have the advantage that the boundaries of the areas,
e.g.: CNV regions, are usually roughly closed. Hence, areas identified with different
texture appearance or colour may be well defined and separated. However, the region-
based approaches have some disadvantages. This is because it may be sometimes
necessary to define a set of values of parameters before segmenting the image, e.g.:
the OCTA image, such as a similarity threshold value, number of distinct regions, e.g.:
CNV regions and so on. Nonetheless, among notable recent studies to automate the
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task of segmenting and quantifying areas of CNV lesions in OCTA images for patients
diagnosed with AMD disease are the works by Jia et al. [6], Liu et al. [10], Zhang et
al. [243] and Taibouni et al. [244].

The automated segmentation approach proposed by Jia et al. [6] is among the early
attempts to analysis OCTA images with a view to automate detecting and quantifying
regions of CNV lesions by the means of segmentation. Their segmentation scheme
is based on two dimensional greyscale OCTA images of the deep inner retinal and the
outer retinal layers that are captured from a 3×3 mm field of view that is centred around
the fovea region. The OCTA images of these two different retinal layers are extracted
by manually adjusting the imaging depth levels of the OCTA imaging technique to
acquire OCTA images that reveal the best possible view of the regions of interest, e.g.:
CNV areas. A total number of 10 eyes comprising 5 eyes diagnosed with wet AMD
disease and 5 eyes normal controls were involved in their study.

The segmentation procedure of Jia et al. [6] starts by applying a 30×30-pixel Gaus-
sian filter to an OCTA image of the deep inner retinal layer to produce a binary OCTA
image of large deep inner retinal vessel map. This filtering step is aimed at removing
any potential blood flow projections from the blood vessels of the superficial retinal
layer to the outer retinal layer. The result of this filtering operation is a new OCTA
image of the deep inner retinal layer that contains only large blood vessels projections
while most small deep inner retinal blood vessels are removed. The segmentation tech-
nique is then followed by subtracting the filtered OCTA image of the deep inner retinal
layer from the OCTA image of outer retinal layer. This produces a new OCTA image of
the outer retinal layer that contains no large blood vessel projections. A 10×10-pixel
Gaussian filter is then applied to the newly generated OCTA image of the outer retinal
layer to produce a binary OCTA image of the outer retinal flow map. This filtering step
is intended to remove any potential remaining blood flow projections to obtain a clean
map of the outer retinal layer as it is a typically avascular layer, i.e.: shows no blood
vessels. The final resultant OCTA image of the outer retinal layer is then anticipated to
demonstrate a clear map of the CNV region, where further analysis can be performed
such as measuring the size of CNV area.

The automated segmentation scheme proposed by Liu et al. [10], on the other hand,
is built upon the work by Jia et al. [6], introducing further enhancements to allow ac-
curate recognition of CNV areas. Their segmentation scheme is based on two dimen-
sional greyscale OCTA images of the deep inner retinal and the outer retinal layers that
are captured from a 3×3 mm field of view that is centred around the fovea region, as
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in the work by Jia et al. [6]. The imaging depth levels of the OCTA imaging technique
were also manually adjusted during extraction of the OCTA images of the two differ-
ent retinal layers. This is to obtain OCTA images that reveal the best possible view of
the regions of interest, e.g.: CNV areas. A total number of 7 eyes from 7 participants
diagnosed with wet AMD disease were involved in their study. Their segmentation
scheme assumes that the CNV region occupied a large portion of the OCTA image.

Broadly, the segmentation procedure by Liu et al. [10] starts with a pre-processing
step that involves applying a 20×20-pixel Gaussian filter to an OCTA image of the
deep inner retinal layer. This is then followed by subtracting the filtered OCTA image
of the deep inner retinal layer from an OCTA image of the outer retinal layer. This is to
produce a clean OCTA image of the outer retinal layer that better highlights the CNV
region, since most large, deep inner retinal blood vessels are removed. However, the
resulting OCTA image may still contain minor, bright discrete noise regions, i.e.: very
small areas of blood flow projections. To eliminate these potential noise regions and
define a clear map of the CNV area, a context-aware saliency model based on orienta-
tion, brightness, and location information is applied. This produces a saliency map of
the CNV area that is further improved by a post-processing step through applying non-
linear filtering, thresholding, and morphological operations to acquire a clean outline
or boundary of the CNV area to be measured. The CNV area is then estimated based
on the proportion of flow pixels located within the boundary of CNV lesions.

A later study was conducted by Zhang et al. [243] to propose an automated seg-
mentation algorithm to identify CNV lesions and quantify the size of CNV regions
in OCTA images. Their segmentation scheme is based on two dimensional greyscale
OCTA images of the outer retinal layers captured from 3×3 mm and 6×6 mm field
of views centred around the fovea region. During extraction of the OCTA images of
the outer retinal layers, a semi-automated segmentation procedure was employed. This
was performed by incorporating manual corrections to the imaging depth levels of the
OCTA imaging technique. This is to ensure accurate segmentation and detection of
the OCTA images revealing the best possible visualisation of the relevant retinal layer
that distinctly show useful and important details, i.e.: regions of CNV lesion. A total
number of 27 eyes from 23 subjects diagnosed with AMD disease were involved in
their study.

The automated segmentation algorithm of Zhang et al. [243] briefly follows six
main steps. It starts by taking the OCTA image of the outer retinal layer as an input
and enhances the contrast and brightness by applying an adaptive thresholding method,
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i.e.: different threshold values for different image regions. This generates a contrast
enhanced OCTA image that is smoothed by applying a Gaussian filter. The smoothed
OCTA image is further processed by applying a thresholding operation to generate a
binary OCTA image. A morphological dilation operation is then applied on the gener-
ated binary OCTA image to detect the contour or boundary of the CNV areas. The area
size of the CNV lesion is finally estimated based on the proportion of pixels that oc-
cupy the CNV region that is bounded by the boundary line. Their study demonstrated
that when using OCTA images captured with 3×3 mm field of view, it is possible to
obtain reliable measurements of CNV regions via the automated algorithm. However,
this is in contrast with OCTA images that are captured with 6×6 mm field of view, as
this in turn made it a challenge for the automated algorithm to quantify the correct size
of the CNV regions.

A recent study was conducted by Taibouni et al. [244] to design an automated
quantification and segmentation algorithm for distinguishing various shapes, sizes, and
locations of regions of CNV lesions in the context of AMD disease based on OCTA
images. Their segmentation scheme is based on two dimensional greyscale OCTA im-
ages of the outer retinal layers that are captured from a 3×3 mm field of view that is
centred around the macula region. The OCTA images of the outer retinal layers are ob-
tained by manually amending the imaging depth levels if the automated segmentation
of the OCTA imaging technique for the relevant retinal layers was not satisfying to en-
sure the acquisition of OCTA images that reveal the best possible view of the regions
of interest, e.g.: CNV areas. A total number of 54 eyes from 54 patients diagnosed
with wet AMD disease were involved in their study.

The patients involved in the study of Taibouni et al. [244] were also further di-
vided into two different categories based on the topology appearance of CNV lesions
in OCTA images. The OCTA images that show densely crowded networks of CNV
lesions with no noticeable branching patterns are grouped under category 1. However,
the OCTA images that demonstrate networks of CNV lesions with noticeable separate
branching patterns are grouped under category 2. A different segmentation algorithm
was created for every single category. Nevertheless, two common steps were involved
with the two different segmentation algorithms. The first step included the contrast en-
hancement operations as well as median filtering operations. These operations are in-
tended to separate areas of CNV lesions from noise to clearly discriminate the outlines
of CNV regions. The second step comprises the necessity of the clinicians’ interac-
tions to manually select a single or several markers on the OCTA images to suggest the
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location of CNV lesions that are to be segmented and measured. Several quantitative
measures based merely on pixel intensity value disputations have been used in their
study to quantify areas of CNV lesions, e.g.: the BVD measure, to estimate the pro-
portion of the region occupied by blood vessels to the whole region of a CNV lesion.
The algorithm developed for the group of patients in category 2 that have noticeable
separate branching patterns of CNV lesions broadly demonstrated better performance
compared to the algorithm designed for the group of patients in category 1.

Previous automated segmentation algorithms [6, 10, 243, 244] have been demon-
strated to provide several advantages for clinicians. These include allowing rapid and
accurate detection and quantification for areas of CNV lesions in AMD patients to be
performed. They can also reduce the interactions of clinicians in interpreting, delin-
eating and understating complex OCTA images of various retinal vascular layers for
various patients with AMD disease. Despite previous attempts [6,10,243,244] to auto-
mate the analysis of OCTA images by means of image segmentation being potentially
clinically beneficial, being soundly innovative and having provided some advantages
to clinicians, they do, however, suffer from numerous limitations. Examples of these
include situations where several patients diagnosed with AMD disease were excluded
from the automated analysis in most previous studies [10, 243]. On some occasions,
various patients diagnosed with AMD disease were separated into several different
groups and distinct automated segmentation algorithms developed based on the topol-
ogy appearance of the areas or the texture areas characteristics of CNV lesions [244].

There are several motivations for exclusion of some patients or separation of them
into different groups based on the topology of CNV areas in previous studies [10,
243, 244]. These can include a situation where the trained graders were potentially
unable to identify or confirm the presence of CNV regions in OCTA images. Another
potential reason may be that the areas of CNV lesions were not very perceptible or
fully contained within the OCTA images. The well-defined presence of CNV areas
in OCTA images is crucial in enabling the successful automated analysis of OCTA
images by means of image segmentation. As such to allow precise quantifications to
be performed over the regions of interest, i.e.: areas of CNV lesions.

Nevertheless, most previous automated segmentation approaches [6, 10, 243, 244]
also require assistance from clinicians who are domain experts to manually amend the
imaging depth levels of the OCTA imaging technique. This is to ensure production of
OCTA images that show the best possible details of regions of CNV lesions. While the
amendment of the depth levels of the OCTA imaging technique may be beneficial, it
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may however, introduce bias. Consequently, the previously mentioned limitations can
be a major barrier that would rather limit making the most of the features delivered by
the OCTA imaging technique, such as the automated segmentation of various vascu-
lar retinal layers. Likewise, the clinical applicability and utility of almost all previous
automated segmentation approaches [6, 10, 243, 244] designed for evaluating patients
diagnosed with AMD disease can be inappropriate and misleading. Hence, these auto-
mated segmentation approaches [6,10,243,244] cannot be integrated into daily clinical
practices as their overall objectives, e.g.: reducing the burden on the clinicians, ensur-
ing to capture reliable and consistence measurements of CNV lesions and so on, are
nearly all violated.

3.5.2.2 Image Classification

In computer vision and AI-assisted medical image texture analysis applications, the
task of an image or a texture classification follows a slightly different approach to that
in the image segmentation tasks. Specifically, the overall objective is typically to as-
sign an entire image or a particular texture region within an image as belonging to a
class of a predefined set of categories in the training samples. The classification task
can be conducted as a binary classification problem, such as classifying a whole image
as diseased or healthy. An additional example of a binary classification problem in-
cludes the task of localising a texture region within an image as being inside or outside
a given texture class, e.g.: a healthy or a diseased texture region. The classification
task can also be performed as a multiclass classification problem, such as classifying
different images from healthy subjects among other subjects with various ocular dis-
eases, e.g.: AMD, DR and glaucoma. Nevertheless, comprehensive details including
general examples about a range of image classification tasks are given in Chapter 2,
specifically in subsection 2.2.1.

While there are several attempts [6,10,243,244] to automate the analysis of OCTA
image texture in the context of AMD disease by means of image segmentation, studies
that concern automating the task of image classification in OCTA images with AMD
disease are unfortunately significantly lacking until present. This is not only because
the OCTA imaging technique is new and there are only a few labelled OCTA image
data sets with AMD disease that can be made available, but also the opposite classes,
i.e.: healthy subjects that are profoundly necessary for enabling the image classifica-
tion tasks, are extremely hard to obtain. These two aspects are very crucial behind
the success in creating various computer vision and AI-assisted medical image texture
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analysis systems by the means of image classification. Nevertheless, among the out-
standing recent works to automate the task of image classification in OCTA images for
patients diagnosed with AMD disease are the studies by Vaghefi et al. [245] and Wang
et al. [246].

The study conducted by Vaghefi et al. [245] is aimed at exploring the feasibility of
combining various ocular vascular image data sets as produced from multiple different
ocular vascular imaging modalities in comparison to only relying on a single ocular
vascular image data set generated from a single ocular vascular imaging modality in
solving retinal image analysis and understanding tasks. Specifically, this is to investi-
gate whether the detection accuracy of dry AMD could be enhanced in this way. The
various ocular vascular imaging modalities employed in their study include the OCTA,
the OCT and the standard colour fundus photography (CFP) imaging techniques. The
standard CFP imaging technique visualises the ocular vasculature in a manner sim-
ilar to those previously mentioned fundus imaging techniques, i.e.: the FA and the
IGA. However, the main difference is that the CFP imaging technique does not involve
the injection of a contrast agent, i.e.: dye. Instead, the retina is typically illuminated
by only white light and then examined merely in full colour, hence the name “colour
fundus photography” [58].

Before diving into the description of the automated retinal image analysis work for
the diagnosis of dry AMD proposed by Vaghefi et al. [245], a brief overview about
the participants enrolled and data sets utilised in their study are firstly given. A total
number of 75 participants were involved in the study, distributed into three different
groups based on their age and eye condition. The first group includes 20 young healthy
(YH) subjects, the second group involves 21 old healthy (OH) subjects, and finally the
third group comprises 34 patients diagnosed with dry AMD. Only a single eye of each
individual participant underwent several different eye scan examinations, specifically
the CFP, the OCT, and the OCTA imaging techniques.

The automated retinal image analysis in the study of Vaghefi et al. [245] was per-
formed based on participants not individual images to avoid data leakage between the
training and testing data sets. None of the participants were excluded in their study due
to, for example, having any existing posterior eye diseases, e.g.: glaucoma, low image
quality and so on that may affect the appearance of retinal or choroidal vasculature in
the various images captured. The OCTA, OCT, and CFP image data sets are used in
their raw form and there was no pre-processing step involved prior to conducting the
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image analysis. As the OCTA image data set comprises several images from the var-
ious retinal and choroidal layers, e.g.: images of the outer retina and choriocapillaris
layers, the images of individual layers are identified and extracted in an automated
manner without any manual assistance.

Nevertheless, the automated retinal image analysis for the diagnosis of dry AMD
proposed by Vaghefi et al. [245] is accomplished by means of developing different au-
tomated image classification methods based on so-called “deep learning” technology.
Particularly, various automated image classification methods are developed through
experimenting with numerous different design strategies of learned texture representa-
tion techniques, e.g.: CNN models. These are achieved by utilising the various ocular
vascular image data sets generated to train several different designs of CNN models.
This is then followed by evaluating the performance of the individual designs of CNN
models to identify the best overall performing design of CNN model that can detect
dry AMD cases more accurately.

The general investigation strategy followed by the study of Vaghefi et al. [245]
comprises experimenting with specifically three different designs of CNN models.
The first design involves training three separate single modality-based CNN models
on every single ocular vascular image data set as produced from every single imag-
ing modality, namely the CFP, the OCT, and the OCTA imaging techniques respec-
tively. The second design comprises training two separate dual modality-based CNN
models on two different ocular vascular image data sets combined. These combined
data sets are generated by combining two different retinal image data sets as produced
from two different imaging modalities, namely the OCT + the OCTA and the OCT
+ the CFP imaging techniques, respectively. The third design includes training one
multimodality-based CNN model on multimodal ocular vascular image data sets that
are generated by merging together the different retinal image data sets produced from
the three different imaging modalities, namely the OCT + the OCTA + the CFP imag-
ing techniques. Multiclass image classification tasks, i.e.: classifying individual par-
ticipants as belonging to one of the following three classes, namely young healthy
(YH), old healthy (OH) and dry AMD, are conducted in all three previous steps of
investigation.

The evaluation results of various methods developed by Vaghefi et al. [245] demon-
strated that each imaging modality can be more appropriate for classifying certain cat-
egories. For example, both single modality-based CNN models based on the CFP data
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set alone and the OCTA data set alone are almost equally revealed to be the most sen-
sitive in identifying dry AMD cases. However, the single modality-based CNN model
that is based on the OCT data set alone has been demonstrated to be more sensitive to
ageing, i.e.: detecting the YH and OH groups more accurately rather than identifying
the eye condition. Nevertheless, the evaluation of three different designs of CNN mod-
els related to exploitation of the OCTA data set show that the single modality-based
CNN model trained on the OCTA data set alone can achieve an overall diagnostic ac-
curacy of 91%. The dual modality-based CNN model trained on the OCT + the OCTA
data sets demonstrates an overall diagnostic accuracy of 96%. The multimodality-
based CNN model trained on the OCT + the OCTA + the CFP data sets demonstrates
near perfect diagnostic accuracy result as of 99%.

A summary of the evaluation results for the multiclass image classification tasks
performed by the various CNN models that are specifically concerning to exploit
OCTA data set as proposed by Vaghefi et al. [245] is given in Table 3.3. Particu-
larly, the evaluation results demonstrate the performance of various CNN models that
are based on the OCTA data set alone, the combination of the OCTA + the OCT data
sets and the merging of the OCT + the OCTA + the CFP data sets, respectively. From
the evaluation results in Table 3.3, it can be clearly observed that as more image data
from different imaging modalities are combined, the performance greatly improves for
detecting both ageing, i.e.: YH or OH, as well as the eye condition, i.e.: dry AMD
disease.

Table 3.3: A summary of the multiclass image classification results of the various CNN models
proposed by Vaghefi et al. [245].

Age and Eye Condition
Design of CNN Model Evaluation Measures

YH OH Dry AMD
Sensitivity / recall 95% 83% 97%

Specificity 99% 96% 76%CNN Model based on OCTA

Accuracy 91%

Sensitivity / recall 100% 95% 92%

Specificity 97% 94% 98%CNN Model based on OCTA+OCT

Accuracy 96%

Sensitivity / recall 100% 99% 100%

Specificity 100% 100% 99%CNN Model based on OCTA+OCT+CFP

Accuracy 99%

A very recent and outstanding study was conducted by Wang et al. [246] for the
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identification of areas associated with CNV lesions in OCTA images for patients diag-
nosed with late stage of AMD disease, i.e.: wet AMD. Recall that the tasks of image
classification and image segmentation are closely related to each other as previously
described in Chapter 2, specifically in subsection 2.2.2. As such, the various techniques
used to solve image classification tasks can also be borrowed for solving image seg-
mentation tasks, and vice versa. Nevertheless, the work conducted by Wang et al. [246]
integrates both image analysis tasks, namely classification and segmentation, in a sin-
gle algorithm by exploiting deep learning technologies. Specifically, they developed a
single algorithm based on two learned texture representation techniques, i.e.: two CNN
models. The two CNN models perform complimentary tasks, and together construct
a robust algorithm for classifying and segmenting areas of CNV lesions. Broadly, the
algorithm starts first with the task of classifying input OCTA images based on the pres-
ence or absence of regions associated with the CNV lesions, and then, if areas of CNV
lesions are present, the following task is to segment the areas of CNV lesions that
appear within the OCTA images.

Prior to outlining the algorithm proposed by Wang et al. [246], details about the
eye conditions of participants, the OCTA image data sets and the pre-processing steps
involved in their study are given. A total number of 607 eyes comprising 117 eyes
diagnosed as CNV cases and 490 eyes as non-CNV control cases were involved in
their study. The CNV cases comprise several eyes diagnosed by retinal specialists
with CNV lesions due to wet AMD disease and CNV secondary to wet AMD disease.
The eyes with secondary CNV lesions share similar abnormal vascular characteristics
of wet AMD disease. The non-CNV control cases comprise several eyes with various
conditions including healthy eyes as well as eyes diagnosed with other retinal vascular
pathologies including dry AMD, DR, among others.

All participants with CNV and non-CNV eyes in the study of Wang et al. [246] un-
derwent several eye scan examinations using only the OCTA imaging technique. The
field of view of scanning area was set to 3× 3 mm centred around the fovea region.
Diverse and information-rich OCTA image data sets including OCTA images of the
inner and outer retina with different depth levels as well as volumetric OCTA image
data cubes of the outer retinal vasculature were collected and used in their study. The
three-dimensional OCTA outer retinal volumes were separated into several two dimen-
sional OCTA images with distinct depth levels to facilitate feeding them into the two
dimensional CNN model employed.

Nevertheless, the number of OCTA images used in the work of Wang et al. [246]
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is 1,676 in total involving several OCTA images from repeat and regular follow-up
eye examinations that are captured from same macular area which is centred on the
fovea. The various OCTA images obtained from follow-up eye examinations were
treated as unique cases. This is because the textural appearance of CNV lesions in the
OCTA images is significantly different between various visits of patients to the clinic
for the OCTA imaging sessions. None of the OCTA images were excluded due to,
for example, low image quality that could affect the textural appearance of retinal or
choroidal vasculature in the various OCTA images captured.

Additionally, different pre-processing steps were performed in the study by Wang
et al. [246] on the various OCTA image data sets utilised. These include manual modi-
fications of the imaging depth levels of the OCTA imaging technique during extraction
of the OCTA images. Furthermore, various regions of interest, i.e.: areas of CNV
lesions in the OCTA images of the outer retinal layer, were manually segmented by
experienced clinicians to use as ground truth to train the algorithm for performing the
segmentation task. Additionally, the application of layer subtraction operations on the
OCTA images, e.g.: images captured from the superficial retinal layers which are sub-
tracted from images acquired from the deeper retinal layers, was also performed. This
is to construct clean OCTA images of the outer retinal layers that typically contain no
large blood vessel projections and better highlight the CNV regions.

Generally, the outline of the proposed automated CNV lesions identification and
segmentation algorithm of Wang et al. [246] is as follows. As the algorithm consists
of two distinct CNN models, they are jointly trained on the diverse OCTA data sets to
perform two integrated tasks. Specifically, these are to classify the OCTA images as
either containing CNV lesion or being CNV lesion free, and to segment the areas of
CNV lesions if present in the OCTA images. Consequently, the algorithm performs
two image analysis tasks, namely a binary image classification in the OCTA images,
i.e.: CNV vs non-CNV, and an image segmentation on the detected areas related to
CNV lesions in the OCTA images, respectively.

The overall task of the first CNN model in the algorithm of Wang et al. [246] is
to identify whether the areas of CNV lesions are present in the input OCTA images
based on a CNV size cut-off threshold value or otherwise classify the input OCTA
images as non-CNV, i.e.: CNV-free. The CNV size cut-off threshold value of an area of
CNV lesion was estimated based on maximising the detection sensitivity in the training
OCTA data sets. The OCTA images with areas of CNV lesions that are smaller than a
physical area of 0.004 mm×0.004 mm, i.e.: approximately equivalent to a pixel area
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of 7×7 in an OCTA image, are not considered to comprise regions of CNV lesions.
If the CNV lesions are present, the process is then followed by localising the areas
of CNV lesions within the input OCTA images and generating blood vessel masks
corresponding to the locations of CNV lesions. However, the main task of the second
CNN model is to perform a pixel-wise blood vessel segmentation over the blood vessel
masks generated through the first CNN model. Overall, the ultimate outputs of the
entire automated diagnosis algorithm are segmented OCTA images that comprise only
segmented areas associated with the CNV lesions.

The automated OCTA image analysis algorithm developed by Wang et al. [246]
was evaluated based on the individual eyes rather than the individual OCTA images.
As such, no single eye was included in both training and testing the algorithm devel-
oped, i.e.: the OCTA image data sets used for training and testing the algorithm are all
from totally different eyes. Nevertheless, the training OCTA image data set involves
massively diverse and information-rich OCTA image data sets with a wide variety of
representations. These include original and manually depth level adjusted OCTA im-
ages of the inner and outer retina, the manually annotated OCTA images of the outer
retinal layer that demonstrate the segmented areas of CNV lesions, the OCTA images
of outer retina processed by layer subtraction operations and volumetric OCTA image
data cubes of the outer retina. As such, every single eye may have numerous differ-
ent representations of OCTA image data in the training OCTA image data set. The
training OCTA image data set involves 764 OCTA images with different representa-
tions acquired from 67 CNV eyes and 802 OCTA images with different representations
obtained from 430 non-CNV eyes.

However, the testing OCTA image data set used to assess the performance of the
algorithm developed by Wang et al. [246] on previously unseen OCTA image data
comprises a single OCTA image of every single eye involved. Specifically, a single
OCTA image of the outer retinal layer of every single eye was involved. The OCTA
images of the outer retinal layer were selectively chosen as the testing OCTA image
data set since it was anticipated to include certain vascular characteristics that normally
cause confusion in solving various related OCTA image data analysis problems, e.g.:
segmentation and classification. Similarly, the use of OCTA images of the outer retinal
layer in the evaluation of the algorithm is also because it is the layer into which the
CNV lesions typically grow. The areas of CNV lesions also usually appear to be more
noticeable in the outer retinal layer among other retinal layers. In total, the testing
OCTA image data set involves 50 OCTA images captured from 50 CNV eyes and
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60 OCTA images acquired from 60 non-CNV eyes. Although the number of OCTA
images used in the testing OCTA image data set was significantly smaller than the
training OCTA data set, the number of eyes in the training and the testing OCTA image
data set was comparable. Additionally, the various eyes used in the evaluation are all
selected randomly to avoid introducing any potential bias.

The evaluation results from an image classification perspective demonstrated that
the automated algorithm developed by Wang et al. [246] was able to achieve a promis-
ing classification performance on the testing OCTA image data set as the sensitivity
and the specificity measures were 100% and 95%, respectively. This clearly indicates
that the automated algorithm successfully accomplished the first objective task, i.e.:
performing an image classification in the OCTA images to differentiate between CNV
vs non-CNV cases, as there were no cases of misdiagnosis related to CNV lesions
on the selected testing OCTA image data set. Additionally, the overall classification
performance was estimated based on the AUC measure and demonstrated a reliable
diagnostic performance that has a near perfect classification result of 99%.

From an image segmentation perspective, the automated algorithm proposed by
Wang et al. [246] was able to achieve such an encouraging segmentation performance
on the classified OCTA images as to have detectable regions of CNV lesions from the
testing OCTA image data set. Specifically, the segmentation accuracy of the automated
algorithm on the various OCTA images with regions associated with CNV lesions was
evaluated based on the Intersection Over Union (IOU) measure. The IOU measure
is related to dividing the area of overlap between the manually and the automatically
segmented regions by the area of union of both regions. A higher value of IOU mea-
sure, i.e.: over 0.50, indicates a good segmentation accuracy, while a low value of IOU
measure suggests a poor segmentation accuracy. Nevertheless, the overall segmenta-
tion performance of the automated algorithm was 0.88±0.10 as estimated based on
the mean value of IOU measures obtained from the individual segmented OCTA im-
ages that were classified to have detectable regions of CNV lesions. Additionally, the
automated segmentation scheme proposed by Liu et al. [10] was also evaluated on the
same testing OCTA image data set and achieved a mean value of IOU measures, of
0.61±0.23.

The previously described automated diagnosis and classification algorithms [245,
246] were demonstrated to provide several advantages. For instance, they can reduce
the burden of clinicians in busy clinical situations. Furthermore, they can also be less
prone and influenced by individual human factors that may result in diagnosis errors
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due to, for example, bias, tiredness, attitude, depression, among others. Additionally,
they may provide the opportunity for various vascular imaging modalities, e.g.: the
OCTA imaging technique to reach their highest potential in the clinic. With the utilisa-
tion of automated diagnosis methods, possible further insights into understanding deep
details related to various eye conditions, e.g.: AMD disease, can be gained by exten-
sively exploiting imaging data captured through various imaging techniques including
OCTA.

An example of how such an important opportunity may arise includes revealing
the capacity of a particular imaging data to reveal very important and crucial details
that are potentially useful for identifying and diagnosing a certain eye condition, e.g.:
AMD disease. The work by Vaghefi et al. [245] is a true, tested example of this as
their automated diagnosis algorithm suggested that OCT, OCTA and CFP imaging
modalities are inherently sensitive to various aspects of ocular conditions including
AMD disease as well as ageing. Specifically, OCT imaging technique was found to
be more sensitive to ageing, while CFP and OCTA imaging techniques were found
to be more appropriate for identifying vascular pathologies related to AMD disease.
However, these details would not have been feasible to identify visually as they became
evident only after performing the automated analysis on various ocular vascular image
data sets acquired from different imaging modalities, namely OCT, OCTA and CFP
imaging techniques.

Likewise, the automated diagnosis algorithm proposed by Wang et al. [246] was
demonstrated to provide enhanced solutions and techniques for improving patient care
that were potentially very useful for evaluating and monitoring patients with AMD dis-
ease. For instance, the transition for the task of segmenting areas of CNV lesions from
a manual to an automated approach can expand the amount of information available
during patient monitoring within a very short time as well as with limited resources.
As more imaging data accumulates, the automated diagnosis may also reveal crucial
markers of CNV lesions that are potentially related to the progression or the prognosis
which could have been previously unknown [246]. The manual tracing and outlining
of areas associated with CNV lesions for every single patient would not be feasible.
Hence, automated diagnosis by the means of joining two tasks, namely classification
and segmentation in a single algorithm, can provide clinicians with a fundamental ca-
pability in case they desire to monitor or identify new and possibly better biomarkers
associated with CNV lesions in the clinic.
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Despite rapid progress and improvements witnessed across various domains, in-
cluding medical imaging, automated medical image texture analysis and diagnosis al-
gorithms based on deep learning techniques have not always kept pace. While the
previously discussed algorithms proposed by Wang et al. [246] and Vaghefi et al. [245]
to automate the diagnosis of OCTA images in the context of AMD disease can provide
several advantages, sound innovative and accomplish the essential tasks for which they
were intended, they suffer from numerous limitations. Notably, the evaluation of all
previous attempts [245, 246] was conducted based on only very small, labelled data
sets instead of performing the evaluation rigorously. The evaluation of the automated
diagnosis algorithms has always been ideally performed through using large labelled
data sets or potentially based on a statistically rigorous method, such as employing a
cross validation strategy. Consequently, the generalisability of these automated algo-
rithms [245, 246] have not been sufficiently proved, hence, the results are empirical.

As the previous automated algorithms proposed by Wang et al. [246] and Vaghefi et
al. [245] are together based on deep learning techniques, i.e.: CNN models, evaluating
both algorithms using large data sets or employing a cross validation strategy may also
be infeasible. The lack of or insufficient steps taken in evaluating previous automated
algorithms [245, 246] can be attributed to numerous factors. Among the most impor-
tant is the unavailability of large scale and labelled OCTA image data sets, which are
usually extremely difficult and expensive to obtain since the OCTA imaging technique
has only recently been introduced. Additionally, the utilisation of a cross validation
strategy to allow a rigorous evaluation can be a very computationally intensive opera-
tion. This is because the training and testing are typically conducted numerous times
and hence can be an extremely tedious investigation task.

Notably, the evaluation step is always considered a critical phase in the develop-
ment of various computer vision and AI-assisted medical image texture analysis algo-
rithms. When performed rigorously, it can help to reduce the potential risks for the
algorithms developed to overfitting or underfitting the data that to be analysed. The
overfitting refers to the case when the algorithm performs well on the training data set
but has a poor generalisation to the unseen data set. The underfitting refers to the case
when the algorithm performs poor on the training data set and has a poor generali-
sation to the unseen data set. Nevertheless, the current common trend in developing
automated image texture analysis techniques, including medical image diagnosis algo-
rithms, have been based on introducing deeper and more complicated architectures of
deep CNN models.
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Despite the current trend being to develop deeper and more complicated archi-
tectures of deep CNN models for automating medical image texture analysis tasks,
e.g.: classification or segmentation, they typically require tremendously large, labelled
image data sets as well as special hardware, e.g.: power hungry GPUs [32]. Conse-
quently, automated diagnosis algorithms based on deep learning techniques may not
be appropriate to deploy on certain domains. For instance, the domain of medical di-
agnostic imaging when only limited resources can be made available. This can include
the availability of only a limited number of skilled clinicians that can label or annotate
novel image data sets, e.g.: OCTA images. Hence, this can present a major barrier
towards the collection of OCTA image data sets that represent a particular ocular dis-
ease, e.g.: AMD disease, at a sufficient size that is appropriate to train and test deep
CNN models.

Nevertheless, several measures have been taken in the studies by Wang et al. [246]
and Vaghefi et al. [245] to tackle the matter of inadequate size of OCTA image data
sets that represent the classes of interests, e.g.: AMD disease and healthy, so that it can
be distinguished by exploiting deep learning techniques. For example, the work by
Vaghefi et al. [245] addressed the matter by combining various retinal image data sets
generated from three different imaging modalities, specifically OCT, OCTA and CFP
imaging techniques. These various retinal image data sets allowed a multiclass image
classification to be performed to differentiate between YH, OH and dry AMD disease
subjects accurately by means of deep learning techniques.

The work of Wang et al. [246], on the other hand, tackled the matter by combining
several OCTA images of eyes with various conditions including healthy eyes as well
as various eyes diagnosed with other retinal vascular pathologies including dry AMD,
DR, among others. These diverse OCTA images with various ocular conditions were
used as the control cases and labelled together under the single name, non-CNV class.
The opposite class comprises numerous OCTA images with CNV lesions due to wet
AMD disease and CNV secondary to wet AMD disease and grouped together under the
single name, CNV class. These diverse OCTA image data sets allowed performance of
a binary image classification to accurately distinguish only subjects with CNV related
lesions, i.e.: selectively differentiating only CNV cases from non-CNV cases.

While the various actions taken by the studies of Vaghefi et al. [245] and Wang et
al. [246] facilitated identifying the subjects with AMD disease with a limited number
of labelled OCTA image data sets, they involved numerous serious limitations. The au-
tomated algorithm proposed by Vaghefi et al. [245] demonstrates a superior diagnostic
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accuracy as more different and diverse retinal image data sets from various imaging
modalities are combined. Likewise with the automated algorithm proposed by Wang
et al. [246], since identifying only CNV cases in OCTA images was only achievable
when diverse OCTA images with various ocular conditions were used. From a feature
engineering perspective, however, it is always desirable or perhaps necessary to have
a set of robust representative features that characterises the textural appearance of an
image representing the class or object of interest. This can be a car, a horse, a dis-
ease and so on, depending upon the image texture analysis task in hand. Nevertheless,
having diverse and messy retinal images with different texture appearances that are
perhaps not relevant or that do not represent a single factual ocular condition can be
inappropriate and misleading.

Together, the studies by Vaghefi et al. [245] and Wang et al. [246] were demon-
strated to be great examples of situations where only small OCTA data sets are avail-
able and that made both training and testing the deep CNN models employed in the
automated retinal image analysis algorithms extremely challenging. The automated
algorithm of Vaghefi et al. [245] can be an impractical technique for the diagnosis of
dry AMD disease. This is because diagnosing every single patient visiting the clinic
based on several images acquired from numerous ocular vascular imaging modalities
is time consuming as well as requiring massively expensive resources including skilled
photographers and different imaging techniques, e.g.: OCTA, OCT and CFP.

Furthermore, the basis on which the decision was made in the automated algorithm
of Wang et al. [246] for the various OCTA images as being free of CNV lesions was
not adequately justified. This is because the textural appearance of various OCTA im-
ages that fall under the class of non-CNV is significantly different from one ocular
condition to another. For instance, the textural appearance of OCTA images captured
from the healthy eyes normally show a uniform texture appearance in almost all reti-
nal and choroidal layers that is significantly different from other eyes involved with
different ocular conditions, e.g.: dry AMD, DR, among others. Additionally, it is not
clear which ocular condition has contributed most to identifying accurately the OCTA
images as being either CNV or non-CNV cases.

Moreover, identifying OCTA images with CNV lesions by the automated algorithm
of Wang et al. [246] is only based on the presence of a noticeable CNV region. As the
CNV lesions typically grow by perforating the Bruch’s membrane that is the deepest
part of the choroid layer and by progressing into other subretinal layers, vascular details
of CNV regions can appear more obvious in certain layers than others. Hence, when
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the regions of CNV lesions are not easily perceptible in the OCTA images, the OCTA
images may be identified as non-CNV cases.

These previous issues are also amplified by the fact that the automated algorithm
of Wang et al. [246] is also based on performing several pre-processing steps over the
OCTA images used. These include manually adjusting the imaging depth levels of the
OCTA imaging technique to allow capturing OCTA images with the best possible view
of details within CNV areas. Furthermore, manually segmenting areas of CNV lesions
in the OCTA images was also involved. Processing the various OCTA images through
the layer subtraction operations was conducted. The application of these complex pre-
processing steps in the OCTA images used may not only cause changes of important
vascular details but also may be subject to human influence, e.g.: potential bias, attitude
and so on.

As demonstrated so far, the OCTA imaging technique has served as an excellent
example of a critical situation, since only limited image data sets can be made avail-
able despite the advantages of its various features over other imaging techniques, e.g.:
OCT, FA, IGA, among others. This is because it is just a few years old and there is
only a small number OCTA image data sets currently available that represent certain
ocular conditions including AMD disease as well as healthy, as evidenced by several
studies [6, 10, 25–27, 243–246]. Despite the various measures taken to tackle the lim-
ited size of OCTA image data sets available by several studies including the works by
Wang et al. [246] and Vaghefi et al. [245], these works taken together are considered to
be only proof of concept studies which would rather require conducting further inves-
tigation and validation when much larger labelled OCTA image data sets are available.
Nevertheless, the most appropriate automated algorithm to diagnose and monitor pa-
tients with AMD disease, considering the current limitations with the OCTA imaging
technique, would be the algorithm that can produce effective performance with the
availability of limited numbers of labelled OCTA data sets.

3.6 Chapter Conclusion

The chapter provided a comprehensive summary of the related background of the ap-
plication domain of the work presented in this thesis. It started by presenting brief
details about the human eye. This was then followed by descriptions of the structure
and physiology of the retina, the fundamental component of the human eye since it is
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accountable for visual recognition. Afterwards, details with regards to the most com-
mon ocular conditions affecting the retina were presented. However, a special focus
was given to AMD disease since it is the disease of interest for the whole work pre-
sented in this thesis. The various ocular vascular imaging modalities, e.g.: OCTA,
OCT, FA, among others, were then reviewed. The advantages and disadvantages asso-
ciated with every single imaging technique were also highlighted. Then, comprehen-
sive descriptions about the various OCTA image data sets utilised in this thesis were
given, including highlighting of the novelty of the OCTA image data sets used as pro-
duced by the novel OCTA imaging technique without any alterations or modifications,
i.e.: in their raw form. Finally, the most recent and outstanding OCTA image data
analysis studies related to AMD disease were selectively reviewed. The various stud-
ies reviewed were grouped into two broad categories, namely conventional approaches
and automated approaches, and the merits and demerits of individual approaches were
demonstrated.



Chapter 4

Classification Algorithm Based on
Whole-Local Texture Features

4.1 Chapter Introduction

This chapter presents a fully automated OCTA image classification algorithm for the
diagnosis of AMD disease based on whole-local texture features. The chapter begins
by providing details about the motivations of enabling the automated analysis of OCTA
images in the context of AMD disease by means of whole image classification. Ad-
ditionally, the justifications of making the various choices including performing the
analysis on the entire OCTA image of individual retinal and choroidal layers, selecting
certain local texture descriptors as texture representation techniques, and choosing spe-
cific machine learning algorithms for conducting the image classification task, among
other choices to be considered in the automated algorithm, are also provided. After-
wards, the outline of the automated algorithm, including the manner of extracting the
local texture features from whole OCTA images and the way of classifying the various
OCTA images with lesions related to AMD disease as well as healthy, are also given.
Finally, comprehensive evaluation of the automated classification algorithm proposed,
including performance comparison of the evaluation results, are also presented.

4.2 Motivation

A wide variety of studies have been conducted, irrespective of exploring image seg-
mentation approaches [6, 10, 243, 244] or image classification approaches [245, 246],
to enable the analysis of OCTA images in the context of AMD disease in an automated

165



166 CHAPTER 4. CLASSIFICATION BASED ON WHOLE-FEATURES

manner. Despite numerous previous attempts [6, 10, 243–246], several limitations and
issues attributed to several factors have been encountered. These factors can be asso-
ciated with the OCTA image data or potentially the manner of analysing OCTA image
data. Examples of these factors may include the lack of large, high-quality, and care-
fully labelled OCTA image data sets. Additionally, there is a risk of potential image
artifacts, e.g.: illumination and orientation variations that can be present in various
OCTA images. The severity of these image artifacts appears to vary among different
OCTA images from negligible to prevalent [22].

Furthermore, the dependency on manual assistance was necessary in nearly all
previous studies [6, 10, 243–246]. The necessities of manual involvements have been
different across various automated image analysis algorithms proposed by previous
studies [6, 10, 243–246]. These may include the need to manually adjust the imag-
ing depth levels of the OCTA imaging technique. This is to allow the capture of high
quality OCTA images that show the most detailed view of regions of CNV lesions.
Another potential necessity may be manual annotation or delineation of important vas-
cular pathologies, e.g.: CNV areas. This is to facilitate achieving certain objectives
such as to conduct precise quantification over the regions of interest, i.e.: areas of
CNV lesions, to train the OCTA image analysis algorithm on the areas of CNV lesions
so that they can be segmented or identified, among numerous objectives.

Nevertheless, details about the various advantages and limitations of previous re-
lated studies [6, 10, 243–246] have already been comprehensively discussed from var-
ious perspectives in Chapter 3, specifically in section 3.5. However, when taking all
the previously discussed factors into consideration, it becomes clear that they unfortu-
nately have negatively impacted the accomplishment of automated analysis of OCTA
image in the context of AMD disease in nearly all previous studies [6, 10, 243–246].
As such, a wide variety of automated image analysis algorithms for the diagnosis of
AMD disease based on the OCTA images was constructed and achieved state-of-the-
art performance, but with unfortunately questionable utilities. This is also amplified
by the significant hurdle that still remains with the OCTA imaging technique, which is
the lack of specific diagnostic criteria for OCTA image data in the presence of various
retinal diseases including AMD disease [22].

Consequently, the work presented in this chapter seeks to tackle the various lim-
itations confronted as well as to improve upon the previously reviewed attempts [6,
10, 243–246]. Specifically, this is to enable the construction of a reliable and fully
automated OCTA image analysis algorithm that can accurately diagnose as well as
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quantify AMD disease presentation in OCTA images. In seeking to achieve this fun-
damental goal, i.e.: building a reliable fully automated OCTA image analysis algorithm
for AMD disease detection, several choices and measures have been carefully made.
These are summarised by the following points, which include the rationales behind
each consideration.

• Enable a fully automated OCTA image analysis for AMD detection by the
means of whole image classification.

The main motivations for performing the OCTA image analysis by the means of
whole image classification rather than image segmentation can be divided into two cat-
egories. Firstly, AMD disease suffers the absence of a standardised diagnostic criterion
based on the novel OCTA image data [22]. As the OCTA is a new emerging imaging
technique, identifying standardised biomarkers associated with AMD disease based
OCTA image data have not yet been established despite significant progress in OCTA
image analysis related to AMD disease studies [22, 246]. While this issue is linked to
several factors, it can be mainly attributed to the nature of how the CNV lesions nor-
mally grow. This is because the CNV lesions typically grow by perforating the Bruch’s
membrane that is the deepest part of the choroid layer and by progressing into other
subretinal layers. Therefore, important details about vascular pathologies, i.e.: areas
of CNV lesions, can appear more perceptible in certain ocular vascular layers than
others. Hence, defining standardised biomarkers related to the appearance of CNV
regions based on a single OCTA image of any of the individual retinal or choroidal
layers can be extremely challenging to accomplish.

Secondly, the OCTA images of various retinal and choroidal layers typically
demonstrate blood vessels that are very thin and small, i.e.: at a pixel scale. As such
with very small as well as dimly lit blood vessels, it can be very difficult for the hu-
man eye to distinguish which pixels exactly correspond to true blood flow through the
vessels [246]. Consequently, the task of manually annotating and delineating areas of
CNV lesions in the individual OCTA images of various retinal and choroidal layers to
train and validate an automated image segmentation algorithm can be very challenging,
even if the manual annotation was performed by highly skilled clinicians, as this task
is highly subjective in nature. Likewise, inconsistencies between both the manually
segmented regions by the expert clinicians and the automated segmented regions by
the automated image segmentation algorithm may lead to significant variations when
assessing the performance of the image segmentation task [246]. As such, it is difficult
to tell whether the manually segmented regions by skilled clinicians or the automated
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segmented regions by the automated image segmentation algorithm are the most accu-
rate [246].

Consequently, quantitative measures based on manually or automated segmented
regions as well as comparisons between outcomes from such regions may potentially
be misleading. When taking all the previously mentioned aspects into account, it be-
comes clear that facilitating the automated analysis of OCTA image data for AMD de-
tection by the means of whole image classification can be the most sensible approach.
As such it can minimise the potential risk of the diagnosis results to be influenced by
human factors, e.g.: bias, attitude and so on, due to the need of manual assistance as
evident in previous studies [6, 10, 243, 244].

• Use the OCTA images of four distinct retinal and choroidal layers in their
raw form.

The four different retinal and choroidal layers utilised are specifically the superfi-
cial inner retina, the deep inner retina, the outer retina and the choriocapillaris. The
OCTA images of these various ocular vascular layers are extracted in a pure man-
ner as previously described in Chapter 3, specifically section 3.4. As such, through
exploiting the default defined settings of ocular tissue depth level measurements and
segmentations of the OCTA imaging technique. Most previous studies [6,10,243–246]
performed the analysis on the OCTA images of manually adjusted depth levels of var-
ious ocular vascular layers including the outer retina and the choriocapillaris layers.
This is because vascular pathologies, e.g.: areas of CNV lesions, tend to appear more
perceptible in the OCTA images of the outer retina and the choriocapillaris layers. The
OCTA images of the superficial inner retina and the deep inner retina, on the other
hand, are not typically used. However, they may have only been utilised when per-
forming pre-processing steps, e.g.: layer subtraction operations as demonstrated by
several studies [5, 6, 10, 246]. This is to construct clean OCTA images of certain ocu-
lar vascular layers, e.g.: the outer retinal layers, that typically would contain no large
blood vessel projections but would only clearly exhibit the areas of CNV lesions.

Therefore, the use of OCTA images of the four different retinal and choroidal layers
in their raw form exactly as extracted automatically by the OCTA imaging technique
without also employing any pre-processing or manual assistance steps can provide sev-
eral advantages. For example, it may assist identification of the most predictive ocular
vascular layer, which includes the most important information related to the vascular
pathologies of interest, e.g.: CNV lesions. Additionally, it may help to identify other
novel ocular vascular abnormalities in the OCTA images of the superficial inner retina
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and the deep inner retina, despite the fact that they do not display perceptible vascular
abnormalities, nor are typically used in diagnosing areas of CNV lesions. As the main
task is to automate the analysis of the OCTA images for AMD disease detection, this
can also facilitate the construction of a purely data-driven diagnosis technique.

Additionally, the use of OCTA images of four different retinal and choroidal layers
would be especially beneficial to ophthalmologists in situations when the characteris-
tics of AMD disease in the various OCTA images appear to be more extremely complex
in certain layers than others. As such, this can make relying on OCTA images of cer-
tain individual retinal or choroidal layers potentially misleading. This is because when
the textural appearance of OCTA images appear very complex, it can make acquiring
accurate measurements about areas of vascular pathologies, e.g.: regions of CNV le-
sions, extremely hard to obtain. Despite the several attempts to alleviate this issue by
employing various procedures including the manual assistance steps, e.g.: adjusting
the imaging depth levels of the OCTA imaging technique and the pre-processing steps,
e.g.: layer subtraction operations, among other procedures. However, all these proce-
dures have been demonstrated as highly challenging to accomplish, can cause undesir-
able changes to vascular details in the OCTA images and misleading diagnosis results,
among numerous issues, as evident in numerous previous studies [6, 10, 243–246].

• Employ dense local texture descriptors as texture representation techniques.

Recall that the construction of computer vision and AI-assisted diagnosis systems
for medical image texture analysis tasks such as classification or segmentation typ-
ically comprises several components that employ specific techniques to accomplish
the task of interest. In solving medical image classification problems, for instance,
the various components may include employing a texture representation technique, a
feature selection or reduction technique, a classification scheme, etc. However, the
fundamental element among the previously mentioned components that plays a crucial
role behind the potential success in solving various image texture classification prob-
lems is the texture representation technique utilised to derive the texture measurements
or features. Similarly important is finding the most appropriate texture representation
technique, which is largely dependent on certain properties or requirements dictated
by the image texture analysis problem under consideration.

The different properties can be related to various factors including the imaging
conditions of texture images or the resources available, among others. Nonetheless,
essential details of the most important properties must be taken into account when de-
veloping or selecting texture representation techniques. Additionally, specifying the
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points at which every single property should be considered prior to quantifying the
texture of images have already been comprehensively discussed from six different as-
pects in Chapter 2, specifically in section 2.7. The various aspects discussed include
the property of robustness with respect to illumination or rotation variations in the tex-
ture of images and the property of robustness with respect to the size of image data
sets available, among other important properties.

These various aspects, therefore, assist in decisions of whether or not a certain
property should be considered in solving various image texture analysis problems,
e.g.: classification and segmentation. As such, providing criteria to define or find
the optimal texture representation technique based on the characteristics of the image
texture data to be measured. However, when considering every single property in turn,
it becomes obvious that employing the dense local texture descriptors as texture rep-
resentation techniques for the OCTA image data are among the most sensible choices.
The rationales behind making this choice, i.e.: employing the dense local texture de-
scriptors to measure the texture of OCTA images for AMD disease recognition, can be
justified by two main aspects.

The first aspect is that the OCTA is a newly emerging imaging technique and there
is currently a significant lack of available OCTA image data sets that represent the
ocular disease of interest, i.e.: AMD, including the healthy condition at a sufficient
size to enable a reliable automated analysis of OCTA images. This matter has been a
common issue with nearly all previous related studies [6, 10, 243–246]. As such, this
has made validating approaches proposed by previous studies [6, 10, 243–246] as well
as acquiring reliable and robust measurements associated with the textural appearance
of AMD disease in the texture of various OCTA images extremely challenging.

Nevertheless, the matter of availability of only a limited size of labelled image
data sets is not a new issue to the domain of medical image texture analysis. Noticing
and highlighting the significance of this matter has already been demonstrated across
numerous studies including the excellent comprehensive and collaborative review of
Ching et al. [247] and the recent outstanding survey of Liu et al. [32]. In particular,
these two outstanding studies both agreed and demonstrated that the availability of
only a limited size of labelled image data sets can be a major barrier towards exploit-
ing certain texture representation techniques, e.g.: approaches based on deep learning
algorithms, to solve a wide variety of image texture analysis problems including image
classification and image segmentation.
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Specifically, the review conducted by Ching et al. [247] was mainly intended to ex-
amine the application of deep learning technologies in biology and medicine. They
noted, however, that exploiting learned texture representation techniques, i.e.: ap-
proaches based on deep learning algorithms, for the diagnosis of the DR disease based
on fundus images was achievable only after large and labelled fundus image data sets
that included more than 80,000 images became available [247, 248]. Likewise, the
survey conducted by Liu et al. [32] mainly aimed to compare various texture repre-
sentation techniques from the hand-engineered and the learned texture representation
categories. However, they observed that in comparison to the learned texture represen-
tation techniques, e.g.: approaches based on CNN algorithms, the dense local texture
descriptors, which fall under the hand-engineered category, e.g.: the LBPp,r texture
descriptor, demonstrated great robustness in several very challenging situations. These
include when real-time computation is very important and more importantly when only
a limited size of labelled texture image data sets can be made available, among numer-
ous extremely difficult situations [32, 168].

The second aspect, on the other hand, is that the OCTA image data is notably
affected by variations in illumination as well as rotation as illustrated in appendix B,
section B.1. Notably, neither the illumination can be controlled, nor the rotation details
can be accessible with the OCTA imaging technique. Therefore, special consideration
needs to be made specifically to selecting the most appropriate texture representation
techniques that are insensitive to these variations. This would allow the generation of
reliable and robust texture features that are invariant against illumination and rotation
changes. Consequently, this can facilitate effective accomplishment of the image anal-
ysis task. Nonetheless, a wide variety of texture representation techniques are proposed
in the literature, including techniques from the hand-engineered and the learned texture
representation categories. However, the most notable texture representation techniques
that belong to each category were selectively reviewed and comprehensively discussed
in Chapter 2, specifically in subsections 2.4.1 and 2.4.2 respectively. The merits and
demerits with every single texture representation technique were also given.

Nevertheless, when evaluating the various texture representation techniques previ-
ously described in subsections 2.4.1 and 2.4.2, irrespective of whether hand-engineered
or learned, for quantifying the texture of OCTA images, not every single texture repre-
sentation technique can provide robustness with respect to the illumination and orien-
tation changes in the OCTA image data. Likewise, the individual texture representation
techniques previously described can only provide limited robustness. As such, there is
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not yet a single ’general purpose’ texture representation technique that can be deployed
in almost any domain no matter what the types of imaging conditions of texture images
are, or the resources and size of image data sets available. Nevertheless, comprehensive
details including comparisons based on several outstanding surveys and notable com-
parative studies [32, 50, 74, 97, 166, 167] that have been conducted to evaluate various
texture representation techniques under various challenging situations, have already
been demonstrated in Chapter 3, specifically in section 2.7.

Nonetheless, when taking all the previously mentioned aspects into account, it be-
comes evident that the dense local texture descriptors are again among the most sen-
sible choices to be employed in this research project. However, there are numerous
dense local texture descriptors proposed in the literature including the various notable
descriptors reviewed in Chapter 2, subsubsection 2.4.1.5. Nevertheless, the illumi-
nation and rotation invariant uniform LBP2riu

p,r texture descriptor version of Ojala et
al. [24] is particularly anticipated to serve as an effective and efficient choice. This
is because it holds all the essential properties, i.e.: invariant against illumination and
rotation changes that are necessary for measuring the texture of various OCTA images.
It also has the capability to generate discriminative texture features without being ham-
pered by the size of the image data sets available, either small or large [32]. Hence, the
LBP2riu

p,r texture descriptor has the most potential to capture well representative texture
features associated with the AMD disease from the texture of OCTA images.

Additionally, several research studies including that of Liu et al. [32] also observed
the great robustness of the LBP2riu

p,r texture descriptor across various very challenging
situations including illumination, rotation changes in several image texture analysis
tasks, e.g.: classification and segmentation [168]. Furthermore, recall that the OCTA
imaging technique generates OCTA images that demonstrate blood vessels and flows
in a monochrome display, i.e.: in colour over a greyscale. Hence, this would also
make the LBP2riu

p,r texture descriptor particularly well suited to measuring the texture
of OCTA images. This is because the LBP2riu

p,r texture descriptor was also essentially
developed for quantifying monochrome texture images [39]. It also holds numerous
benefits, and these include being free of complex parameters to tune, low computa-
tional complexity, among other advantages.

Consequently, the previously mentioned outstanding features that accompany the
LBP2riu

p,r texture descriptor provide the motivations as well as making it extremely at-
tractive to employ for quantifying the textural appearance of AMD disease in OCTA
images. However, as there are a few studies, namely the works by Wang et al. [246]



4.2. MOTIVATION 173

and Vaghefi et al. [245] that concern automation of the analysis of OCTA images for
AMD disease detection by means of image classification, a further two dense local tex-
ture descriptors are also selectively employed. These are the generic version of LBPp,r

texture descriptor of Ojala et al. [24] and the enhanced version of BRIEFS,n texture
descriptor of Morris and Mohammad [116].

The rationales behind selectively choosing these two additional, different texture
descriptors, namely the LBPp,r and the BRIEFS,n besides the LBP2riu

p,r are due to both
sharing certain characteristics and features in common with the LBP2riu

p,r texture de-
scriptor. These include requiring no complex parameters to tune, low computational
complexity and not being foiled by the size of image data set. Additionally, the
LBPp,r and the BRIEFS,n texture descriptors together can tolerate uneven illumina-
tion in the same way as the LBP2riu

p,r texture descriptor. Moreover, the BRIEFS,n tex-
ture descriptor also demonstrates capacity to tolerate insignificant amounts of rotation
changes [98, 99]. The LBPp,r and the BRIEFS,n texture descriptors have also been
employed in numerous previous studies [33, 58, 114, 116, 158–160], which concern
solving medical image texture analysis problems that are comparable to research pre-
sented in this thesis. Consequently, the utilisation of the LBPp,r and the BRIEFS,n

texture descriptors can allow an excellent validation for the choice of the LBP2riu
p,r tex-

ture descriptor due to the significant lack of studies related to the work presented in
this thesis.

• Extract whole-local texture features densely from the entire OCTA image to
measure the textural appearance of AMD disease.

There are several main motivations for extracting the whole local texture features
densely from the entire OCTA image without targeting any particular region in the
OCTA image to measure the textural appearance of AMD disease. Firstly, the OCTA
imaging technique provides a rich-image data that shows important ocular vascular
texture details from a very small area around the macular region that is near the centre
of the retina. Specifically, the OCTA images typically demonstrate a 3×3 mm field
of view centred around the fovea region where the regions of vascular pathologies,
e.g.: areas of CNV lesions, normally grow and can appear more noticeable. However,
the regions of CNV lesions are not restricted to a specific location within the fovea
region and hence can appear anywhere in the OCTA images. Additionally, the textural
appearance and locations of CNV regions in the different OCTA images vary among
various retinal and choroidal layers and they appear more obvious in certain layers than
in others.
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The above-mentioned details are also amplified by the lack of specific diagnostic
criteria for OCTA image data in the presence of various retinal diseases including
AMD disease [22]. Furthermore, there is also strong evidence to demonstrate that
it is problematic for the human eye to recognise textural information that is related
to the spectral properties, e.g.: spectral reflectance, of an image [23]. Consequently,
there is no adequate justification to rely solely on specific areas to quantify the textural
appearance of AMD disease in any of the different OCTA images of the various retinal
and choroidal layers. Performing the automated image classification for AMD disease
recognition based on whole-local texture features that are extracted densely from the
entire OCTA image can, therefore, be more clinically beneficial. As such, it can take
care of both areas of CNV lesions that can be visually perceived as well as other areas
that potentially may not be easily perceptible by the human eye.

• Utilise machine learning algorithms as the classification schemes for accom-
plishing the OCTA image classification task in an automated manner.

There are a wide variety of classification schemes or approaches that can be em-
ployed for performing the image classification task in an automated manner. These
various classification schemes typically fall under two broad classification categories,
namely the similarity measure metrics and the machine learning classification algo-
rithms. Comprehensive details about these two different categories, including exam-
ples of notable classification schemes that belong to each category, however, have al-
ready been given in Chapter 2, specifically in section 2.5. Nevertheless, the similarity
measure metrics, e.g.: the chi-square χ2 statistic and the histogram intersection dis-
tance similarity metrics, are generally appropriate for performing image classifications
in situations when there are only a few, potentially one training image data sample per
class. However, from an image classification perspective, a typical problem in med-
ical image texture analysis is to have a few, perhaps only two different classes and
several training image data samples per class. With that in mind, machine learning
classification algorithms are, therefore, more desirable for accomplishing the image
classification task.

With the utilisation of machine learning classification algorithms, it can allow rig-
orous statistical or learning techniques to be performed over the complex and diverse
training image data samples of different classes, e.g.: dry AMD, wet AMD and healthy.
As such, allowing the machine learning classification algorithms to distinguish as yet
unseen image data samples based on the diversity and variety of image data samples
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utilised in the training. Taking that into consideration, two different machine learn-
ing algorithms are consequently employed namely the SVM and the KNN classifiers.
The motivations of selectively employing these two different classifiers have already
been given in Chapter 2, specifically in subsection 2.5.1. Nevertheless, the SVM clas-
sifier is considered as among the most sophisticated machine learning classification
algorithms while the KNN classifier is deemed as among the simplest ones. The utili-
sation of these two different classifiers, therefore, can allow an effective evaluation to
be performed over the texture measurements derived from the OCTA image data for
quantifying AMD disease. This is because the image classification is conducted and
evaluated based on two different classification settings, i.e.: sophisticated via the SVM
classifier and simple via the KNN classifier.

The following section 4.3 provides comprehensive details about the proposed al-
gorithm including the various steps involved. Section 4.4, on the other hand, delivers
the results of the extensive evaluation performed over the algorithm developed. The
evaluation is conducted based on the various OCTA image data sets previously given
in Chapter 3, in section 3.4.

4.3 Proposed Algorithm

The framework of the automated OCTA image texture analysis algorithm proposed
for AMD disease detection by the means of image classification involves two main
steps. The first step is the local texture feature extraction while the second step is
the classification. Figure 4.1 demonstrates a brief overview of the analysis pipeline
that is followed by the automated OCTA image classification algorithm proposed. The
two steps involved are comprehensively explained in the following subsections 4.3.1
and 4.3.2, respectively.

4.3.1 Local Texture Feature Extraction

The overall objective of the local texture feature extraction step is to only measure
the textural appearance of various OCTA images in the presence of different ocular
conditions, dry AMD, wet AMD and healthy. There are two different texture descrip-
tors evaluated in this step, namely the LBPp,r and the BRIEFS,n, besides the LBP2riu

p,r

texture descriptor that is selectively proposed to measure the texture of various OCTA
images in this research project. However, the theoretical underpinnings behind these
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Figure 4.1: Outline of the automated OCTA image texture analysis algorithm that is proposed
for AMD disease detection by the means of image classification. The analysis procedure begins
with taking the OCTA images as an input where the local texture features extraction step takes
place first to quantify the textural appearance of OCTA images. Following this step, the clas-
sification is then performed over the extracted local texture features that quantify the various
OCTA images to classify them based on the ocular conditions they represent e.g.: dry AMD,
wet AMD and healthy.

three different texture descriptors, i.e.: the LBPp,r, the LBP2riu
p,r and the BRIEFS,n, were

comprehensively illustrated in Chapter 2, specifically in subsubsection 2.4.1.5. Never-
theless, the LBPp,r and the LBP2riu

p,r texture descriptors generally work in a comparable
manner in estimating various local texture features or patterns, e.g.: bright or dark
spots, flat areas, edges and so on, see Figure 2.14 in Chapter 2, from texture images.
This is because the LBP2riu

p,r texture descriptor is a functional extension version of the
generic LBPp,r texture descriptor. Consequently, details about how the local texture
features are estimated from the texture of various OCTA images are commenced with
the LBPp,r and the LBP2riu

p,r texture descriptors, followed by the BRIEFS,n texture de-
scriptor, respectively.

Recall that the generic LBPp,r texture descriptor, including other versions of it such
as the LBP2riu

p,r texture descriptor, typically relies on fine-tuning two different and im-
portant parameters, namely p and r, where p > 1 and r > 0. The parameter p is re-
sponsible for regulating the number of sampling pixels in an evenly spaced circularly
symmetric neighbourhood centred around a single central pixel. The parameter r, on
the other hand, specifies the circle radius i.e.: the distance between the central pixel
and the neighbourhood of p sampling pixels. Nevertheless, the values of these p sam-
pling pixels including the value of the single central pixel are all utilised with both the
LBPp,r and the LBP2riu

p,r texture descriptors to characterise the local texture features or
patterns that appear in the texture of different OCTA images.

As the OCTA imaging technique generates two-dimensional greyscale OCTA im-
ages of various ocular vascular layers, the values of p individual sampling pixels and
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the single central pixel represent the grey levels g. Given a two dimensional greyscale
OCTA image (x,y), the grey level values of p individual sampling pixels can, there-
fore, be denoted as gn at (xn,yn), where n = (0,1,2,3, . . . , p− 1), and the grey level
value of any arbitrary single central pixel can be symbolised as gc at (xc,yc). When
the coordinate of the central pixel gc in the two dimensional OCTA image at (xc,yc)

is (0,0), the coordinates of all p sampling pixels gn at (xn,yn) are then estimated by
(−r sin(2πn/p),r cos(2πn/p)). If any of the p individual sampling pixels gn does not
fall accurately within the centre of a pixel in the OCTA image, its location is then
estimated by bilinear interpolation.

Estimating the values and coordinates of all p sampling pixels can be accomplished
in any ordering direction, e.g.: a clockwise or an anticlockwise manner. Additionally, it
may start from any location in the circularly symmetric neighbourhood of p sampling
pixels. For example, the starting sampling pixel, i.e.: g0, can be assigned to be the
pixel located to the right or the left of central pixel gc. However, the selected direction
of ordering technique as well as the location of the starting sampling pixel g0 must be
kept consistent. In this study, therefore, the location of starting sampling pixel, i.e.: g0,
is always assigned to be the pixel situated to the right of central pixel gc. Moreover, the
ordering direction is conducted in a clockwise manner for all regions or pixels visited
in the OCTA image as well as any subsequent OCTA images that will be measured.

Nevertheless, once the values and coordinates of all p sampling pixels gn at
(xn,yn) are estimated, the LBPp,r and the LBP2riu

p,r texture descriptors typically char-
acterise the texture of OCTA images by considering only the signs of difference
between the grey level values of the central pixel gc and the neighbourhood of
p individual sampling pixels gn instead of their exact grey level values, such that
s(g0−gc),s(g1−gc), . . . ,s(gp−1−gc). The individual signs of differences are then typ-
ically passed through a thresholding operation s(x), i.e.: a binary test step, as defined
by function 2.7 in Chapter 2, subsubsection 2.4.1.5.

The thresholding operation s(x) given in function 2.7 constructs different p bit
binary numbers or binary strings, i.e.: various local binary patterns. Nevertheless, the
individual binary numbers, i.e.: 0 and 1, in the local binary patterns of different regions
visited, i.e.: different central pixels, are typically individually weighted by powers of
two, i.e.: 2n and summed to convert the binary strings into decimal representations.
The resulting decimal representations are then typically used to label the individual
regions, i.e.: individual central pixels, that are being visited and measured. Describing
the textural appearance around any random region, i.e.: any arbitrary central pixel at
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(xc,yc) in the various two dimensional OCTA images based on the generic LBPp,r

texture descriptor can, therefore, be formally defined by equation 2.8 in Chapter 2,
subsubsection 2.4.1.5.

In practice, the generic LBPp,r texture descriptor given in equation 2.8 can gen-
erate 2p potential combinations of LBPp,r patterns, i.e.: 2p potentially distinct deci-
mal values. These different possible LBPp,r patterns typically measure specific spatial
structure of local texture features, e.g.: corners, edges and so on, see Figure 2.14 in
Chapter 2, that may appear in the texture of various images. In this study, however,
the generic LBPp,r texture descriptor is applied densely to every single region, i.e.:
every single pixel, of the various OCTA images constructing different combinations
of LBPp,r patterns. Nevertheless, the different local texture features measured by the
generic LBPp,r texture descriptor are estimated by a single histogram for every single
OCTA image. Every single histogram is constructed with approximately 2p bin dis-
crete distributions of different decimal values, corresponding to all potential individual
LBPp,r patterns.

The estimated histograms of individual OCTA images, therefore, construct the fea-
ture vectors that form the basis of accomplishing the automated analysis of OCTA
image texture analysis by means of image classification. Figures 4.2, 4.3 and 4.4
demonstrate illustrative examples of different OCTA images of four ocular vascular
layers with their corresponding encoded texture structures, i.e.: the LBPp,r images, and
the feature vectors, i.e.: histograms, for three different eyes with different conditions,
namely healthy, dry AMD and wet AMD, respectively. In each figure, the texture
of each OCTA image was empirically measured with r = 1 and p = 8, specifically to
demonstrate how the LBPp,r texture descriptor quantifies the presence of each different
eye condition in the OCTA images.

While the generic LBPp,r texture descriptor is invariant to changes in illumination,
it can, however, be very sensitive to any orientation variations in the texture of images.
This is because when the orientation of an image changes, the values and coordinates of
all p sampling pixels gn at (xn,yn) will correspondingly change along the perimeter of
the circularly symmetric neighbourhood. As the location of the starting sampling pixel,
i.e.: g0, is always allocated to be the pixel positioned to the right of central pixel gc,
rotating a specific LBPp,r pattern certainly results in a different decimal representation
or value. However, this case does not apply to LBPp,r patterns that are all 0s or 1s as
these patterns will always be the same no matter if the rotation of the texture image
changes at any angle.
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Figure 4.2: The top row visualises different OCTA images of four ocular vascular layers,
namely the superficial inner retina, the deep inner retina, the outer retina and the choriocap-
illaris layers for a healthy eye. The middle row shows the corresponding encoded texture
structure, i.e.: the LBPp,r image, of every single OCTA image. The bottom row illustrates the
feature vectors, i.e.: histograms, that accumulate the various local texture features, i.e.: LBPp,r

patterns, as obtained by the LBPp,r texture descriptor from the texture of individual OCTA
images. The % of Pixels in the individual histograms of each OCTA image denotes the propor-
tion of regions, i.e.: the percentage of pixels, visited and measured that share the same LBPp,r

patterns.

Nevertheless, the LBP2riu
p,r texture descriptor version can alleviate the sensitivity to

any rotation changes as well as add an extra level of tolerance capacity to any illumina-
tion variations in texture images. This is because it combines two different versions of
LBPp,r texture descriptor, namely the rotation invariant LBPri

p,r and the uniform LBP2u
p,r.

The theoretical underpinnings related to these two different texture descriptors, i.e.:
the LBPri

p,r and the LBP2u
p,r were, however, comprehensively illustrated in Chapter 2,

specifically in subsubsection 2.4.1.5. Nonetheless, the rotation invariant LBPri
p,r tex-

ture descriptor, as the name suggests, can provide the advantage of being very robust
with respect to any changes in image rotation. The effect of image rotation is removed
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Figure 4.3: The topmost row demonstrates different OCTA images of four ocular vascular
layers, namely the superficial inner retina, the deep inner retina, the outer retina and the chori-
ocapillaris layers for an eye with dry AMD. The middle row shows the corresponding encoded
texture structure, i.e.: the LBPp,r image, of every single OCTA image. The bottom row illus-
trates the feature vectors, i.e.: histograms, that accumulate the various local texture features,
i.e.: LBPp,r patterns, as captured by the LBPp,r texture descriptor from the texture of individual
OCTA images. The % of Pixels in the individual histograms of each OCTA image denotes the
proportion of regions, i.e.: the percentage of pixels, visited and measured that share the same
LBPp,r patterns.

in the LBPri
p,r texture descriptor by mapping, i.e.: circularly rotating, every LBPp,r pat-

tern into its minimum representation. Consequently, the LBPri
p,r texture descriptor to

estimate the rotation invariant local texture features around any random regions, i.e.:
any arbitrary central pixels at (xc,yc) from the texture of different OCTA images is
formally given by equation 2.9 in Chapter 2, subsubsection 2.4.1.5.

The ROR(LBPp,r(xc,yc),n) function given in the previous equation 2.9 performs a
circular bit-wise right shift, i.e.: a right rotation, on the p bit binary numbers or binary
strings, i.e.: the LBPp,r patterns, by n steps. In other words, it simply corresponds
to rotating the neighbourhood of p sampling pixels in a clockwise direction several
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Figure 4.4: The uppermost row displays different OCTA images of four ocular vascular layers,
namely the superficial inner retina, the deep inner retina, the outer retina and the choriocap-
illaris layers for an eye with wet AMD. The middle row shows the corresponding encoded
texture structure, i.e.: the LBPp,r image, of every single OCTA image. The bottom row demon-
strates the feature vectors, i.e.: histograms, that accumulate the various local texture features,
i.e.: LBPp,r patterns, as detected by the LBPp,r texture descriptor from the texture of individual
OCTA images. The % of Pixels in the individual histograms of each OCTA image denotes the
proportion of regions, i.e.: the percentage of pixels, visited and measured that share the same
LBPp,r patterns.

steps so as the minimal number of the least significant bit i.e.: the bit furthest to the
right in the LBPp,r pattern, starting from g0, is 1. For example, given several LBPp,r

patterns with p = 8 bit binary numbers, e.g.: 00000010, 00000100, and 00001000,
are all mapped to the minimum LBPp,r pattern, i.e.: 00000001, by 1,2 and 3 steps
respectively.

The uniform LBP2u
p,r texture descriptor, on the other hand, can provide numerous

advantages including statistical robustness and stabilities of the uniform local texture
features derived, i.e.: the uniform LBP2u

p,r patterns. As such the uniform LBP2u
p,r pat-

terns are demonstrated to be less hampered by and more resistant to image noise, as
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evidenced by numerous previous studies [24, 39, 100]. The uniform LBP2u
p,r texture de-

scriptor works by calculating the number of bitwise pattern transitions from 1 to 0 or
vice versa in the constructed LBPp,r patterns. The uniformity pattern measure of the
LBP2u

p,r texture descriptor is formally defined by equation 2.10 in Chapter 2, subsub-
section 2.4.1.5.

Based on the uniformity pattern measure u(LBPp,r) given in the previous equa-
tion 2.10, the LBPp,r pattern is considered as a uniform LBP2u

p,r pattern if the value of
the uniformity pattern measure, i.e.: the number of bitwise pattern transitions, is at
most two. For example, the following LBPp,r patterns 00000000 has zero transitions,
00000001 has one transition and 00111000 has two transitions, which are all consid-
ered as uniform LBP2u

p,r patterns since they comprise at most two bitwise 1/0 or 0/1
changes. However, as regards the following LBPp,r patterns, 11000101 has four tran-
sitions, 01010011 has five transitions and 01101010 has six transitions, which are not
considered as uniform LBP2u

p,r patterns since they include more than two bitwise 1/0 or
0/1 changes.

Given the outstanding advantages, e.g.: statistical stabilities and robustness with re-
spect to image noise that the previously mentioned texture descriptors, i.e.: the LBPri

p,r

and the LBP2u
p,r can provide, the LBP2riu

p,r can, therefore, be viewed as a very power-
ful texture descriptor. Nevertheless, the LBP2riu

p,r texture descriptor to estimate rotation
invariant uniform local texture features around any random region, i.e.: any arbitrary
central pixel at (xc,yc) in the various two dimensional OCTA images, is formally ex-
pressed by equation 2.11 in Chapter 2, subsubsection 2.4.1.5.

By definition, only p+1 rotation invariant uniform local binary patterns, i.e.: ro-
tation invariant uniform LBP2riu

p,r patterns, can occur in a circularly symmetric neigh-
bourhood of p sampling pixels. The LBP2riu

p,r texture descriptor given in equation 2.11
allocates a distinctive integer value or label starting from 0 to p for every single rotation
invariant uniform LBP2riu

p,r pattern captured. These individual labels correspond to the
number of ones, i.e.: “1s” bits, in the rotation invariant uniform LBP2riu

p,r patterns, while
the non-uniform LBP2riu

p,r patterns are all together grouped under an assorted label, i.e.:
a single integer value given by p+1. Figure 2.15, in Chapter 2, demonstrates an excel-
lent visualisation of all potential rotation invariant uniform LBP2riu

p,r patterns that can
occur in a circularly symmetric neighbourhood of p sampling pixels with p = 8. In
Figure 2.15, all possible distinctive output values or labels that starting from 0 to 8 for
every single rotation invariant uniform LBP2riu

p,r pattern are given inside each circularly
symmetric neighbourhood of eight sampling pixels. However, all other non-uniform
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LBP2riu
p,r patterns are grouped together under a single integer value of p+1 i.e.: 9.

Consequently, the LBP2riu
p,r texture descriptor can generate p+2 distinctive output

labels or values in total. These different values also typically quantify specific spatial
structure of local texture features, e.g.: corners, edges and so on, see Figure 2.14 in
Chapter 2, which may appear in the texture of various images. In this study, however,
the LBP2riu

p,r texture descriptor is applied densely to every single region, i.e.: every
single pixel, of the various OCTA images constructing different rotation invariant uni-
form LBP2riu

p,r patterns. Nevertheless, the different local texture features measured by
the LBP2riu

p,r texture descriptor are estimated by a single histogram for every single
OCTA image. Every single histogram is constructed with approximately p+2 bin dis-
crete distributions of different labels or values, corresponding to all potential individual
rotation invariant uniform as well as non-uniform LBP2riu

p,r patterns.
The estimated histograms of individual OCTA images, therefore, construct the fea-

ture vectors that form the basis of accomplishing the automated analysis of OCTA
image texture analysis by means of image classification. Figures 4.5, 4.6 and 4.7
demonstrate illustrative examples of different OCTA images of four ocular vascular
layers with their corresponding encoded texture structures, i.e.: the LBP2riu

p,r images
and the feature vectors, i.e.: histograms, for three different eyes with different con-
ditions, namely healthy, dry AMD and wet AMD, respectively. In each figure, the
texture of each OCTA image was empirically measured with r = 1 and p = 8, specifi-
cally to demonstrate how the LBP2riu

p,r texture descriptor quantifies the presence of each
different eye condition in the OCTA images.

The BRIEFS,n texture descriptor, on the other hand, also relies on fine-tuning two
important parameters, namely S and n. The value of S regulates the size of image
patches P, i.e.: S× S pixel dimension, and the value of n controls the number of n

sampling pixels, i.e.: n sampling pixel pair set, to be considered within the individual
image patches P. Once these values, i.e.: S and n are defined, the BRIEFS,n texture de-
scriptor typically quantifies the texture of OCTA images by considering only the signs
of difference between the grey level values of the n sampling pixel pair set instead of
their exact grey level values. The individual signs of differences within every image
patch P of size S×S pixels are then typically passed through a thresholding test op-
eration τ(P ∶ X ,Y), i.e.: a binary test step, as defined by function 2.12 in Chapter 2,
subsubsection 2.4.1.5.

Where P(X) and P(Y) are the grey level values of n pixel pairs within the image
patch P that are ordered at symmetrical or random locations X and Y as previously
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Figure 4.5: The top row visualises different OCTA images of four ocular vascular layers,
namely the superficial inner retina, the deep inner retina, the outer retina and the choriocap-
illaris layers for a healthy eye. The middle row shows the corresponding encoded texture
structure, i.e.: the LBP2riu

p,r image, of every single OCTA image. The bottom row illustrates
the feature vectors, i.e.: histograms, that accumulate the various local texture features, i.e.:
LBP2riu

p,r patterns, as obtained by the LBP2riu
p,r texture descriptor from the texture of individual

OCTA images. The % of Pixels in the individual histograms of each OCTA image denotes the
proportion of regions, i.e.: the percentage of pixels, visited and measured that share the same
LBP2riu

p,r patterns.

illustrated in Chapter 2, see Figure 2.16. In this study, however, the locations of n

pixel pairs, i.e.: X and Y , are organised randomly based on the sampling strategy in
Figure 2.16a, as in previous studies [58, 114, 116]. This type of random sampling
strategy can allow the locations of n pixel pairs, i.e.: X and Y , to be equally distributed
over the image patch P. The binary tests can, therefore, lie near the border of image
patch P. Important local texture regions or elements, e.g.: CNV areas can, therefore,
have the potential to be visited and measured no matter where they may appear in the
various OCTA images.

The threshold value, on the other hand, is estimated based on the image noise level,
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Figure 4.6: The topmost row demonstrates different OCTA images of four ocular vascular
layers, namely the superficial inner retina, the deep inner retina, the outer retina and the chori-
ocapillaris layers for an eye with dry AMD. The middle row shows the corresponding encoded
texture structure, i.e.: the LBP2riu

p,r image, of every single OCTA image. The bottom row illus-
trates the feature vectors, i.e.: histograms, that accumulate the various local texture features,
i.e.: LBP2riu

p,r patterns, as captured by the LBP2riu
p,r texture descriptor from the texture of individ-

ual OCTA images. The % of Pixels in the individual histograms of each OCTA image denotes
the proportion of regions, i.e.: the percentage of pixels, visited and measured that share the
same LBP2riu

p,r patterns.

i.e.: noise standard deviation (σ). As in previous studies [58, 114, 116], the noise stan-
dard deviation (σ) is calculated through blurring an OCTA image using a Gaussian
filter. The process is then followed, subtracting the filtered OCTA image from the
original OCTA image. The resultant image is subsequently anticipated to only include
the noise signal. The noise standard deviation (σ) is, consequently, estimated from the
resultant image. In this study, the threshold value is set to three times the noise stan-
dard deviation (3σ). This threshold value, i.e.: 3σ, demonstrates good classification
performance, while higher threshold values, e.g.: 4σ showed a slight drop in classifi-
cation accuracy as investigated by Mohammad [58]. As the OCTA image data are in
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Figure 4.7: The uppermost row displays different OCTA images of four ocular vascular layers
namely the superficial inner retina, the deep inner retina, the outer retina and the choriocapil-
laris layers for an eye with wet AMD. The middle row shows the corresponding encoded texture
structure, i.e.: the LBP2riu

p,r image, of every single OCTA image. The bottom row demonstrates
the feature vectors, i.e.: histograms, that accumulate the various local texture features, i.e.:
LBP2riu

p,r patterns, as detected by the LBP2riu
p,r texture descriptor from the texture of individual

OCTA images. The % of Pixels in the individual histograms of each OCTA image denotes the
proportion of regions, i.e.: the percentage of pixels, visited and measured that share the same
LBP2riu

p,r patterns.

greyscale colour, the threshold value (3σ) roughly speaking corresponds to a grey level
value in the range of four to six [58].

Nevertheless, the thresholding test operation τ(P ∶ X ,Y) given in function 2.12
constructs different n bit binary numbers or binary strings, i.e.: various local binary
patterns. The individual binary numbers, i.e.: 0 and 1, in the local binary patterns
of different regions visited, i.e.: different image patches P, are typically individually
weighted by powers of two, i.e.: 2i−1 where (1 ≤ i ≤ n), and summed to convert the
binary strings into decimal representations. The resulting decimal representations are
then typically used to label the individual regions, i.e.: individual image patches P,
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that are being visited and measured. Characterising the textural appearance around
any random region, i.e.: any arbitrary image patch P in the various two dimensional
OCTA images based on the BRIEFS,n texture descriptor can, therefore, be formally
defined by equation 2.14 in Chapter 2, subsubsection 2.4.1.5.

In practice, the BRIEFS,n texture descriptor given in equation 2.14 can generate 2n

potential combinations of BRIEFS,n patterns, i.e.: 2n potentially distinct decimal val-
ues. These different possible BRIEFS,n patterns typically measure the specific spatial
structure of local texture features that may appear in the texture of various images. In
this study, however, the BRIEFS,n texture descriptor is applied densely to every single
region, i.e.: acquiring a patch P from every single pixel, of the various OCTA images
constructing different combinations of BRIEFS,n patterns. Nevertheless, the different
local texture features measured by the BRIEFS,n texture descriptor are estimated by a
single histogram for every single OCTA image. Every single histogram is constructed
with approximately 2n bin discrete distributions to accumulate the different decimal
values, corresponding to all potential individual BRIEFS,n patterns.

The estimated histograms of individual OCTA images, therefore, construct the fea-
ture vectors that form the basis of accomplishing the automated analysis of OCTA
image texture analysis by means of image classification. Figures 4.8, 4.9 and 4.10
demonstrate illustrative examples of different OCTA images of four ocular vascular
layers with their corresponding encoded texture structures, i.e.: the BRIEFS,n images,
and the feature vectors, i.e.: histograms, for three different eyes with different con-
ditions, namely healthy, dry AMD and wet AMD, respectively. In each figure, the
texture of each OCTA image was empirically measured with S = 5 and n = 8, specif-
ically to demonstrate how the BRIEFS,n texture descriptor quantifies the presence of
every different eye condition in the OCTA images.

From a feature engineering perspective, the local texture feature extraction step de-
scribed earlier can be viewed as a very powerful phase. This is because, technically,
it employs two different approaches on the OCTA image texture patterns, namely a
structural approach and a statistical approach. The structural approach is achieved by
characterising the micro-structures that appear in the texture of OCTA images, e.g.:
edges, corners, lines and so on, as detected through the LBP2riu

p,r , the LBPp,r and the
BRIEFS,n texture descriptors. The statistical approach, on the other hand, is accom-
plished by estimating the distribution of various local texture features or patterns, i.e.:
the micro-structures, in histograms, constructing the feature vectors that form the basis
of undertaking the automated analysis of OCTA image texture analysis by means of



188 CHAPTER 4. CLASSIFICATION BASED ON WHOLE-FEATURES

Superficial inner retina Deep inner retina Outer retina Choriocapillaris

BRIEFS,n image BRIEFS,n image BRIEFS,n image BRIEFS,n image

0 50 100 150 200 250
BRIEFS,n Patterns

0.000

0.005

0.010

0.015

0.020

0.025

0.030

%
 o

f P
ix

els

0 50 100 150 200 250
BRIEFS,n Patterns

0.000

0.005

0.010

0.015

0.020

0.025

0.030

%
 o

f P
ix

els

0 50 100 150 200 250
BRIEFS,n Patterns

0.000

0.005

0.010

0.015

0.020

0.025

0.030

%
 o

f P
ix

els

0 50 100 150 200 250
BRIEFS,n Patterns

0.000

0.005

0.010

0.015

0.020

0.025

0.030

%
 o

f P
ix

els

Figure 4.8: The top row visualises different OCTA images of four ocular vascular layers,
namely the superficial inner retina, the deep inner retina, the outer retina and the choriocap-
illaris layers for a healthy eye. The middle row shows the corresponding encoded texture
structure, i.e.: the BRIEFS,n image, of every single OCTA image. The bottom row illustrates
the feature vectors, i.e.: histograms, that accumulate the various local texture features, i.e.:
BRIEFS,n patterns, as obtained by the BRIEFS,n texture descriptor from the texture of individ-
ual OCTA images. The % of Pixels in the individual histograms of each OCTA image denotes
the proportion of regions, i.e.: the percentage of pixels, visited and measured that share the
same BRIEFS,n patterns.

image classification.

4.3.2 Classification

Once the feature vectors of individual OCTA images are constructed, the overall ob-
jective of the classification step is to classify the different eyes as belonging to one
of the different predefined classes of eye conditions, e.g.: healthy, wet AMD or CNV
and dry AMD or non-CNV. To achieve this, two different machine learning classifi-
cation algorithms, namely the SVM and the KNN classifiers are employed and tested
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Figure 4.9: The topmost row demonstrates different OCTA images of four ocular vascular
layers, namely the superficial inner retina, the deep inner retina, the outer retina and the chori-
ocapillaris layers for an eye with dry AMD. The middle row shows the corresponding encoded
texture structure, i.e.: the BRIEFS,n image, of every single OCTA image. The bottom row
illustrates the feature vectors, i.e.: histograms, that accumulate the various local texture fea-
tures, i.e.: BRIEFS,n patterns, as captured by the BRIEFS,n texture descriptor from the texture
of individual OCTA images. The % of Pixels in the individual histograms of each OCTA image
denotes the proportion of regions, i.e.: the percentage of pixels, visited and measured that share
the same BRIEFS,n patterns.

for the task of image classification. The main motivations behind selectively choosing
these two different classifiers have already been given at the beginning of this chapter,
section 4.2.

A hyper-parameter search was conducted for the KNN and the SVM classifiers.
This is accomplished by defining a search space as a grid of hyper-parameter values
and then every location on the grid is evaluated individually via a cross-validation strat-
egy. The space of hyper-parameters for the KNN classifier was empirically searched
by varying the value of K nearest neighbours with k = {1,3,5,7,9} as well as changing
the distance metrics using Euclidean, Manhattan and Chebyshev distance functions.
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Figure 4.10: The uppermost row displays different OCTA images of four ocular vascular
layers, namely the superficial inner retina, the deep inner retina, the outer retina and the chori-
ocapillaris layers for an eye with wet AMD. The middle row shows the corresponding encoded
texture structure, i.e.: the BRIEFS,n image, of every single OCTA image. The lowermost row
demonstrates the feature vectors, i.e.: histograms, that accumulate the various local texture fea-
tures, i.e.: BRIEFS,n patterns, as detected by the BRIEFS,n texture descriptor from the texture of
individual OCTA images. The % of Pixels in the individual histograms of each OCTA image
denotes the proportion of regions, i.e.: the percentage of pixels, visited and measured that share
the same BRIEFS,n patterns.

The space of hyper-parameters for the SVM classifier was also empirically explored
by changing the value of the penalty parameter C where C = {0.1,1,5,10,50,100}
along with varying the kernel functions using linear, Radial Basis Function (rb f )
and Polynomial (poly) kernels. As the rb f and the poly kernel functions are ex-
plored, the γ and the d parameters are also fine-tuned with different values where
γ = {0.00001,0.0001,0.001,0.01,0.1,1} and d = {2,3,4,5,6,7,8,9}. The optimal
hyper-parameter combinations for the different classifiers that facilitate accomplish-
ing the best classification performance as assessed via a cross-validation strategy are
then finally selected. The following section 4.4 provides a comprehensive evaluation
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of the algorithm proposed.

4.4 Experimental Evaluation and Results

The evaluation of the algorithm proposed was conducted on the diverse OCTA image
data sets previously described in Chapter 3, section 3.4. Nevertheless, the evaluation
was performed as a binary image classification problem on the individual OCTA image
data sets of the two different eye hospitals, namely Manchester Royal Eye Hospital and
Moorfields Eye Hospital. The Manchester Royal Eye Hospital OCTA image data set
comprises a small number of OCTA images representing two different eye conditions,
namely from 33 healthy eyes and 23 wet AMD eyes, see Table 3.1 in Chapter 3, sub-
section 3.4.1. Hence, the binary image classification performed on Manchester Royal
Eye Hospital OCTA image data set was conducted as healthy versus wet AMD.

The Moorfields Eye Hospital OCTA image data set, on the other hand, includes
a much larger number of OCTA images demonstrating three different eye conditions,
specifically from 79 dry AMD eyes, 166 wet AMD eyes and 25 secondary CNV eyes,
see Table 3.2 in Chapter 3, subsection 3.4.2. Therefore, the binary image classification
performed on Moorfields Eye Hospital OCTA image data set was conducted as dry
AMD versus wet AMD. However, as the secondary CNV images share similar abnor-
mal vascular characteristics of wet AMD images, a further binary image classification
on the Moorfields Eye Hospital data set was also conducted, specifically CNV (wet
AMD plus secondary CNV) versus non-CNV (dry AMD).

For all experiments conducted, the binary image classifications were performed as
follows:

1. Based on individual feature vectors extracted from OCTA images of every sep-
arate ocular vascular layer, namely the superficial inner retina, the deep inner
retina, the outer retina and the choriocapillaris layers, respectively. In this man-
ner, the classification is performed solely based on the individual ocular vascu-
lar layer for every single eye.

2. Based on concatenating two feature vectors extracted from two OCTA images
of the ocular vascular layers. These are (1) the superficial and the deep inner
retina layers, (2) the superficial inner and the outer retina layers, (3) the superfi-
cial inner and the choriocapillaris layers, (4) the deep inner and the outer retina
layers, (5) the deep inner retina and the choriocapillaris layers, and (6) the outer
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retina and the choriocapillaris layers that are both typically used for diagnos-
ing AMD disease. The concatenated two feature vectors generated from the
various two layers construct a global feature vector for every individual eye.
Consequently, the classification is performed based on the global feature vec-
tors constructed for the individual eyes.

3. Based on concatenating three feature vectors extracted from three OCTA im-
ages of the ocular vascular layers. These are (1) the superficial, the deep inner
and the outer retina layers, (2) the superficial, the deep inner retina and the
choriocapillaris layers, (3) the superficial inner, the outer retina and the chorio-
capillaris layers and (4) the deep inner, the outer retina and the choriocapillaris
layers. The concatenated three feature vectors generated from the various three
layers construct a global feature vector for every individual eye. Consequently,
the classification is performed based on the global feature vectors constructed
for the individual eyes.

4. Based on concatenating all feature vectors extracted from all OCTA images of
all ocular vascular layers constructing a global feature vector for every individ-
ual eye. Hence, the classification is performed based on the individual eyes not
the individual ocular vascular layers.

There are several motivations for performing the binary image classifications in
these ways. Performing the binary image classification on every OCTA image of each
separate ocular vascular layer may potentially help to identify the most predictive oc-
ular vascular layer with the most information describing the vascular abnormalities
related to AMD disease, e.g.: areas of CNV regions. Additionally, it may help to
identify other novel ocular vascular abnormalities associated with AMD disease in the
OCTA images of certain ocular vascular layers, e.g.: the superficial inner retina and
the deep inner retina, even though they do not typically display perceptible vascular
abnormalities, e.g.: areas of CNV lesions, nor are typically used in current clinical
practice for diagnosing areas of CNV lesions in AMD disease.

Recall that the textural appearance of vascular pathologies related to AMD dis-
ease can appear more perceptible in certain ocular vascular layers than others. Hence,
conducting the binary image classification based on concatenating two feature vectors
extracted from two OCTA images of various ocular vascular layers, based on concate-
nating three feature vectors extracted from three OCTA images of different ocular vas-
cular layers, and based on concatenating all feature vectors extracted from the OCTA
images of all ocular vascular layers, may potentially assist in identifying if there is
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any complementary relationship between the various features arising from the differ-
ent ocular vascular layers. Additionally, it may also help to exploit such information to
address the large within-class variation issue as well as enhance the detection of AMD
disease.

However, the Manchester Royal Eye Hospital and the Moorfields Eye Hospital
OCTA data sets are all imbalanced. As such, the number of eyes involved in the OCTA
data sets for each class of eye condition, e.g.: healthy, wet AMD, and dry AMD, are
unequal. Nonetheless, since all individual classes of eye conditions, e.g.: healthy, wet
AMD, and dry AMD, are very important to identify, the following evaluation strategies
for the algorithm developed were conducted on the OCTA image data sets of both
hospitals:

1. Use the stratified K folds cross-validation strategy with the value of K = 10
to split the OCTA image data sets into 10 stratified folds, i.e.: 10 stratified
training and testing sets. This means every single training and testing set is
created by preserving the number of samples, i.e.: OCTA images, of each class
i.e.: healthy, wet AMD and dry AMD. The main motivation of setting the value
of K = 10 is that, as evidenced by empirical evaluation results when using the
value of K = 10, this is demonstrated to produce performance estimates that do
not suffer from either extremely high bias, e.g.: overestimate of performance
estimates, or from very high variance, e.g.: very high change in performance
estimates [173]. These details, however, have already been comprehensively
discussed and justified in Chapter 2, subsection 2.8.2. Nevertheless, this type of
resampling technique can allow ensuring a reliable evaluation of the predictive
performance for the proposed algorithm as well as limitation of the overfitting
problem.

2. Compute the area under the ROC curve (AUC) score and this is to provide equal
weight for both different classes of eye conditions in the binary classification
problems i.e.: healthy vs wet AMD, dry AMD vs wet AMD and CNV vs non-
CNV.

These evaluation strategies would give an accurate measure of insight into overall
performance as well as ensuring enhanced validation for the algorithm developed. Be-
sides the above mentioned evaluation strategies, the performance of the algorithm was
also tested on the individual three texture descriptors, namely the LBP2riu

p,r , the LBPp,r

and the BRIEFS,n previously described in the local texture feature extraction step of
the algorithm, section 4.3.1.
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Additionally, the various parameters of the three different texture descriptors, i.e.:
(p and r) for the LBP2riu

p,r and the LBPp,r and (S and n) for the BRIEFS,n, were empir-
ically fine-tuned with different values. The same values of parameters were used in
the evaluation of all classification experiments. This is to facilitate fair and consistent
evaluations. As the texture descriptors, i.e.: the LBP2riu

p,r , the LBPp,r and the BRIEFS,n,
were individually fine-tuned with different combinations of parameters, the various
values of parameters tested are denoted in the subscripts, i.e.: in place of p, r, S and n,
of individual texture descriptors.

The motivation for undertaking the aforementioned evaluation procedures can be
justified in two ways. Firstly, this can allow a comprehensive evaluation and validation
of the texture descriptor proposed, i.e.: the LBP2riu

p,r , for quantifying AMD textural ap-
pearance in OCTA images in comparison to other comparable texture descriptors, i.e.
the LBPp,r and the BRIEFS,n. Secondly, this may facilitate the identification of the op-
timal ocular vascular specific parameters of the different texture descriptors employed,
i.e.: the LBP2riu

p,r , the LBPp,r and the BRIEFS,n, that may help to acquire decent and rich
texture representations for AMD disease in OCTA images. As such this may facilitate
automating the image classification task with at least near perfect results that are close
to human capabilities.

As the evaluation involved employing the stratified K = 10 folds cross-validation
strategy and computing the AUC scores, the mean AUC scores along with the stan-
dard deviations were estimated. Hence, the overall performance of the algorithm is
estimated based on the mean AUC scores ± standard deviations using the two different
machine learning classifiers, specifically the KNN and the SVM previously illustrated
in the classification step of the algorithm, see section 4.3.2.

Besides the above mentioned, cross-corpora experiments were also conducted. As
the wet AMD is common in both OCTA image data sets, the cross-corpora experiments
were performed by training the classifiers on one of the OCTA image data sets and then
testing them on the other OCTA image data sets (as external validation) to demonstrate
the generalisation performance. Specifically, the classifier trained on the Manchester
OCTA image data set to solve the healthy versus wet AMD classification task is tested
on the wet AMD cases of the Moorfields OCTA image data set. Likewise, the classifier
trained on the Moorfields OCTA image data set to solve the dry AMD versus wet AMD
classification task is tested on the wet AMD cases of the Manchester OCTA image data
set.

As only the Manchester OCTA image data set contains healthy eyes, the same
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healthy data set is used to train the classifier for solving the Manchester healthy versus
Moorfields wet AMD classification task and then test the trained classifier on the wet
AMD cases of the Manchester OCTA image data set. Likewise, as only the Moorfields
OCTA image data set involves dry AMD eyes, the same dry AMD data set is used to
train the classifier for solving the Moorfields dry AMD versus Manchester wet AMD
classification task and then to test the trained classifier on the wet AMD cases of the
Moorfields OCTA image data set.

The following two subsections 4.4.1 and 4.4.2 present the evaluation results of
the algorithm proposed on both OCTA image data sets of the Manchester Royal Eye
Hospital and the Moorfields Eye Hospital, respectively. The evaluation results of the
cross-corpora experiments conducted are summarised in subsection 4.4.3.

4.4.1 Manchester Royal Eye Hospital

This subsection provides the analysis results of the automated classification algorithm
proposed on the Manchester Royal Eye Hospital OCTA image data set for solving only
a binary image classification task, i.e.: healthy vs wet AMD. The evaluation of the
classification algorithm is performed in order based on the conducting of classification
experiments. As such, it starts with the individual ocular vascular layers, namely the
superficial inner retina layer, the deep inner retina layer, the outer retina layer and the
choriocapillaris layer, respectively. This is then followed by layer combination namely
by concatenating two feature vectors extracted from two OCTA images of various
ocular vascular layers as well as concatenating all feature vectors extracted from the
OCTA images of all ocular vascular layers.

4.4.1.1 Superficial Inner Retina Layer

The algorithm was firstly applied to the OCTA images of the superficial inner retina
layer. Table 4.1 illustrates the classification results that demonstrate the diagnostic
ability of the algorithm on the OCTA images of this retinal layer.

Although the OCTA images of the superficial inner retina layer do not usually
show any perceptible vascular pathologies, i.e.: areas of CNV lesions, related to AMD
disease, the evaluation results in Table 4.1 show that the automated classification al-
gorithm can successfully detect some differences between the normal and abnormal
vascular texture in the OCTA images of the superficial inner retina layer. However, the
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Table 4.1: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, on the OCTA images
of the superficial inner retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
euclidean 0.89±±±0.05 KC=100,γ=1

rb f 0.83 ± 0.19

LBP4,1 Dk=3
euclidean 0.86 ± 0.06 KC=10

linear 0.86 ± 0.20

BRIEF4,4 Dk=7
chebyshev 0.59 ± 0.08 KC=100,γ=1

rb f 0.53 ± 0.12

LBP2riu
8,2 Dk=9

euclidean 0.81 ± 0.10 KC=10
linear 0.70 ± 0.24

LBP8,2 Dk=5
manhattan 0.85 ± 0.06 KC=10

linear 0.86 ± 0.24

BRIEF5,8 Dk=3
euclidean 0.51 ± 0.10 KC=1,d=6

poly 0.54 ± 0.10

LBP2riu
12,3 Dk=3

chebyshev 0.77 ± 0.08 KC=50,γ=1
rb f 0.70 ± 0.21

LBP12,3 Dk=5
manhattan 0.80 ± 0.08 KC=100,γ=1

rb f 0.81 ± 0.15

BRIEF6,12 Dk=7
chebyshev 0.65 ± 0.06 KC=50,d=4

poly 0.59 ± 0.12

LBP2riu
16,4 Dk=7

manhattan 0.77 ± 0.08 KC=100,γ=0.01
rb f 0.66 ± 0.05

LBP16,4 Dk=7
euclidean 0.78 ± 0.08 KC=10

linear 0.78 ± 0.15

BRIEF7,16 Dk=9
chebyshev 0.60 ± 0.16 KC=100,d=3

poly 0.55 ± 0.13

BRIEFS,n texture descriptor was not capable of producing robust local texture descrip-
tions as the performance was always close to random guessing skill, i.e.: mean AUC
scores ≈ 0.55, in both classification settings, i.e.: with the SVM and the KNN classi-
fiers. Nevertheless, the LBP2riu

p,r and the LBPp,r texture descriptors generally demon-
strated to facilitate the attainment of a satisfactory classification performance in all
classification experiments. Based on the classification results given in Table 4.1, how-
ever, the best overall performance was succeeded with the LBP2riu

4,1 texture descriptor
based on a KNN classifier with Dk=3

euclidean accomplishing a mean AUC score and a
standard deviation = 0.89±0.05.

4.4.1.2 Deep Inner Retina Layer

The automated classification algorithm was then applied on the OCTA images of the
deep inner retina layer. Table 4.2 displays the classification results that illustrate the
diagnostic capability of the algorithm on the OCTA images of this retinal layer.

Similar to the OCTA images of the superficial inner retina layer, the OCTA im-
ages of the deep inner retina layer do not typically display any perceptible vascular
pathologies, i.e.: regions of CNV lesions, related to AMD disease. However, the eval-
uation results in Table 4.2 demonstrate that the automated classification algorithm can
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Table 4.2: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, on the OCTA images
of the deep inner retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=9
manhattan 0.94 ± 0.06 KC=100,γ=1

rb f 0.90 ± 0.06

LBP4,1 Dk=9
chebyshev 0.91 ± 0.08 KC=100,γ=1

rb f 0.92 ± 0.19

BRIEF4,4 Dk=1
euclidean 0.61 ± 0.14 KC=10,γ=1

rb f 0.60 ± 0.17

LBP2riu
8,2 Dk=5

euclidean 0.91 ± 0.03 KC=1,γ=0.001
rb f 0.82 ± 0.09

LBP8,2 Dk=7
chebyshev 0.91 ± 0.06 KC=10

linear 0.91 ± 0.04

BRIEF5,8 Dk=5
chebyshev 0.58 ± 0.06 KC=1,γ=0.0001

rb f 0.54 ± 0.07

LBP2riu
12,3 Dk=3

euclidean 0.90 ± 0.06 KC=1
linear 0.87 ± 0.21

LBP12,3 Dk=9
manhattan 0.91 ± 0.04 KC=1,γ=0.001

rb f 0.92 ± 0.25

BRIEF6,12 Dk=5
euclidean 0.56 ± 0.11 KC=100,d=4

poly 0.54 ± 0.11

LBP2riu
16,4 Dk=3

euclidean 0.96±±±0.04 KC=1,γ=1
rb f 0.95 ± 0.03

LBP16,4 Dk=7
euclidean 0.95 ± 0.04 KC=10

linear 0.95 ± 0.05

BRIEF7,16 Dk=7
chebyshev 0.69 ± 0.04 KC=100,γ=1

rb f 0.59 ± 0.10

effectively identify dissimilarities between the normal and abnormal vascular texture
appearance in the OCTA images of the deep inner retina layer. The BRIEFS,n texture
descriptor, however, was not capable of producing robust local texture descriptions as
the classification performance was almost constantly close to random guessing, i.e.:
mean AUC scores ≈ 0.55, in both classification settings, i.e.: with the SVM and the
KNN classifiers. Nevertheless, the LBP2riu

p,r and the LBPp,r texture descriptors mostly
showed to enable the achievement of good and comparable classification results in
all classification experiments. However, based on the classification results given in
Table 4.2, the best overall performance was accomplished with the LBP2riu

16,4 texture de-
scriptor based on a KNN classifier with Dk=3

euclidean achieving a mean AUC score and a
standard deviation = 0.96±0.04.

4.4.1.3 Outer Retina Layer

The automated classification algorithm was subsequently applied to the OCTA images
of the outer retina layer. Table 4.3 presents the classification results that demonstrate
the diagnostic skill of the algorithm on the OCTA images of the retinal layer.

In contrast to the OCTA images of the superficial inner retina layer and the deep
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Table 4.3: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, on the OCTA images
of the outer retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
euclidean 0.99±±±0.00 KC=1

linear 0.99±±±0.00
LBP4,1 Dk=3

euclidean 0.99±±±0.00 KC=1
linear 0.99±±±0.00

BRIEF4,4 Dk=3
euclidean 0.76 ± 0.08 KC=1

linear 0.72 ± 0.15

LBP2riu
8,2 Dk=3

euclidean 0.99±±±0.00 KC=1
linear 0.99±±±0.00

LBP8,2 Dk=3
euclidean 0.99±±±0.00 KC=1

linear 0.99±±±0.00
BRIEF5,8 Dk=7

manhattan 0.62 ± 0.07 KC=1,γ=0.0001
rb f 0.54 ± 0.08

LBP2riu
12,3 Dk=3

euclidean 0.99±±±0.00 KC=1
linear 0.99±±±0.00

LBP12,3 Dk=3
euclidean 0.99±±±0.00 KC=1

linear 0.99±±±0.00
BRIEF6,12 Dk=9

manhattan 0.71 ± 0.13 KC=1,d=3
poly 0.62 ± 0.16

LBP2riu
16,4 Dk=3

euclidean 0.99±±±0.00 KC=1
linear 0.99±±±0.00

LBP16,4 Dk=3
euclidean 0.99±±±0.00 KC=1

linear 0.99±±±0.00
BRIEF7,16 Dk=9

chebyshev 0.77 ± 0.07 KC=1,d=2
poly 0.61 ± 0.14

inner retina layer, the OCTA images of the outer retina layer typically exhibit percep-
tible signs of vascular pathologies, i.e.: areas of CNV lesions, associated with AMD
disease. However, the areas of CNV lesions in the OCTA images of outer retina layer
may not be fully visualised, possibly due to the nature of how the CNV lesions nor-
mally grow. As the CNV lesions typically grow by perforating the Bruch’s membrane
that is the deepest part of the choroid layer and by progressing into other subretinal
layers, some parts of CNV regions may appear more perceptible in certain ocular vas-
cular layers than others. Nevertheless, the evaluation results in Table 4.3 demonstrate
that the automated classification algorithm achieved outstanding classification results.
As such the algorithm can successfully identify dissimilarities between the normal and
abnormal vascular texture appearance in the OCTA images of the outer retina layer
with nearly no misclassification cases, i.e.: with almost no incorrect predictions.

The BRIEFS,n texture descriptor was not capable of producing robust local tex-
ture descriptions from the OCTA images of the superficial inner retina and the deep
inner retina layers as evidenced by previous results, see Tables 4.2 and 4.1. This is
in contrast with the OCTA images of the outer retina layer, with which the BRIEFS,n

texture descriptor demonstrated to allow quite good improvements in classification per-
formance. As such, in some classification experiments, i.e.: using the SVM and the
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KNN classifiers, the classification results using the BRIEFS,n texture descriptor gener-
ally outperformed the random guessing skill, i.e.: mean AUC scores over 0.75. Yet,
the best overall performance was accomplished with the LBP2riu

p,r as well as the LBPp,r

texture descriptors irrespective of which values of parameters are used. Both encour-
aged the attainment of a mean AUC score and a standard deviation = 0.99±0.00 with
both classifiers, i.e.: the KNN using Dk=3

euclidean and the SVM using KC=1
linear.

4.4.1.4 Choriocapillaris Layer

Following the application of the automated classification algorithm to the previous
ocular vascular layers, the algorithm was afterward applied to the OCTA images of the
choriocapillaris layer. Table 4.4 presents the classification results that demonstrate the
diagnostic skill of the classification algorithm on the OCTA images of this choroidal
layer.

Table 4.4: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, on the OCTA images
of choriocapillaris layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
chebyshev 0.93 ± 0.08 KC=50,d=2

poly 0.94 ± 0.08

LBP4,1 Dk=3
chebyshev 0.97±0.04 KC=1

linear 0.97 ± 0.06

BRIEF4,4 Dk=3
chebyshev 0.78 ± 0.08 KC=100,γ=1

rb f 0.81 ± 0.08

LBP2riu
8,2 Dk=3

euclidean 0.87 ± 0.05 KC=100,γ=1
rb f 0.88 ± 0.05

LBP8,2 Dk=1
manhattan 0.94 ± 0.06 KC=1

linear 0.93 ± 0.06

BRIEF5,8 Dk=5
manhattan 0.77 ± 0.10 KC=100

linear 0.82 ± 0.10

LBP2riu
12,3 Dk=5

manhattan 0.93 ± 0.03 KC=10
linear 0.94 ± 0.04

LBP12,3 Dk=7
manhattan 0.95 ± 0.02 KC=1

linear 0.95 ± 0.03

BRIEF6,12 Dk=9
chebyshev 0.81 ± 0.10 KC=100,γ=1

rb f 0.69 ± 0.19

LBP2riu
16,4 Dk=9

manhattan 0.95 ± 0.02 KC=10
linear 0.97±±±0.03

LBP16,4 Dk=1
manhattan 0.96 ± 0.02 KC=1

linear 0.96 ± 0.03

BRIEF7,16 Dk=3
chebyshev 0.84 ± 0.09 KC=100,γ=1

rb f 0.83 ± 0.11

The OCTA images of the choriocapillaris layer are analogous to the OCTA images
of the outer retina layer in being known to typically display noticeable marks of vas-
cular pathologies, i.e.: areas of CNV lesions, associated with AMD disease. However,
the areas of CNV lesions in the OCTA images of choriocapillaris may not be fully visu-
alised, as was the case with the OCTA images of the outer retina layer. This is mainly
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due to the nature of how CNV lesions normally grow. The CNV lesions typically grow
by perforating the Bruch’s membrane, that is the deepest part of the choroid layer, and
by progressing into other subretinal layers. Hence, some parts of CNV regions may be
more distinguishable in certain ocular vascular layers than in others. Nevertheless, the
evaluation results in Table 4.4 demonstrate that the automated classification algorithm
was able to achieve great classification results. As such the algorithm successfully
identified dissimilarities between the normal and abnormal vascular texture appear-
ance in the OCTA images of the choriocapillaris layer with a few misclassification
cases.

Similar to the case with the OCTA images of the outer retina layer, the BRIEFS,n

texture descriptor was capable of generating local texture descriptions from the OCTA
images of the choriocapillaris layer that adequately facilitated a slight improvement in
the classification performance compared to its poor results in previous ocular vascular
layers, see Tables 4.1 and 4.2. Based on the classification results given in Table 4.4,
however, the best overall performance was accomplished with the LBP2riu

16,4 texture de-
scriptor achieving a mean AUC score and a standard deviation = 0.97±0.03 based on
the SVM classifier with KC=10

linear.

4.4.1.5 Layer Combination

After evaluating the automated classification algorithm on the OCTA images of oc-
ular vascular layers individually, the performance of the algorithm was subsequently
assessed on classifying the various eyes via layer combination. Specifically, this is ac-
complished by conducting the binary image classification based on concatenating two
feature vectors extracted from two OCTA images of the different ocular vascular lay-
ers, based on concatenating three feature vectors extracted from three OCTA images
of the various ocular vascular layers and based on concatenating all feature vectors ex-
tracted from the OCTA images of all ocular vascular layers. It should be recalled that
the classification performance of the algorithm was assessed based on the individual
eyes, not the individual OCTA images of various ocular vascular layers.

Tables 4.5, 4.6, 4.7, 4.8, 4.9 and 4.10 present the classification results that demon-
strate the diagnostic skill of the classification algorithm to classify the different eyes
when concatenating two feature vectors extracted from two OCTA images of the dif-
ferent ocular vascular layers. These are the superficial and the deep inner retina, the
superficial inner and the outer retina, the superficial inner retina and the choriocapil-
laris, the deep inner and the outer retina, the deep inner retina and the choriocapillaris,
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and the outer retina and the choriocapillaris layers, respectively.

Table 4.5: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, based on concatenating
two feature vectors extracted from the OCTA images of the superficial and the deep retina
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=5
manhattan 0.93 ± 0.06 KC=1

linear 0.94±±±0.03
LBP4,1 Dk=3

euclidean 0.91 ± 0.08 KC=1,d=2
poly 0.93 ± 0.07

BRIEF4,4 Dk=3
manhattan 0.56 ± 0.08 KC=10,d=4

poly 0.54 ± 0.11

LBP2riu
8,2 Dk=1

euclidean 0.83 ± 0.08 KC=50,d=2
poly 0.89 ± 0.09

LBP8,2 Dk=5
manhattan 0.90 ± 0.06 KC=50,d=6

poly 0.93 ± 0.06

BRIEF5,8 Dk=7
chebyshev 0.54 ± 0.07 KC=50,γ=0.01

rb f 0.51 ± 0.06

LBP2riu
12,3 Dk=1

euclidean 0.86 ± 0.06 KC=50,d=5
poly 0.91 ± 0.07

LBP12,3 Dk=5
manhattan 0.90 ± 0.03 KC=100,d=2

poly 0.93 ± 0.05

BRIEF6,12 Dk=7
euclidean 0.50 ± 0.07 KC=1,γ=0.0001

rb f 0.51 ± 0.08

LBP2riu
16,4 Dk=5

manhattan 0.93 ± 0.04 KC=10
linear 0.75 ± 0.10

LBP16,4 Dk=5
euclidean 0.92 ± 0.07 KC=1

linear 0.88 ± 0.10

BRIEF7,16 Dk=5
chebyshev 0.53 ± 0.13 KC=1

linear 0.52 ± 0.15

Table 4.6: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, based on concatenating
two feature vectors extracted from the OCTA images of the superficial and the outer retina
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=1
euclidean 0.96 ± 0.05 KC=1

linear 0.97 ± 0.02

LBP4,1 Dk=1
euclidean 0.95 ± 0.06 KC=1

linear 0.94 ± 0.04

BRIEF4,4 Dk=3
euclidean 0.52 ± 0.08 KC=1,d=5

poly 0.51 ± 0.11

LBP2riu
8,2 Dk=3

euclidean 0.96 ± 0.06 KC=1
linear 0.95 ± 0.22

LBP8,2 Dk=1
euclidean 0.96 ± 0.02 KC=1

linear 0.95 ± 0.02

BRIEF5,8 Dk=1
euclidean 0.51 ± 0.08 KC=50,d=6

poly 0.50 ± 0.10

LBP2riu
12,3 Dk=1

euclidean 0.95 ± 0.02 KC=1
linear 0.90 ± 0.10

LBP12,3 Dk=1
euclidean 0.94 ± 0.01 KC=1

linear 0.95 ± 0.22

BRIEF6,12 Dk=7
manhattan 0.63 ± 0.16 KC=1,γ=0.001

rb f 0.55 ± 0.15

LBP2riu
16,4 Dk=1

euclidean 0.98±±±0.02 KC=1
linear 0.90 ± 0.10

LBP16,4 Dk=1
euclidean 0.95 ± 0.02 KC=1

linear 0.96 ± 0.02

BRIEF7,16 Dk=5
euclidean 0.50 ± 0.11 KC=1

linear 0.51 ± 0.12
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Table 4.7: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, based on concatenating
two feature vectors extracted from the OCTA images of the superficial and the choriocapillaris
retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=9
euclidean 0.90 ± 0.04 KC=1,d=3

poly 0.92 ± 0.04

LBP4,1 Dk=9
euclidean 0.90 ± 0.05 KC=1,d=3

poly 0.91 ± 0.05

BRIEF4,4 Dk=7
manhattan 0.71 ± 0.08 KC=100,d=3

poly 0.63 ± 0.16

LBP2riu
8,2 Dk=5

manhattan 0.88 ± 0.04 KC=1,d=4
poly 0.90 ± 0.05

LBP8,2 Dk=5
euclidean 0.89 ± 0.03 KC=100,d=2

poly 0.90 ± 0.05

BRIEF5,8 Dk=9
manhattan 0.64 ± 0.06 KC=10,d=5

poly 0.68 ± 0.11

LBP2riu
12,3 Dk=3

manhattan 0.88 ± 0.06 KC=100,d=6
poly 0.93 ± 0.06

LBP12,3 Dk=3
manhattan 0.94±±±0.04 KC=100,d=6

poly 0.93 ± 0.04

BRIEF6,12 Dk=5
manhattan 0.63 ± 0.13 KC=50,d=5

poly 0.66 ± 0.13

LBP2riu
16,4 Dk=5

manhattan 0.92 ± 0.06 KC=1
linear 0.86 ± 0.19

LBP16,4 Dk=5
euclidean 0.93 ± 0.06 KC=1

linear 0.93 ± 0.05

BRIEF7,16 Dk=5
chebyshev 0.66 ± 0.12 KC=1

linear 0.55 ± 0.14

Table 4.8: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, based on concatenating
two feature vectors extracted from two OCTA images, namely the deep and the outer retina
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=1
euclidean 0.97 ± 0.02 KC=1

linear 0.96 ± 0.02

LBP4,1 Dk=1
euclidean 0.94 ± 0.05 KC=1

linear 0.95 ± 0.22

BRIEF4,4 Dk=1
euclidean 0.57 ± 0.12 KC=100,d=2

poly 0.62 ± 0.11

LBP2riu
8,2 Dk=1

euclidean 0.94 ± 0.02 KC=1
linear 0.96 ± 0.00

LBP8,2 Dk=1
euclidean 0.97 ± 0.07 KC=1

linear 0.95 ± 0.22

BRIEF5,8 Dk=9
euclidean 0.57 ± 0.08 KC=1,d=6

poly 0.57 ± 0.07

LBP2riu
12,3 Dk=3

euclidean 0.95 ± 0.02 KC=1
linear 0.94 ± 0.22

LBP12,3 Dk=1
euclidean 0.96 ± 0.06 KC=1

linear 0.95 ± 0.07

BRIEF6,12 Dk=9
manhattan 0.60 ± 0.13 KC=1,d=5

poly 0.54 ± 0.16

LBP2riu
16,4 Dk=1

euclidean 0.98±±±0.01 KC=1
linear 0.96 ± 0.04

LBP16,4 Dk=1
euclidean 0.97 ± 0.03 KC=1

linear 0.90 ± 0.10

BRIEF7,16 Dk=3
chebyshev 0.61 ± 0.10 KC=10

linear 0.51 ± 0.15

Tables 4.11, 4.12, 4.13 and 4.14, on the other hand, exhibit the classification results
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Table 4.9: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, based on concatenating
two feature vectors extracted from the OCTA images of the deep retina and the choriocapillaris
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=9
euclidean 0.94 ± 0.05 KC=1,d=3

poly 0.95 ± 0.06

LBP4,1 Dk=9
chebyshev 0.94 ± 0.05 KC=1,d=3

poly 0.94 ± 0.06

BRIEF4,4 Dk=3
euclidean 0.69 ± 0.08 KC=50,d=2

poly 0.70 ± 0.12

LBP2riu
8,2 Dk=5

euclidean 0.91 ± 0.06 KC=10,d=3
poly 0.95 ± 0.06

LBP8,2 Dk=7
manhattan 0.93 ± 0.05 KC=100,d=6

poly 0.96 ± 0.05

BRIEF5,8 Dk=3
manhattan 0.74 ± 0.10 KC=50,d=5

poly 0.76 ± 0.10

LBP2riu
12,3 Dk=5

manhattan 0.95 ± 0.04 KC=50,d=5
poly 0.97 ± 0.04

LBP12,3 Dk=7
manhattan 0.97 ± 0.02 KC=100,d=6

poly 0.97 ± 0.02

BRIEF6,12 Dk=3
manhattan 0.65 ± 0.11 KC=50,d=6

poly 0.67 ± 0.11

LBP2riu
16,4 Dk=5

manhattan 0.97 ± 0.03 KC=10
linear 0.91 ± 0.20

LBP16,4 Dk=5
manhattan 0.98±±±0.01 KC=1

linear 0.88 ± 0.28

BRIEF7,16 Dk=3
chebyshev 0.61 ± 0.09 KC=1

linear 0.50 ± 0.15

Table 4.10: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, based on concatenating
two feature vectors extracted from the OCTA images of the outer retina and the choriocapillaris
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=5
manhattan 0.99 ± 0.03 KC=1

linear 0.98 ± 0.04

LBP4,1 Dk=3
euclidean 0.97 ± 0.04 KC=1

linear 0.98 ± 0.03

BRIEF4,4 Dk=5
chebyshev 0.72 ± 0.13 KC=100

linear 0.76 ± 0.13

LBP2riu
8,2 Dk=3

euclidean 0.96 ± 0.02 KC=1
linear 0.95 ± 0.12

LBP8,2 Dk=3
euclidean 0.96 ± 0.02 KC=1

linear 0.95 ± 0.12

BRIEF5,8 Dk=7
chebyshev 0.71 ± 0.08 KC=10,d=3

poly 0.64 ± 0.20

LBP2riu
12,3 Dk=3

euclidean 0.99 ± 0.04 KC=1
linear 0.97 ± 0.03

LBP12,3 Dk=3
euclidean 0.96 ± 0.02 KC=1

linear 0.97 ± 0.02

BRIEF6,12 Dk=9
manhattan 0.76 ± 0.05 KC=50

linear 0.64 ± 0.19

LBP2riu
16,4 Dk=3

euclidean 1.00±±±0.00 KC=1
linear 0.95 ± 0.12

LBP16,4 Dk=3
euclidean 0.98 ± 0.03 KC=1

linear 0.97 ± 0.02

BRIEF7,16 Dk=5
chebyshev 0.73 ± 0.10 KC=10,d=2

poly 0.71 ± 0.10

that show the diagnostic capability of the classification algorithm when concatenating



204 CHAPTER 4. CLASSIFICATION BASED ON WHOLE-FEATURES

three feature vectors extracted from three OCTA images of the various ocular vascular
layers. These are the superficial, the deep inner and the outer retina, the superficial,
the deep inner retina and the choriocapillaris, the superficial inner, the outer retina and
the choriocapillaris, and the deep inner, the outer retina and the choriocapillaris layers,
respectively.

Table 4.11: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, based on concatenating
three feature vectors extracted from the OCTA images of the superficial inner, the deep inner
and the outer retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=1
euclidean 0.97 ± 0.02 KC=1

linear 0.94 ± 0.12

LBP4,1 Dk=1
euclidean 0.97 ± 0.05 KC=1

linear 0.95 ± 0.12

BRIEF4,4 Dk=1
chebyshev 0.59 ± 0.08 KC=10,d=3

poly 0.64 ± 0.11

LBP2riu
8,2 Dk=3

euclidean 0.97 ± 0.06 KC=1
linear 0.97 ± 0.04

LBP8,2 Dk=3
euclidean 0.95 ± 0.02 KC=1

linear 0.97 ± 0.01

BRIEF5,8 Dk=3
chebyshev 0.51 ± 0.06 KC=1,d=2

poly 0.50 ± 0.07

LBP2riu
12,3 Dk=3

euclidean 0.97 ± 0.03 KC=1
linear 0.96 ± 0.02

LBP12,3 Dk=1
euclidean 0.95 ± 0.06 KC=1

linear 0.96 ± 0.03

BRIEF6,12 Dk=3
manhattan 0.60 ± 0.15 KC=1

linear 0.53 ± 0.13

LBP2riu
16,4 Dk=3

euclidean 0.98±±±0.01 KC=1
linear 0.95 ± 0.03

LBP16,4 Dk=1
euclidean 0.97 ± 0.05 KC=1

linear 0.95 ± 0.12

BRIEF7,16 Dk=5
manhattan 0.50 ± 0.07 KC=1,γ=0.01

rb f 0.51 ± 0.09

Table 4.15 shows the classification results when concatenating all feature vectors
extracted from the OCTA images of all ocular vascular layers.

Combining the various OCTA images of ocular vascular layers with different eye
conditions, i.e.: healthy and wet AMD, can be quite challenging to differentiate even
for highly skilled ophthalmologists. This is because the textural vascular appearance in
the various OCTA images usually appear significantly different among various ocular
vascular layers. With the presence of an eye condition, i.e.: wet AMD disease, the
OCTA images of certain ocular vascular layers, e.g.: the superficial inner retina and
the deep inner retina layers, typically demonstrate a relatively uniform textural vascular
appearance that is comparable to healthy. However, the OCTA images of the outer
retina and the choriocapillaris layers with wet AMD disease usually show random
textural vascular appearance that is dramatically different from healthy.

Despite these diversities and difficulties, the evaluation results previously presented
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Table 4.12: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, based on concatenating
three feature vectors extracted from the OCTA images of the superficial, the deep inner retina
and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
chebyshev 0.95 ± 0.05 KC=1,d=2

poly 0.96 ± 0.04

LBP4,1 Dk=3
manhattan 0.96 ± 0.06 KC=1

linear 0.96 ± 0.05

BRIEF4,4 Dk=1
manhattan 0.63 ± 0.09 KC=10,d=3

poly 0.55 ± 0.10

LBP2riu
8,2 Dk=5

manhattan 0.88 ± 0.08 KC=10,d=3
poly 0.93 ± 0.08

LBP8,2 Dk=3
manhattan 0.92 ± 0.07 KC=1,γ=0.01

rb f 0.88 ± 0.10

BRIEF5,8 Dk=5
manhattan 0.70 ± 0.10 KC=10,d=2

poly 0.65 ± 0.11

LBP2riu
12,3 Dk=3

manhattan 0.93 ± 0.06 KC=10,d=3
poly 0.92 ± 0.07

LBP12,3 Dk=3
manhattan 0.97 ± 0.02 KC=10

linear 0.95 ± 0.03

BRIEF6,12 Dk=5
manhattan 0.50 ± 0.10 KC=10,d=3

poly 0.52 ± 0.12

LBP2riu
16,4 Dk=5

manhattan 0.96 ± 0.02 KC=10
linear 0.93 ± 0.07

LBP16,4 Dk=5
manhattan 0.98±±±0.02 KC=50

linear 0.97 ± 0.03

BRIEF7,16 Dk=5
manhattan 0.57 ± 0.10 KC=10,d=3

poly 0.54 ± 0.11

Table 4.13: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, based on concatenating
three feature vectors extracted from the OCTA images of the superficial inner, the outer retina
and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
euclidean 0.96 ± 0.05 KC=1

linear 0.95 ± 0.06

LBP4,1 Dk=3
euclidean 0.95 ± 0.04 KC=1

linear 0.96 ± 0.03

BRIEF4,4 Dk=3
euclidean 0.54 ± 0.11 KC=50

linear 0.53 ± 0.13

LBP2riu
8,2 Dk=3

euclidean 0.96 ± 0.07 KC=1
linear 0.95 ± 0.12

LBP8,2 Dk=1
euclidean 0.95 ± 0.05 KC=1

linear 0.90 ± 0.10

BRIEF5,8 Dk=1
euclidean 0.61 ± 0.07 KC=10,d=3

poly 0.59 ± 0.13

LBP2riu
12,3 Dk=3

euclidean 0.96 ± 0.02 KC=1
linear 0.90 ± 0.10

LBP12,3 Dk=1
euclidean 0.96 ± 0.04 KC=1

linear 0.95 ± 0.12

BRIEF6,12 Dk=5
manhattan 0.71 ± 0.12 KC=10,d=3

poly 0.65 ± 0.14

LBP2riu
16,4 Dk=3

euclidean 0.97±±±0.02 KC=1
linear 0.97 ± 0.04

LBP16,4 Dk=1
euclidean 0.96 ± 0.03 KC=1

linear 0.96 ± 0.02

BRIEF7,16 Dk=5
chebyshev 0.61 ± 0.11 KC=10,d=3

poly 0.60 ± 0.06

show that the automated classification algorithm can successfully detect differences
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Table 4.14: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, based on concatenating
three feature vectors extracted from the OCTA images of the deep inner, the outer retina and
the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=1
manhattan 0.97 ± 0.06 KC=1

linear 0.89 ± 0.10

LBP4,1 Dk=3
euclidean 0.96 ± 0.07 KC=1

linear 0.90 ± 0.10

BRIEF4,4 Dk=5
manhattan 0.65 ± 0.10 KC=10,d=3

poly 0.66 ± 0.14

LBP2riu
8,2 Dk=3

euclidean 0.97 ± 0.05 KC=1
linear 0.96 ± 0.04

LBP8,2 Dk=5
euclidean 0.96 ± 0.04 KC=1

linear 0.97 ± 0.03

BRIEF5,8 Dk=5
manhattan 0.69 ± 0.10 KC=10,d=3

poly 0.71 ± 0.14

LBP2riu
12,3 Dk=3

euclidean 0.96 ± 0.06 KC=1
linear 0.90 ± 0.10

LBP12,3 Dk=1
euclidean 0.95 ± 0.03 KC=1

linear 0.94 ± 0.02

BRIEF6,12 Dk=5
manhattan 0.64 ± 0.11 KC=10,d=3

poly 0.54 ± 0.14

LBP2riu
16,4 Dk=3

euclidean 0.98±±±0.03 KC=10
linear 0.95 ± 0.12

LBP16,4 Dk=1
euclidean 0.97 ± 0.07 KC=1

linear 0.95 ± 0.12

BRIEF7,16 Dk=5
manhattan 0.64 ± 0.11 KC=10,d=2

poly 0.63 ± 0.13

Table 4.15: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the healthy vs wet AMD classification task, based on concatenating
all feature vectors extracted from the OCTA images of all ocular vascular layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
euclidean 0.98 ± 0.03 KC=1

linear 0.95 ± 0.12

LBP4,1 Dk=1
euclidean 0.98 ± 0.02 KC=1

linear 0.94 ± 0.12

BRIEF4,4 Dk=1
chebyshev 0.60 ± 0.09 KC=50

linear 0.60 ± 0.14

LBP2riu
8,2 Dk=3

euclidean 0.98 ± 0.05 KC=1
linear 0.89 ± 0.10

LBP8,2 Dk=3
euclidean 0.98 ± 0.03 KC=1

linear 0.98 ± 0.01

BRIEF5,8 Dk=9
chebyshev 0.61 ± 0.12 KC=50,γ=0.01

rb f 0.57 ± 0.09

LBP2riu
12,3 Dk=3

euclidean 0.99±±±0.03 KC=1
linear 0.94 ± 0.22

LBP12,3 Dk=1
euclidean 0.98 ± 0.04 KC=1

linear 0.90 ± 0.10

BRIEF6,12 Dk=9
manhattan 0.60 ± 0.14 KC=50

linear 0.55 ± 0.14

LBP2riu
16,4 Dk=3

euclidean 0.98 ± 0.05 KC=1
linear 0.85 ± 0.16

LBP16,4 Dk=1
euclidean 0.98 ± 0.04 KC=1

linear 0.90 ± 0.10

BRIEF7,16 Dk=5
manhattan 0.58 ± 0.12 KC=100

linear 0.53 ± 0.12

between the normal and abnormal vascular texture via layer combination. While the
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BRIEFS,n texture descriptor was not able to produce representative local texture fea-
tures suitable for classification, the LBP2riu

p,r and the LBPp,r texture descriptors gener-
ally demonstrated great capacity to generate robust texture features as evidenced by
the classification results in all previous experiments.

For solving the healthy vs wet AMD classification task via layer combination, how-
ever, the best classification performance was achieved when concatenating two feature
vectors extracted from the OCTA images of the outer retina and the choriocapillaris
layers. This was accomplished by employing the KNN classifier with Dk=3

euclidean using
the LBP2riu

p=16,r=4 texture descriptor achieving a mean AUC score and a standard devia-
tion = 1.00±0.00.

4.4.2 Moorfields Eye Hospital

This subsection provides the analysis results of the automated classification algorithm
proposed on the Moorfields Eye Hospital OCTA image data set for solving two binary
image classification tasks, i.e.: dry AMD vs wet AMD and CNV vs non-CNV. The
evaluation of the classification algorithm is performed in order, i.e.: on the superficial
inner retina, the deep inner retina, the outer retina, and the choriocapillaris layers,
respectively. This is then followed by layer combination, namely by concatenating
two feature vectors extracted from two OCTA images of the different ocular vascular
layers, concatenating three feature vectors extracted from three OCTA images of the
various ocular vascular layers and concatenating all feature vectors extracted from the
OCTA images of all ocular vascular layers.

4.4.2.1 Superficial Inner Retina Layer

The classification algorithm was firstly evaluated to differentiate dry AMD from wet
AMD cases on the OCTA images of the superficial inner retina layer. Table 4.16
presents the classification results that demonstrate the diagnostic ability of the clas-
sification algorithm on the OCTA images of this retinal layer to solve the dry AMD vs
wet AMD classification task.

The OCTA images of the superficial inner retina layer do not typically demonstrate
any perceptible vascular pathologies related to dry AMD or wet AMD. Nevertheless,
the evaluation results in Table 4.16 show that the automated classification algorithm
can distinguish some differences between dry AMD and wet AMD texture appearance
in the OCTA images of the superficial inner retina layer. Generally, the classification
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Table 4.16: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, on the OCTA images
of the superficial inner retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=7
chebyshev 0.62 ± 0.04 KC=1

linear 0.71±±±0.06
LBP4,1 Dk=5

manhattan 0.57 ± 0.06 KC=50
linear 0.65 ± 0.10

BRIEF4,4 Dk=5
chebyshev 0.54 ± 0.04 KC=10,d=2

poly 0.51 ± 0.06

LBP2riu
8,2 Dk=9

chebyshev 0.59 ± 0.03 KC=50
linear 0.68 ± 0.09

LBP8,2 Dk=9
chebyshev 0.59 ± 0.06 KC=1,γ=0.001

rb f 0.61 ± 0.06

BRIEF5,8 Dk=5
euclidean 0.53 ± 0.08 KC=50

linear 0.50 ± 0.08

LBP2riu
12,3 Dk=9

manhattan 0.62 ± 0.06 KC=10,γ=0.1
rb f 0.65 ± 0.10

LBP12,3 Dk=9
euclidean 0.58 ± 0.05 KC=1,γ=0.001

rb f 0.66 ± 0.05

BRIEF6,12 Dk=1
euclidean 0.57 ± 0.06 KC=50,d=3

poly 0.55 ± 0.06

LBP2riu
16,4 Dk=5

euclidean 0.57 ± 0.08 KC=50
linear 0.65 ± 0.13

LBP16,4 Dk=9
chebyshev 0.56 ± 0.03 KC=10,γ=0.01

rb f 0.59 ± 0.10

BRIEF7,16 Dk=7
euclidean 0.51 ± 0.05 KC=50

linear 0.53 ± 0.07

results with the BRIEFS,n texture descriptor were demonstrated to be among the worst.
However, the best overall classification performance was achieved with the LBP2riu

4,1

texture descriptor based on the SVM classifier with KC=1
linear accomplishing a mean AUC

score and a standard deviation = 0.71±0.06.
The classification algorithm was then evaluated on the OCTA images of the super-

ficial inner retina layer, but for the task of distinguishing CNV from non-CNV cases.
Table 4.17 presents the classification results that demonstrate the diagnostic ability of
the algorithm on the OCTA images of the superficial inner retina layer to solve the
CNV vs non-CNV classification task.

Again, similar to the findings in Table 4.16, the evaluation results in Table 4.17
show that the automated classification algorithm can distinguish some dissimilarities
between non-CNV, i.e.: dry AMD, and CNV, i.e.: wet AMD plus secondary CNV,
texture appearance in the OCTA images of the superficial inner retina layer. While the
classification results with the BRIEFS,n texture descriptor were proved to be the worst,
the LBP2riu

p,r and the LBPp,r texture descriptors both enabled the achievement of fairly
good enhancements in classification performance. Nonetheless, the best overall clas-
sification performance was achieved with the LBP2riu

8,2 texture descriptor based on the
SVM classifier with KC=1

linear accomplishing a mean AUC score and a standard deviation
= 0.70±0.05.
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Table 4.17: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, on the OCTA images of
the superficial inner retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=5
chebyshev 0.61 ± 0.02 KC=50

linear 0.66 ± 0.09

LBP4,1 Dk=3
manhattan 0.61 ± 0.02 KC=50

linear 0.60 ± 0.06

BRIEF4,4 Dk=7
chebyshev 0.50 ± 0.05 KC=1,γ=0.001

rb f 0.51 ± 0.06

LBP2riu
8,2 Dk=3

euclidean 0.61 ± 0.05 KC=1
linear 0.70±±±0.05

LBP8,2 Dk=1
manhattan 0.57 ± 0.02 KC=50

linear 0.58 ± 0.06

BRIEF5,8 Dk=5
euclidean 0.52 ± 0.04 KC=10,γ=0.001

rb f 0.53 ± 0.12

LBP2riu
12,3 Dk=9

manhattan 0.54 ± 0.04 KC=50
linear 0.62 ± 0.07

LBP12,3 Dk=7
euclidean 0.58 ± 0.06 KC=50

linear 0.59 ± 0.04

BRIEF6,12 Dk=3
chebyshev 0.53 ± 0.06 KC=50,d=3

poly 0.51 ± 0.06

LBP2riu
16,4 Dk=5

chebyshev 0.57 ± 0.07 KC=1
linear 0.59 ± 0.09

LBP16,4 Dk=5
euclidean 0.55 ± 0.03 KC=50

linear 0.57 ± 0.07

BRIEF7,16 Dk=9
euclidean 0.50 ± 0.02 KC=10,γ=0.01

rb f 0.53 ± 0.13

4.4.2.2 Deep Inner Retina Layer

Following evaluation of the classification algorithm on the OCTA images of the super-
ficial inner retina layer, the classification algorithm then was examined in discriminat-
ing dry AMD from wet AMD cases on the OCTA images of the deep inner retina layer.
Table 4.18 illustrates the classification results that show the diagnostic capability of the
algorithm on the OCTA images of this retinal layer to solve the dry AMD vs wet AMD
classification task.

Like the OCTA images of the superficial inner retina layer, the OCTA images of the
deep inner retina layer also do not normally show any noticeable vascular pathologies
related to the various types of AMD disease, e.g.: dry AMD and wet AMD. However,
the evaluation results in Table 4.18 demonstrate that the automated classification algo-
rithm can recognise variations between dry AMD and wet AMD texture appearance
in the OCTA images of the deep inner retina layer. Broadly, the classification results
accomplished with the BRIEFS,n texture descriptor were very poor compared to using
the LBP2riu

p,r and the LBPp,r texture descriptors. Nevertheless, the best overall classi-
fication performance was achieved with the LBP2riu

16,4 texture descriptor based on the
SVM classifier with KC=1

linear accomplishing a mean AUC score and a standard deviation
= 0.75±0.04.
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Table 4.18: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, on the OCTA images
of the deep inner retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=9
euclidean 0.62 ± 0.06 KC=10,d=2

poly 0.62 ± 0.07

LBP4,1 Dk=9
chebyshev 0.62 ± 0.06 KC=1,γ=0.001

rb f 0.69 ± 0.01

BRIEF4,4 Dk=1
manhattan 0.51 ± 0.05 KC=1,γ=0.001

rb f 0.51 ± 0.06

LBP2riu
8,2 Dk=9

manhattan 0.64 ± 0.04 KC=50,γ=0.001
rb f 0.62 ± 0.08

LBP8,2 Dk=9
euclidean 0.63 ± 0.07 KC=1,γ=0.001

rb f 0.64 ± 0.08

BRIEF5,8 Dk=9
chebyshev 0.51 ± 0.04 KC=1,γ=0.001

rb f 0.53 ± 0.07

LBP2riu
12,3 Dk=7

manhattan 0.63 ± 0.06 KC=50
linear 0.70 ± 0.02

LBP12,3 Dk=5
manhattan 0.63 ± 0.05 KC=50

linear 0.66 ± 0.07

BRIEF6,12 Dk=1
chebyshev 0.56 ± 0.07 KC=1,d=4

poly 0.53 ± 0.06

LBP2riu
16,4 Dk=3

chebyshev 0.66 ± 0.07 KC=1
linear 0.75±±±0.04

LBP16,4 Dk=7
manhattan 0.62 ± 0.05 KC=50

linear 0.68 ± 0.03

BRIEF7,16 Dk=1
manhattan 0.52 ± 0.02 KC=1,γ=0.01

rb f 0.53 ± 0.04

Subsequently, the classification algorithm was evaluated on the OCTA images of
the deep inner retina layer, but for the task of differentiating CNV from non-CNV
subjects. Table 4.19 demonstrates the classification results that reveal the diagnostic
ability of the classification algorithm on the OCTA images of the deep inner retina
layer to solve the CNV vs non-CNV classification task.

Analogous to the findings in Table 4.18, the evaluation results in Table 4.19 also
demonstrate that the automated classification algorithm can discriminate some vari-
ations between non-CNV, i.e.: dry AMD, and CNV, i.e.: wet AMD plus secondary
CNV, texture appearance in the OCTA images of the deep inner retina layer. The clas-
sification results achieved with the BRIEFS,n texture descriptor were, however, very
poor in all classification experiments. Nevertheless, the LBP2riu

p,r and the LBPp,r texture
descriptors both again showed to enable slight improvements in classification perfor-
mance. Nonetheless, the best overall classification performance was achieved with the
LBP2riu

12,3 texture descriptor using the SVM classifier with KC=1
linear accomplishing a mean

AUC score and a standard deviation = 0.72±0.03.
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Table 4.19: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, on the OCTA images of
the deep inner retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
euclidean 0.58 ± 0.05 KC=50

linear 0.66 ± 0.08

LBP4,1 Dk=5
manhattan 0.62 ± 0.04 KC=1,γ=0.01

rb f 0.66 ± 0.05

BRIEF4,4 Dk=1
chebyshev 0.53 ± 0.04 KC=50,d=3

poly 0.54 ± 0.03

LBP2riu
8,2 Dk=3

euclidean 0.63 ± 0.05 KC=50
linear 0.67 ± 0.03

LBP8,2 Dk=5
chebyshev 0.63 ± 0.05 KC=1,γ=0.001

rb f 0.64 ± 0.06

BRIEF5,8 Dk=3
euclidean 0.50 ± 0.04 KC=10,d=4

poly 0.52 ± 0.02

LBP2riu
12,3 Dk=3

euclidean 0.61 ± 0.04 KC=1
linear 0.72±±±0.03

LBP12,3 Dk=3
manhattan 0.64 ± 0.03 KC=50

linear 0.68 ± 0.06

BRIEF6,12 Dk=5
euclidean 0.50 ± 0.04 KC=50

linear 0.52 ± 0.04

LBP2riu
16,4 Dk=5

euclidean 0.67 ± 0.05 KC=10
linear 0.69 ± 0.02

LBP16,4 Dk=3
euclidean 0.63 ± 0.05 KC=1,γ=0.01

rb f 0.64 ± 0.09

BRIEF7,16 Dk=7
euclidean 0.52 ± 0.01 KC=50

linear 0.51 ± 0.04

4.4.2.3 Outer Retina Layer

Following assessment of the classification algorithm on the OCTA images of the su-
perficial and deep inner retinal layers, the algorithm was then examined in separating
dry AMD from wet AMD subjects based on the OCTA images of the outer retina layer.
Table 4.20 illustrates the classification results that show the diagnostic capability of the
classification algorithm on the OCTA images of this retinal layer to solve the dry AMD
vs wet AMD classification task.

While the OCTA images of the outer retina layer normally demonstrate notice-
able vascular abnormalities related to dry AMD and wet AMD diseases, which can be
clearly distinguishable from normal ocular vascular texture appearance, visually differ-
entiating diverse texture vascular pathologies, e.g.: dry AMD and wet AMD diseases,
from each other in the OCTA images of the outer retina layer can be extremely chal-
lenging. As such it is not uncommon for clinicians to request a second opinion due
to the significant pattern variations between individuals, and the fact that dry AMD
and wet AMD diseases may appear similar causing difficulties in the interpretation
process [10,27]. Nonetheless, the evaluation results in Table 4.20 illustrate that the au-
tomated classification algorithm can identify distinctions between dry AMD and wet
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Table 4.20: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, on the OCTA images
of the outer retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=9
manhattan 0.70 ± 0.05 KC=50

linear 0.77 ± 0.03

LBP4,1 Dk=7
manhattan 0.74 ± 0.02 KC=50

linear 0.81 ± 0.03

BRIEF4,4 Dk=7
chebyshev 0.68 ± 0.05 KC=50,d=2

poly 0.69 ± 0.06

LBP2riu
8,2 Dk=3

manhattan 0.75 ± 0.05 KC=50
linear 0.82 ± 0.03

LBP8,2 Dk=5
manhattan 0.77 ± 0.05 KC=50

linear 0.81 ± 0.03

BRIEF5,8 Dk=7
euclidean 0.65 ± 0.06 KC=50

linear 0.67 ± 0.07

LBP2riu
12,3 Dk=5

manhattan 0.77 ± 0.05 KC=50
linear 0.82 ± 0.02

LBP12,3 Dk=3
manhattan 0.76 ± 0.03 KC=1

linear 0.81 ± 0.06

BRIEF6,12 Dk=5
manhattan 0.64 ± 0.07 KC=1,d=3

poly 0.66 ± 0.07

LBP2riu
16,4 Dk=9

manhattan 0.76 ± 0.02 KC=1
linear 0.83±±±0.03

LBP16,4 Dk=5
manhattan 0.73 ± 0.04 KC=50

linear 0.80 ± 0.04

BRIEF7,16 Dk=5
manhattan 0.60 ± 0.06 KC=1,d=3

poly 0.65 ± 0.07

AMD texture appearance in the OCTA images of the outer retina layer. While the clas-
sification results with the BRIEFS,n texture descriptor proved to be among the worst,
the LBP2riu

p,r and the LBPp,r texture descriptors both were capable of boosting classifica-
tion performance. The best overall classification performance, yet, was accomplished
with the LBP2riu

16,4 texture descriptor utilising the SVM classifier with KC=1
linear achieving

a mean AUC score and a standard deviation = 0.83±0.03.
The classification algorithm was subsequently assessed on the OCTA images of

the outer retina layer, however, for the task of separating CNV from non-CNV cases.
Table 4.21 displays the classification results that show the diagnostic ability of the
classification algorithm on the OCTA images of the outer retina layer to solve the
CNV vs non-CNV classification task.

Like the previous classification task, i.e.: dry AMD vs wet AMD, performed on
the OCTA images of the outer retina layer, visually distinguishing non-CNV from
CNV lesions in the OCTA images of the outer retina layer is also tremendously chal-
lenging [10, 27]. However, the evaluation results in Table 4.21 demonstrate that the
automated classification algorithm can recognise differences between non-CNV and
CNV texture appearance in the OCTA images of the outer retina layer. The classifica-
tion results with the BRIEFS,n texture descriptor were among the worst. Nevertheless,
the LBP2riu

p,r and the LBPp,r texture descriptors both generally showed to facilitate the
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Table 4.21: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, on the OCTA images of
the outer retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=9
manhattan 0.71 ± 0.04 KC=10,γ=0.01

rb f 0.75 ± 0.04

LBP4,1 Dk=9
manhattan 0.73 ± 0.04 KC=10,γ=0.001

rb f 0.79 ± 0.02

BRIEF4,4 Dk=9
euclidean 0.64 ± 0.04 KC=1,d=2

poly 0.67 ± 0.05

LBP2riu
8,2 Dk=9

manhattan 0.76 ± 0.04 KC=1
linear 0.80 ± 0.03

LBP8,2 Dk=9
manhattan 0.77 ± 0.04 KC=1

linear 0.79 ± 0.03

BRIEF5,8 Dk=9
manhattan 0.64 ± 0.05 KC=50

linear 0.66 ± 0.06

LBP2riu
12,3 Dk=9

manhattan 0.77 ± 0.04 KC=1
linear 0.80 ± 0.03

LBP12,3 Dk=9
manhattan 0.78 ± 0.04 KC=1

linear 0.80 ± 0.03

BRIEF6,12 Dk=9
manhattan 0.62 ± 0.06 KC=10,γ=0.001

rb f 0.66 ± 0.09

LBP2riu
16,4 Dk=5

manhattan 0.77 ± 0.04 KC=1
linear 0.82±±±0.03

LBP16,4 Dk=9
manhattan 0.76 ± 0.06 KC=1

linear 0.81 ± 0.03

BRIEF7,16 Dk=3
manhattan 0.60 ± 0.05 KC=10,γ=0.01

rb f 0.67 ± 0.07

achievement of very promising classification performance. The best overall classifi-
cation performance, still, was achieved with the LBP2riu

16,4 texture descriptor using the
SVM classifier with KC=1

linear accomplishing a mean AUC score and a standard deviation
= 0.82±0.03.

4.4.2.4 Choriocapillaris Layer

Following the evaluation of the classification algorithm on the OCTA images of indi-
vidual previous retinal layers, the classification algorithm was then examined in sep-
arating dry AMD from wet AMD subjects using the OCTA images of the choriocap-
illaris layer. Table 4.22 illustrates the classification results that show the diagnostic
capacity of the classification algorithm on the OCTA images of this choroidal layer to
solve the dry AMD vs wet AMD classification task.

The OCTA images of the choriocapillaris layer are similar to the OCTA images
of the outer retina layer in that they normally demonstrate noticeable areas of vascu-
lar abnormalities relating to dry AMD and wet AMD diseases, which can be clearly
distinguishable from normal ocular vascular texture appearance. However, visually
differentiating the appearance of diverse texture vascular pathologies related to dry
AMD and wet AMD diseases from each other in the OCTA images of the choriocapil-
laris layer can also be enormously challenging [10,27]. However, the evaluation results
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Table 4.22: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, on the OCTA images
of the choriocapillaris layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
euclidean 0.76 ± 0.04 KC=50,γ=0.01

rb f 0.81 ± 0.02

LBP4,1 Dk=9
chebyshev 0.75 ± 0.02 KC=1,γ=0.01

rb f 0.74 ± 0.04

BRIEF4,4 Dk=3
chebyshev 0.55 ± 0.01 KC=50,γ=0.1

rb f 0.52 ± 0.05

LBP2riu
8,2 Dk=9

chebyshev 0.79 ± 0.03 KC=1
linear 0.82 ± 0.02

LBP8,2 Dk=9
chebyshev 0.77 ± 0.02 KC=10

linear 0.79 ± 0.01

BRIEF5,8 Dk=5
manhattan 0.54 ± 0.05 KC=10,γ=0.001

rb f 0.55 ± 0.03

LBP2riu
12,3 Dk=3

euclidean 0.78 ± 0.04 KC=50,γ=0.1
rb f 0.83±±±0.01

LBP12,3 Dk=9
euclidean 0.79 ± 0.04 KC=1

linear 0.81 ± 0.02

BRIEF6,12 Dk=3
chebyshev 0.52 ± 0.04 KC=1,d=2

poly 0.53 ± 0.04

LBP2riu
16,4 Dk=9

euclidean 0.77 ± 0.02 KC=1
linear 0.82 ± 0.02

LBP16,4 Dk=5
euclidean 0.76 ± 0.03 KC=1

linear 0.79 ± 0.03

BRIEF7,16 Dk=5
chebyshev 0.52 ± 0.03 KC=10,d=2

poly 0.56 ± 0.02

in Table 4.22 prove that the automated classification algorithm can recognise dissimi-
larities between dry AMD and wet AMD texture appearance in the OCTA images of
choriocapillaris layer. Generally, the classification results achieved with the BRIEFS,n

texture descriptor were very poor compared to using the LBP2riu
p,r and the LBPp,r texture

descriptors. The best overall classification performance yet was accomplished with the
LBP2riu

12,3 texture descriptor employing the SVM classifier with KC=50,γ=0.1
rb f attaining a

mean AUC score and a standard deviation = 0.83±0.01.
The algorithm was next evaluated on the OCTA images of the choriocapillaris

layer, but for the task of distinguishing CNV from non-CNV cases. Table 4.23 presents
the classification results that summarise the diagnostic skill of the classification algo-
rithm on the OCTA images of this choroidal layer to solve the CNV vs non-CNV
classification task.

Like the previous classification task, i.e.: dry AMD vs wet AMD, conducted on
the OCTA images of the choriocapillaris layer, visually distinguishing non-CNV from
CNV lesions in the OCTA images of the choriocapillaris layer can also be massively
challenging [10, 27]. Nevertheless, the evaluation results in Table 4.23 show that the
automated classification algorithm can identify dissimilarities between non-CNV and
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Table 4.23: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, on the OCTA images of
the choriocapillaris layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
euclidean 0.71 ± 0.05 KC=50

linear 0.78 ± 0.02

LBP4,1 Dk=5
euclidean 0.72 ± 0.05 KC=50,γ=0.01

rb f 0.67 ± 0.09

BRIEF4,4 Dk=1
manhattan 0.55 ± 0.05 KC=50

linear 0.53 ± 0.06

LBP2riu
8,2 Dk=7

chebyshev 0.75 ± 0.04 KC=50,γ=0.1
rb f 0.80 ± 0.02

LBP8,2 Dk=3
euclidean 0.75 ± 0.04 KC=50

linear 0.79 ± 0.03

BRIEF5,8 Dk=3
euclidean 0.54 ± 0.02 KC=10,γ=0.001

rb f 0.52 ± 0.05

LBP2riu
12,3 Dk=7

manhattan 0.73 ± 0.03 KC=10,γ=0.1
rb f 0.80 ± 0.03

LBP12,3 Dk=7
manhattan 0.74 ± 0.04 KC=50,γ=0.1

rb f 0.78 ± 0.05

BRIEF6,12 Dk=3
euclidean 0.55 ± 0.06 KC=1,d=4

poly 0.55 ± 0.05

LBP2riu
16,4 Dk=7

chebyshev 0.75 ± 0.04 KC=1
linear 0.81±±±0.04

LBP16,4 Dk=5
euclidean 0.73 ± 0.03 KC=50

linear 0.79 ± 0.02

BRIEF7,16 Dk=1
manhattan 0.52 ± 0.04 KC=50

linear 0.55 ± 0.03

CNV texture appearance in the OCTA images of the choriocapillaris layer. The classi-
fication results accomplished with the BRIEFS,n texture descriptor were, however, ex-
tremely poor in all classification experiments. Nonetheless, the LBP2riu

p,r and the LBPp,r

texture descriptors both again proved to enable some improvements in classification
performance. The best overall classification performance yet was also reached with
the LBP2riu

16,4 texture descriptor using the SVM classifier with KC=1
linear accomplishing a

mean AUC score and a standard deviation = 0.81±0.04.

4.4.2.5 Layer Combination

The classification algorithm was then evaluated in discriminating dry AMD from wet
AMD subjects via layer combination. This is accomplished by conducting the binary
image classification based on concatenating two feature vectors extracted from two
OCTA images of the various ocular vascular layers, based on concatenating three fea-
ture vectors extracted from three OCTA images of the different ocular vascular layers
and based on concatenating all feature vectors extracted from the OCTA images of all
ocular vascular layers. It also should be recalled that the classification performance of
the classification algorithm was evaluated based on the individual eyes, not the indi-
vidual OCTA images of ocular vascular layers.
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The following Tables 4.24, 4.25, 4.26, 4.27, 4.28 and 4.29 summarise the classifi-
cation results that demonstrate the diagnostic capability of the classification algorithm
when concatenating two feature vectors extracted from the OCTA images of two var-
ious ocular vascular layers. These being the superficial and the deep inner retina, the
superficial inner and the outer retina, the superficial inner retina and the choriocapil-
laris, the deep inner and the outer retina, the deep inner retina and the choriocapillaris,
and the outer retina and the choriocapillaris layers, respectively.

Table 4.24: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, based on concatenat-
ing two feature vectors extracted from the OCTA images of the superficial and the deep retina
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
euclidean 0.64 ± 0.06 KC=1,d=2

poly 0.71±±±0.09
LBP4,1 Dk=3

euclidean 0.61 ± 0.06 KC=1,d=3
poly 0.68 ± 0.09

BRIEF4,4 Dk=3
manhattan 0.50 ± 0.03 KC=1,d=2

poly 0.50 ± 0.05

LBP2riu
8,2 Dk=3

chebyshev 0.61 ± 0.04 KC=1,d=3
poly 0.64 ± 0.11

LBP8,2 Dk=3
chebyshev 0.62 ± 0.06 KC=1,d=3

poly 0.65 ± 0.06

BRIEF5,8 Dk=3
euclidean 0.50 ± 0.06 KC=1,d=3

poly 0.51 ± 0.07

LBP2riu
12,3 Dk=3

euclidean 0.56 ± 0.03 KC=1,d=2
poly 0.64 ± 0.09

LBP12,3 Dk=3
manhattan 0.60 ± 0.04 KC=1,d=2

poly 0.62 ± 0.05

BRIEF6,12 Dk=1
chebyshev 0.50 ± 0.03 KC=1,d=2

poly 0.51 ± 0.05

LBP2riu
16,4 Dk=5

euclidean 0.57 ± 0.04 KC=1,d=3
poly 0.62 ± 0.08

LBP16,4 Dk=7
manhattan 0.61 ± 0.05 KC=10,d=2

poly 0.60 ± 0.04

BRIEF7,16 Dk=3
euclidean 0.50 ± 0.04 KC=1,d=2

poly 0.51 ± 0.03

Tables 4.30, 4.31, 4.32 and 4.33, on the other hand, demonstrate the classification
results that show the diagnostic capability of the classification algorithm when con-
catenating three feature vectors extracted from the OCTA images of three different
ocular vascular layers. These are the superficial, the deep inner and the outer retina,
the superficial, the deep inner retina and the choriocapillaris, the superficial inner, the
outer retina and the choriocapillaris, and the deep inner, the outer retina and the chori-
ocapillaris layers, respectively.

Table 4.34 presents the classification results when concatenating all feature vectors
extracted from the OCTA images of all ocular vascular layers.

Nevertheless, combining the various OCTA images of ocular vascular layers and
performing the task of classifying the two different eye conditions, i.e.: dry AMD vs
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Table 4.25: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, based on concatenat-
ing two feature vectors extracted from the OCTA images of the superficial and the outer retina
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
manhattan 0.71 ± 0.03 KC=1,d=3

poly 0.71 ± 0.04

LBP4,1 Dk=3
euclidean 0.70 ± 0.05 KC=10

linear 0.71 ± 0.06

BRIEF4,4 Dk=3
chebyshev 0.60 ± 0.04 KC=1,d=3

poly 0.63 ± 0.06

LBP2riu
8,2 Dk=3

euclidean 0.70 ± 0.03 KC=1,d=3
poly 0.73 ± 0.05

LBP8,2 Dk=3
manhattan 0.73 ± 0.05 KC=1

linear 0.73 ± 0.05

BRIEF5,8 Dk=3
euclidean 0.58 ± 0.06 KC=10

linear 0.60 ± 0.06

LBP2riu
12,3 Dk=3

euclidean 0.72 ± 0.04 KC=1
linear 0.72 ± 0.05

LBP12,3 Dk=3
manhattan 0.74±±±0.05 KC=1

linear 0.73 ± 0.06

BRIEF6,12 Dk=3
manhattan 0.58 ± 0.06 KC=1,d=3

poly 0.61 ± 0.07

LBP2riu
16,4 Dk=5

euclidean 0.70 ± 0.03 KC=10
linear 0.71 ± 0.04

LBP16,4 Dk=7
manhattan 0.72 ± 0.03 KC=10

linear 0.72 ± 0.05

BRIEF7,16 Dk=5
euclidean 0.57 ± 0.05 KC=10,d=3

poly 0.60 ± 0.06

Table 4.26: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, based on concate-
nating two feature vectors extracted from the OCTA images of the superficial retina and the
choriocapillaris retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
manhattan 0.74 ± 0.03 KC=10

linear 0.76±±±0.05
LBP4,1 Dk=3

manhattan 0.70 ± 0.05 KC=1,γ=0.1
rb f 0.74 ± 0.06

BRIEF4,4 Dk=3
chebyshev 0.50 ± 0.05 KC=10

linear 0.49 ± 0.05

LBP2riu
8,2 Dk=3

chebyshev 0.71 ± 0.05 KC=1,d=2
poly 0.75 ± 0.06

LBP8,2 Dk=3
manhattan 0.71 ± 0.04 KC=10

linear 0.75 ± 0.05

BRIEF5,8 Dk=3
manhattan 0.50 ± 0.05 KC=1,d=3

poly 0.53 ± 0.07

LBP2riu
12,3 Dk=3

manhattan 0.68 ± 0.04 KC=10
linear 0.74 ± 0.07

LBP12,3 Dk=3
manhattan 0.69 ± 0.04 KC=10

linear 0.74 ± 0.06

BRIEF6,12 Dk=3
manhattan 0.52 ± 0.07 KC=1,d=3

poly 0.51 ± 0.08

LBP2riu
16,4 Dk=5

manhattan 0.72 ± 0.04 KC=1
linear 0.73 ± 0.03

LBP16,4 Dk=3
manhattan 0.69 ± 0.04 KC=10,γ=0.01

rb f 0.70 ± 0.05

BRIEF7,16 Dk=5
chebyshev 0.51 ± 0.06 KC=1

linear 0.50 ± 0.04

wet AMD, can be enormously challenging to accomplish even for highly skilled oph-
thalmologists. This is because the textural vascular appearance in the various OCTA
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Table 4.27: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, based on concate-
nating two feature vectors extracted from the OCTA images of the deep and the outer retina
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
chebyshev 0.70 ± 0.04 KC=1,d=3

poly 0.72 ± 0.05

LBP4,1 Dk=3
manhattan 0.70 ± 0.03 KC=1,d=3

poly 0.72 ± 0.04

BRIEF4,4 Dk=3
euclidean 0.60 ± 0.03 KC=1,d=3

poly 0.63 ± 0.06

LBP2riu
8,2 Dk=3

manhattan 0.72 ± 0.03 KC=1,d=3
poly 0.75±±±0.05

LBP8,2 Dk=3
manhattan 0.74 ± 0.04 KC=1,γ=0.1

rb f 0.73 ± 0.05

BRIEF5,8 Dk=3
chebyshev 0.54 ± 0.07 KC=1,d=2

poly 0.59 ± 0.09

LBP2riu
12,3 Dk=3

manhattan 0.72 ± 0.03 KC=10
linear 0.72 ± 0.05

LBP12,3 Dk=3
manhattan 0.74 ± 0.04 KC=1,γ=0.1

rb f 0.73 ± 0.05

BRIEF6,12 Dk=3
manhattan 0.60 ± 0.03 KC=1,d=3

poly 0.62 ± 0.05

LBP2riu
16,4 Dk=3

manhattan 0.70 ± 0.03 KC=1
linear 0.71 ± 0.04

LBP16,4 Dk=5
manhattan 0.73 ± 0.05 KC=10,γ=0.01

rb f 0.72 ± 0.06

BRIEF7,16 Dk=5
manhattan 0.58 ± 0.05 KC=10,d=2

poly 0.56 ± 0.06

Table 4.28: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, based on concate-
nating two feature vectors extracted from the OCTA images of the deep retina and the chorio-
capillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
chebyshev 0.73 ± 0.04 KC=1,γ=0.1

rb f 0.76 ± 0.05

LBP4,1 Dk=3
manhattan 0.70 ± 0.04 KC=10

linear 0.75 ± 0.06

BRIEF4,4 Dk=3
chebyshev 0.50 ± 0.06 KC=1,d=3

poly 0.51 ± 0.06

LBP2riu
8,2 Dk=3

manhattan 0.74 ± 0.04 KC=1,d=2
poly 0.77 ± 0.05

LBP8,2 Dk=3
euclidean 0.73 ± 0.03 KC=1,d=2

poly 0.75 ± 0.04

BRIEF5,8 Dk=1
chebyshev 0.50 ± 0.05 KC=1,γ=0.1

rb f 0.50 ± 0.06

LBP2riu
12,3 Dk=3

euclidean 0.75 ± 0.06 KC=1,d=3
poly 0.78±±±0.06

LBP12,3 Dk=3
manhattan 0.74 ± 0.04 KC=1,γ=0.1

rb f 0.75 ± 0.05

BRIEF6,12 Dk=1
euclidean 0.53 ± 0.06 KC=1,d=3

poly 0.50 ± 0.06

LBP2riu
16,4 Dk=5

euclidean 0.70 ± 0.03 KC=10,d=3
poly 0.74 ± 0.04

LBP16,4 Dk=5
euclidean 0.72 ± 0.04 KC=1,d=2

poly 0.73 ± 0.05

BRIEF7,16 Dk=3
chebyshev 0.50 ± 0.04 KC=10,γ=0.1

rb f 0.51 ± 0.05
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Table 4.29: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, based on concate-
nating the two feature vectors extracted from the OCTA images of the outer retina and the
choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
manhattan 0.69 ± 0.07 KC=1

linear 0.71 ± 0.06

LBP4,1 Dk=5
manhattan 0.67 ± 0.07 KC=10

linear 0.71 ± 0.07

BRIEF4,4 Dk=5
euclidean 0.60 ± 0.06 KC=10

linear 0.64 ± 0.07

LBP2riu
8,2 Dk=3

manhattan 0.71 ± 0.06 KC=10,d=3
poly 0.76 ± 0.08

LBP8,2 Dk=3
manhattan 0.74 ± 0.06 KC=10,d=3

poly 0.76 ± 0.05

BRIEF5,8 Dk=5
euclidean 0.59 ± 0.06 KC=10,d=2

poly 0.62 ± 0.07

LBP2riu
12,3 Dk=3

manhattan 0.73 ± 0.06 KC=10,d=3
poly 0.77±±±0.06

LBP12,3 Dk=3
manhattan 0.75 ± 0.05 KC=10,γ=0.01

rb f 0.76 ± 0.05

BRIEF6,12 Dk=5
manhattan 0.59 ± 0.06 KC=10,d=2

poly 0.60 ± 0.06

LBP2riu
16,4 Dk=3

manhattan 0.72 ± 0.04 KC=10,γ=0.01
rb f 0.74 ± 0.05

LBP16,4 Dk=5
manhattan 0.76 ± 0.05 KC=1

linear 0.75 ± 0.05

BRIEF7,16 Dk=1
chebyshev 0.53 ± 0.06 KC=1,d=2

poly 0.59 ± 0.09

Table 4.30: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, based on concate-
nating three feature vectors extracted from the OCTA images of the superficial inner, the deep
inner and the outer retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=5
manhattan 0.74 ± 0.04 KC=10,d=3

poly 0.77 ± 0.05

LBP4,1 Dk=3
euclidean 0.72 ± 0.03 KC=10,d=3

poly 0.75 ± 0.05

BRIEF4,4 Dk=3
euclidean 0.52 ± 0.05 KC=1,d=3

poly 0.57 ± 0.07

LBP2riu
8,2 Dk=5

manhattan 0.73 ± 0.04 KC=10,d=3
poly 0.79±±±0.07

LBP8,2 Dk=5
manhattan 0.77 ± 0.04 KC=10,d=3

poly 0.77 ± 0.04

BRIEF5,8 Dk=5
chebyshev 0.53 ± 0.06 KC=50

linear 0.55 ± 0.07

LBP2riu
12,3 Dk=5

manhattan 0.73 ± 0.04 KC=10,d=3
poly 0.76 ± 0.06

LBP12,3 Dk=5
manhattan 0.75 ± 0.06 KC=10,d=3

poly 0.75 ± 0.06

BRIEF6,12 Dk=5
manhattan 0.57 ± 0.04 KC=10,d=3

poly 0.61 ± 0.06

LBP2riu
16,4 Dk=7

manhattan 0.72 ± 0.05 KC=1,d=2
poly 0.75 ± 0.04

LBP16,4 Dk=5
manhattan 0.74 ± 0.05 KC=1,d=3

poly 0.73 ± 0.04

BRIEF7,16 Dk=5
euclidean 0.56 ± 0.03 KC=10,d=2

poly 0.60 ± 0.05
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Table 4.31: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, based on concate-
nating three feature vectors extracted from the OCTA images of the superficial, the deep inner
retina and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=5
chebyshev 0.78 ± 0.03 KC=10,d=3

poly 0.79±±±0.06
LBP4,1 Dk=5

manhattan 0.76 ± 0.04 KC=10,d=2
poly 0.78 ± 0.05

BRIEF4,4 Dk=5
chebyshev 0.50 ± 0.04 KC=50

linear 0.51 ± 0.05

LBP2riu
8,2 Dk=5

euclidean 0.74 ± 0.05 KC=1,d=2
poly 0.78 ± 0.06

LBP8,2 Dk=3
euclidean 0.75 ± 0.03 KC=1,γ=0.1

rb f 0.77 ± 0.04

BRIEF5,8 Dk=1
chebyshev 0.50 ± 0.05 KC=50

linear 0.50 ± 0.07

LBP2riu
12,3 Dk=3

manhattan 0.73 ± 0.06 KC=1
linear 0.77 ± 0.06

LBP12,3 Dk=3
euclidean 0.74 ± 0.04 KC=1,d=2

poly 0.76 ± 0.04

BRIEF6,12 Dk=5
euclidean 0.50 ± 0.07 KC=10,d=3

poly 0.50 ± 0.06

LBP2riu
16,4 Dk=5

manhattan 0.71 ± 0.04 KC=10,d=2
poly 0.74 ± 0.06

LBP16,4 Dk=7
manhattan 0.73 ± 0.04 KC=10,d=3

poly 0.72 ± 0.05

BRIEF7,16 Dk=5
chebyshev 0.51 ± 0.06 KC=10,d=2

poly 0.50 ± 0.05

Table 4.32: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, based on concate-
nating three feature vectors extracted from the OCTA images of the superficial inner, the outer
retina and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=5
euclidean 0.72 ± 0.04 KC=10,d=3

poly 0.75 ± 0.05

LBP4,1 Dk=5
manhattan 0.72 ± 0.05 KC=10,d=3

poly 0.75 ± 0.06

BRIEF4,4 Dk=1
euclidean 0.57 ± 0.06 KC=50

linear 0.62 ± 0.08

LBP2riu
8,2 Dk=5

manhattan 0.71 ± 0.05 KC=10,d=3
poly 0.76 ± 0.08

LBP8,2 Dk=3
manhattan 0.76 ± 0.06 KC=10,d=3

poly 0.78±±±0.05
BRIEF5,8 Dk=5

manhattan 0.53 ± 0.03 KC=50
linear 0.56 ± 0.06

LBP2riu
12,3 Dk=5

manhattan 0.72 ± 0.06 KC=10,d=3
poly 0.77 ± 0.07

LBP12,3 Dk=5
manhattan 0.77 ± 0.05 KC=10,d=3

poly 0.77 ± 0.05

BRIEF6,12 Dk=5
manhattan 0.61 ± 0.05 KC=50

linear 0.62 ± 0.06

LBP2riu
16,4 Dk=7

manhattan 0.71 ± 0.04 KC=1,d=3
poly 0.76 ± 0.06

LBP16,4 Dk=5
manhattan 0.75 ± 0.07 KC=1,d=2

poly 0.76 ± 0.04

BRIEF7,16 Dk=3
manhattan 0.59 ± 0.04 KC=10

linear 0.60 ± 0.05
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Table 4.33: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, based on concate-
nating three feature vectors extracted from the OCTA images of the deep inner, the outer retina
and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
manhattan 0.73 ± 0.04 KC=10,d=3

poly 0.77 ± 0.06

LBP4,1 Dk=3
manhattan 0.72 ± 0.04 KC=10,d=3

poly 0.76 ± 0.06

BRIEF4,4 Dk=5
chebyshev 0.57 ± 0.05 KC=50

linear 0.62 ± 0.07

LBP2riu
8,2 Dk=5

manhattan 0.75 ± 0.04 KC=10,d=3
poly 0.80±±±0.06

LBP8,2 Dk=5
manhattan 0.78 ± 0.04 KC=10,d=3

poly 0.79 ± 0.04

BRIEF5,8 Dk=5
chebyshev 0.55 ± 0.06 KC=50

linear 0.57 ± 0.06

LBP2riu
12,3 Dk=5

manhattan 0.73 ± 0.04 KC=10,d=3
poly 0.78 ± 0.06

LBP12,3 Dk=5
manhattan 0.76 ± 0.04 KC=10,d=3

poly 0.78 ± 0.04

BRIEF6,12 Dk=5
manhattan 0.58 ± 0.04 KC=10,d=3

poly 0.60 ± 0.05

LBP2riu
16,4 Dk=7

manhattan 0.71 ± 0.03 KC=1,d=2
poly 0.74 ± 0.04

LBP16,4 Dk=3
manhattan 0.70 ± 0.05 KC=1,d=3

poly 0.73 ± 0.05

BRIEF7,16 Dk=3
chebyshev 0.55 ± 0.03 KC=10

linear 0.60 ± 0.04

Table 4.34: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the dry AMD vs wet AMD classification task, based on concate-
nating all feature vectors extracted from the OCTA images of all ocular vascular layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=7
manhattan 0.75 ± 0.05 KC=100

linear 0.78 ± 0.05

LBP4,1 Dk=5
manhattan 0.74 ± 0.03 KC=100

linear 0.77 ± 0.05

BRIEF4,4 Dk=3
chebyshev 0.52 ± 0.03 KC=10

linear 0.56 ± 0.09

LBP2riu
8,2 Dk=7

manhattan 0.76 ± 0.05 KC=100
linear 0.79±±±0.04

LBP8,2 Dk=7
manhattan 0.77 ± 0.04 KC=100

linear 0.78 ± 0.05

BRIEF5,8 Dk=5
chebyshev 0.54 ± 0.06 KC=100

linear 0.56 ± 0.06

LBP2riu
12,3 Dk=5

manhattan 0.76 ± 0.05 KC=100
linear 0.78 ± 0.05

LBP12,3 Dk=7
manhattan 0.78 ± 0.04 KC=100

linear 0.77 ± 0.05

BRIEF6,12 Dk=5
euclidean 0.56 ± 0.06 KC=10,γ=0.001

rb f 0.61 ± 0.04

LBP2riu
16,4 Dk=7

manhattan 0.74 ± 0.05 KC=100
linear 0.77 ± 0.05

LBP16,4 Dk=7
manhattan 0.78 ± 0.05 KC=100

linear 0.77 ± 0.05

BRIEF7,16 Dk=5
euclidean 0.54 ± 0.06 KC=10,γ=0.001

rb f 0.61 ± 0.05

images can appear significantly different as well as very similar among various ocular
vascular layers. As such, occasionally, the vascular pathologies related to dry AMD
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and wet AMD disease may appear similar to each other as well as being more obvious
in certain layers than others. For example, with the presence of an eye condition, i.e.:
dry AMD or wet AMD disease, the OCTA images of certain ocular vascular layers,
e.g.: the superficial inner retina and the deep inner retina layers, typically demonstrate
quite uniform textural vascular appearance that is comparable to dry AMD, wet AMD
as well as healthy.

However, the OCTA images of the outer retina and the choriocapillaris layers with
wet AMD and dry AMD, usually show random textural vascular appearance that is
comparable to each other but dramatically different from healthy. Despite these diver-
sities and difficulties, the previous evaluation results demonstrate that the automated
classification algorithm can identify dissimilarities between dry AMD and wet AMD
vascular texture via combining the feature vectors extracted from the various OCTA
images of ocular vascular layers. While the classification results with the BRIEFS,n

texture descriptor showed to be very poor in all classification experiments, the LBP2riu
p,r

and the LBPp,r texture descriptors both revealed the capacity to facilitate achieving
reasonable classification results.

Broadly, for solving the dry AMD vs wet AMD classification task via layer combi-
nation, however, the best classification performance was achieved when concatenating
three feature vectors extracted from the OCTA images of the deep inner, the outer
retina and the choriocapillaris layers. This was accomplished by utilising the SVM
classifier with KC=10,d=3

poly using the LBP2riu
8,2 texture descriptor achieving a mean AUC

score and a standard deviation = 0.80±0.06.
Finally, the classification algorithm was evaluated on classifying the various eyes

via layer combination; however, for the task of discriminating CNV from non-CNV
cases. Tables 4.35, 4.36, 4.37, 4.38, 4.39 and 4.40 show the classification results of
the classification algorithm after concatenating two feature vectors extracted from the
OCTA images of two various ocular vascular layers. These are the superficial and the
deep inner retina, the superficial inner and the outer retina, the superficial inner retina
and the choriocapillaris, the deep inner and the outer retina, the deep inner retina and
the choriocapillaris, and the outer retina and the choriocapillaris layers, respectively.

Tables 4.41, 4.42, 4.43 and 4.44, on the other hand, demonstrate the classifica-
tion results of the classification algorithm when concatenating three feature vectors
extracted from three OCTA images of various ocular vascular layers. Specifically, the
superficial, the deep inner and the outer retina, the superficial, the deep inner retina and
the choriocapillaris, the superficial inner, the outer retina and the choriocapillaris, and
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Table 4.35: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, based on concatenating
two feature vectors extracted from the OCTA images of the superficial and the deep retina
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=5
manhattan 0.62 ± 0.06 KC=10,d=3

poly 0.68±±±0.04
LBP4,1 Dk=5

manhattan 0.64 ± 0.05 KC=10,d=3
poly 0.67 ± 0.06

BRIEF4,4 Dk=5
manhattan 0.51 ± 0.05 KC=1,d=2

poly 0.50 ± 0.06

LBP2riu
8,2 Dk=5

euclidean 0.61 ± 0.04 KC=10,d=3
poly 0.67 ± 0.07

LBP8,2 Dk=5
euclidean 0.65 ± 0.04 KC=10,d=2

poly 0.67 ± 0.05

BRIEF5,8 Dk=5
euclidean 0.50 ± 0.04 KC=1

linear 0.50 ± 0.05

LBP2riu
12,3 Dk=5

euclidean 0.60 ± 0.04 KC=10,d=3
poly 0.67 ± 0.08

LBP12,3 Dk=5
manhattan 0.62 ± 0.06 KC=50

linear 0.64 ± 0.07

BRIEF6,12 Dk=1
manhattan 0.51 ± 0.04 KC=10,d=2

poly 0.50 ± 0.05

LBP2riu
16,4 Dk=3

euclidean 0.64 ± 0.03 KC=1,d=3
poly 0.66 ± 0.06

LBP16,4 Dk=3
manhattan 0.63 ± 0.04 KC=1,d=2

poly 0.65 ± 0.06

BRIEF7,16 Dk=5
manhattan 0.50 ± 0.04 KC=1,d=2

poly 0.51 ± 0.06

Table 4.36: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, based on concatenating
two feature vectors extracted from the OCTA images of the superficial and the outer retina
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
manhattan 0.70 ± 0.04 KC=10,d=3

poly 0.74 ± 0.05

LBP4,1 Dk=5
euclidean 0.71 ± 0.06 KC=50

linear 0.74 ± 0.05

BRIEF4,4 Dk=5
chebyshev 0.60 ± 0.06 KC=1,d=2

poly 0.62 ± 0.06

LBP2riu
8,2 Dk=5

manhattan 0.74 ± 0.04 KC=10,d=3
poly 0.79±±±0.06

LBP8,2 Dk=3
manhattan 0.77 ± 0.05 KC=50

linear 0.78 ± 0.04

BRIEF5,8 Dk=5
euclidean 0.58 ± 0.05 KC=1,d=2

poly 0.63 ± 0.06

LBP2riu
12,3 Dk=5

manhattan 0.75 ± 0.04 KC=10,d=3
poly 0.78 ± 0.05

LBP12,3 Dk=3
manhattan 0.77 ± 0.05 KC=50

linear 0.77 ± 0.05

BRIEF6,12 Dk=5
manhattan 0.62 ± 0.04 KC=10,d=2

poly 0.65 ± 0.05

LBP2riu
16,4 Dk=5

manhattan 0.71 ± 0.03 KC=1,d=3
poly 0.73 ± 0.04

LBP16,4 Dk=5
manhattan 0.75 ± 0.04 KC=10

linear 0.76 ± 0.05

BRIEF7,16 Dk=3
chebyshev 0.61 ± 0.03 KC=10,d=2

poly 0.63 ± 0.04

the deep inner, the outer retina and the choriocapillaris layers, respectively.
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Table 4.37: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, based on concatenating
two feature vectors extracted from the OCTA images of the superficial retina and the chorio-
capillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=5
manhattan 0.68 ± 0.06 KC=10,d=3

poly 0.71 ± 0.07

LBP4,1 Dk=5
manhattan 0.69 ± 0.07 KC=10,d=3

poly 0.71 ± 0.06

BRIEF4,4 Dk=1
chebyshev 0.50 ± 0.04 KC=10

linear 0.51 ± 0.06

LBP2riu
8,2 Dk=5

euclidean 0.70 ± 0.05 KC=10,d=3
poly 0.75±±±0.06

LBP8,2 Dk=5
manhattan 0.74 ± 0.05 KC=10,d=2

poly 0.74 ± 0.05

BRIEF5,8 Dk=1
chebyshev 0.50 ± 0.05 KC=1,d=2

poly 0.50 ± 0.06

LBP2riu
12,3 Dk=5

euclidean 0.69 ± 0.05 KC=10
linear 0.74 ± 0.06

LBP12,3 Dk=5
manhattan 0.72 ± 0.04 KC=1,d=2

poly 0.74 ± 0.05

BRIEF6,12 Dk=5
euclidean 0.54 ± 0.06 KC=1,d=3

poly 0.52 ± 0.06

LBP2riu
16,4 Dk=3

euclidean 0.68 ± 0.04 KC=1,d=2
poly 0.70 ± 0.03

LBP16,4 Dk=7
manhattan 0.67 ± 0.06 KC=1,d=2

poly 0.70 ± 0.05

BRIEF7,16 Dk=3
chebyshev 0.51 ± 0.04 KC=10,d=3

poly 0.52 ± 0.05

Table 4.38: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, based on concatenating
two feature vectors extracted from the OCTA images of the deep and the outer retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
chebyshev 0.72 ± 0.04 KC=50

linear 0.74 ± 0.04

LBP4,1 Dk=3
euclidean 0.70 ± 0.05 KC=50

linear 0.73 ± 0.05

BRIEF4,4 Dk=5
chebyshev 0.60 ± 0.06 KC=10

linear 0.59 ± 0.09

LBP2riu
8,2 Dk=5

manhattan 0.74 ± 0.05 KC=10,d=3
poly 0.79±±±0.07

LBP8,2 Dk=5
manhattan 0.75 ± 0.04 KC=10,d=3

poly 0.77 ± 0.05

BRIEF5,8 Dk=5
manhattan 0.58 ± 0.06 KC=1,d=3

poly 0.62 ± 0.07

LBP2riu
12,3 Dk=5

manhattan 0.73 ± 0.05 KC=10,d=3
poly 0.78 ± 0.06

LBP12,3 Dk=5
manhattan 0.75 ± 0.05 KC=50

linear 0.77 ± 0.05

BRIEF6,12 Dk=1
manhattan 0.57 ± 0.06 KC=50

linear 0.63 ± 0.08

LBP2riu
16,4 Dk=3

manhattan 0.72 ± 0.05 KC=1,d=2
poly 0.75 ± 0.07

LBP16,4 Dk=7
euclidean 0.71 ± 0.4 KC=1,d=3

poly 0.72 ± 0.05

BRIEF7,16 Dk=3
manhattan 0.54 ± 0.08 KC=1,d=2

poly 0.53 ± 0.07

Table 4.45 provides the classification results when concatenating all feature vectors
extracted from the OCTA images of all ocular vascular layers.
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Table 4.39: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, based on concatenating
two feature vectors extracted from the OCTA images of the deep retina and the choriocapillaris
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=5
chebyshev 0.71 ± 0.07 KC=10,d=3

poly 0.72 ± 0.06

LBP4,1 Dk=5
manhattan 0.71 ± 0.07 KC=10,d=3

poly 0.71 ± 0.06

BRIEF4,4 Dk=1
manhattan 0.54 ± 0.05 KC=10,d=3

poly 0.50 ± 0.08

LBP2riu
8,2 Dk=5

euclidean 0.73 ± 0.06 KC=10,d=3
poly 0.74 ± 0.06

LBP8,2 Dk=5
euclidean 0.73 ± 0.05 KC=10

linear 0.73 ± 0.06

BRIEF5,8 Dk=1
manhattan 0.50 ± 0.04 KC=1,γ=0.1

rb f 0.50 ± 0.06

LBP2riu
12,3 Dk=5

euclidean 0.69 ± 0.06 KC=1,d=3
poly 0.74 ± 0.08

LBP12,3 Dk=5
manhattan 0.76±±±0.04 KC=10,d=2

poly 0.75 ± 0.06

BRIEF6,12 Dk=1
manhattan 0.50 ± 0.05 KC=10,γ=0.1

rb f 0.50 ± 0.04

LBP2riu
16,4 Dk=3

euclidean 0.71 ± 0.06 KC=1,d=3
poly 0.72 ± 0.09

LBP16,4 Dk=5
euclidean 0.74 ± 0.05 KC=10,d=2

poly 0.73 ± 0.08

BRIEF7,16 Dk=5
manhattan 0.50 ± 0.07 KC=10,γ=0.1

rb f 0.51 ± 0.09

Table 4.40: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, based on concatenating
the two feature vectors extracted from the OCTA images of the outer retina and the choriocap-
illaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=5
manhattan 0.73 ± 0.03 KC=10,d=3

poly 0.75 ± 0.04

LBP4,1 Dk=5
manhattan 0.74 ± 0.05 KC=10,d=3

poly 0.75 ± 0.05

BRIEF4,4 Dk=5
manhattan 0.64 ± 0.05 KC=1,γ=0.01

rb f 0.65 ± 0.05

LBP2riu
8,2 Dk=3

manhattan 0.78 ± 0.03 KC=10,d=3
poly 0.82±±±0.04

LBP8,2 Dk=3
manhattan 0.80 ± 0.04 KC=10,d=3

poly 0.80 ± 0.04

BRIEF5,8 Dk=5
chebyshev 0.59 ± 0.03 KC=1,γ=0.01

rb f 0.63 ± 0.06

LBP2riu
12,3 Dk=3

manhattan 0.80 ± 0.04 KC=10,d=3
poly 0.81 ± 0.04

LBP12,3 Dk=3
manhattan 0.80 ± 0.05 KC=10,d=3

poly 0.80 ± 0.04

BRIEF6,12 Dk=5
euclidean 0.58 ± 0.03 KC=1,γ=0.01

rb f 0.61 ± 0.04

LBP2riu
16,4 Dk=5

manhattan 0.79 ± 0.04 KC=10,d=3
poly 0.79 ± 0.04

LBP16,4 Dk=5
manhattan 0.80 ± 0.04 KC=10,d=3

poly 0.79 ± 0.04

BRIEF7,16 Dk=5
chebyshev 0.57 ± 0.05 KC=1,γ=0.01

rb f 0.59 ± 0.05



226 CHAPTER 4. CLASSIFICATION BASED ON WHOLE-FEATURES

Table 4.41: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, based on concatenating
three feature vectors extracted from the OCTA images of the superficial inner, the deep inner
and the outer retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=3
euclidean 0.71 ± 0.05 KC=10,d=3

poly 0.75 ± 0.06

LBP4,1 Dk=5
manhattan 0.73 ± 0.05 KC=10,d=3

poly 0.75 ± 0.05

BRIEF4,4 Dk=5
euclidean 0.58 ± 0.05 KC=1,d=2

poly 0.61 ± 0.06

LBP2riu
8,2 Dk=3

euclidean 0.75 ± 0.06 KC=10,d=3
poly 0.80±±±0.07

LBP8,2 Dk=5
manhattan 0.79 ± 0.05 KC=50

linear 0.79 ± 0.04

BRIEF5,8 Dk=5
euclidean 0.53 ± 0.06 KC=1,γ=0.1

rb f 0.60 ± 0.09

LBP2riu
12,3 Dk=5

manhattan 0.74 ± 0.05 KC=10,d=3
poly 0.78 ± 0.06

LBP12,3 Dk=5
manhattan 0.79 ± 0.05 KC=50

linear 0.78 ± 0.05

BRIEF6,12 Dk=3
manhattan 0.54 ± 0.03 KC=1,d=2

poly 0.59 ± 0.06

LBP2riu
16,4 Dk=5

euclidean 0.72 ± 0.04 KC=1,d=3
poly 0.75 ± 0.05

LBP16,4 Dk=3
manhattan 0.76 ± 0.04 KC=10

linear 0.77 ± 0.03

BRIEF7,16 Dk=3
euclidean 0.53 ± 0.03 KC=10,d=2

poly 0.56 ± 0.04

Table 4.42: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, based on concatenating
three feature vectors extracted from the OCTA images of the superficial, the deep inner retina
and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=5
euclidean 0.73 ± 0.07 KC=10,d=2

poly 0.75 ± 0.06

LBP4,1 Dk=5
manhattan 0.70 ± 0.06 KC=10,d=3

poly 0.73 ± 0.06

BRIEF4,4 Dk=1
chebyshev 0.51 ± 0.02 KC=50

linear 0.50 ± 0.06

LBP2riu
8,2 Dk=5

manhattan 0.74 ± 0.06 KC=10,d=3
poly 0.77±±±0.05

LBP8,2 Dk=5
manhattan 0.74 ± 0.05 KC=1,d=2

poly 0.75 ± 0.06

BRIEF5,8 Dk=1
manhattan 0.51 ± 0.07 KC=1,d=3

poly 0.50 ± 0.07

LBP2riu
12,3 Dk=5

euclidean 0.66 ± 0.05 KC=10
linear 0.73 ± 0.08

LBP12,3 Dk=5
manhattan 0.75 ± 0.04 KC=1,d=2

poly 0.75 ± 0.05

BRIEF6,12 Dk=5
manhattan 0.50 ± 0.05 KC=10,d=2

poly 0.50 ± 0.04

LBP2riu
16,4 Dk=3

euclidean 0.65 ± 0.06 KC=1
linear 0.72 ± 0.07

LBP16,4 Dk=5
manhattan 0.74 ± 0.05 KC=10,d=2

poly 0.73 ± 0.05

BRIEF7,16 Dk=5
euclidean 0.50 ± 0.06 KC=1,d=2

poly 0.50 ± 0.05
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Table 4.43: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, based on concatenating
three feature vectors extracted from the OCTA images of the superficial inner, the outer retina
and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=5
euclidean 0.74 ± 0.04 KC=10,d=3

poly 0.76 ± 0.05

LBP4,1 Dk=5
manhattan 0.75 ± 0.05 KC=10,d=3

poly 0.78 ± 0.06

BRIEF4,4 Dk=5
euclidean 0.57 ± 0.04 KC=10,γ=0.1

rb f 0.61 ± 0.06

LBP2riu
8,2 Dk=5

manhattan 0.78 ± 0.05 KC=10,d=3
poly 0.81 ± 0.06

LBP8,2 Dk=3
manhattan 0.79 ± 0.05 KC=10,d=3

poly 0.80 ± 0.05

BRIEF5,8 Dk=5
euclidean 0.60 ± 0.05 KC=1,d=3

poly 0.64 ± 0.06

LBP2riu
12,3 Dk=5

manhattan 0.82±±±0.04 KC=10,d=3
poly 0.81 ± 0.04

LBP12,3 Dk=5
manhattan 0.79 ± 0.04 KC=10,d=3

poly 0.80 ± 0.04

BRIEF6,12 Dk=5
euclidean 0.58 ± 0.04 KC=1,γ=0.1

rb f 0.60 ± 0.04

LBP2riu
16,4 Dk=3

manhattan 0.72 ± 0.03 KC=1,d=3
poly 0.74 ± 0.04

LBP16,4 Dk=7
manhattan 0.72 ± 0.04 KC=10,d=2

poly 0.77 ± 0.05

BRIEF7,16 Dk=3
euclidean 0.56 ± 0.05 KC=10,γ=0.01

rb f 0.60 ± 0.07

Table 4.44: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, based on concatenating
three feature vectors extracted from the OCTA images of the deep inner, the outer retina and
the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=5
manhattan 0.74 ± 0.04 KC=10,d=3

poly 0.76 ± 0.05

LBP4,1 Dk=5
manhattan 0.76 ± 0.04 KC=10,d=3

poly 0.78 ± 0.05

BRIEF4,4 Dk=1
euclidean 0.64 ± 0.06 KC=1

linear 0.66 ± 0.05

LBP2riu
8,2 Dk=5

manhattan 0.78 ± 0.05 KC=10,d=3
poly 0.81 ± 0.06

LBP8,2 Dk=5
manhattan 0.81 ± 0.03 KC=10,d=3

poly 0.80 ± 0.04

BRIEF5,8 Dk=5
chebyshev 0.56 ± 0.02 KC=1,γ=0.01

rb f 0.58 ± 0.08

LBP2riu
12,3 Dk=5

manhattan 0.78 ± 0.06 KC=10,d=3
poly 0.81 ± 0.05

LBP12,3 Dk=5
manhattan 0.82±±±0.03 KC=10,d=3

poly 0.81 ± 0.04

BRIEF6,12 Dk=3
euclidean 0.58 ± 0.05 KC=1,γ=0.1

rb f 0.60 ± 0.05

LBP2riu
16,4 Dk=7

manhattan 0.77 ± 0.05 KC=1,d=2
poly 0.80 ± 0.04

LBP16,4 Dk=3
manhattan 0.81 ± 0.03 KC=1,d=3

poly 0.80 ± 0.04

BRIEF7,16 Dk=3
chebyshev 0.55 ± 0.04 KC=1,γ=0.01

rb f 0.95 ± 0.06
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Table 4.45: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on whole-local
texture features for solving the CNV vs non-CNV classification task, based on concatenating
all feature vectors extracted from the OCTA images of all ocular vascular layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riu

4,1 Dk=7
manhattan 0.75 ± 0.03 KC=100

linear 0.77 ± 0.04

LBP4,1 Dk=7
manhattan 0.76 ± 0.04 KC=100

linear 0.77 ± 0.04

BRIEF4,4 Dk=3
chebyshev 0.58 ± 0.05 KC=100,γ=0.01

rb f 0.61 ± 0.04

LBP2riu
8,2 Dk=7

manhattan 0.78 ± 0.04 KC=100
linear 0.80 ± 0.05

LBP8,2 Dk=5
manhattan 0.81 ± 0.04 KC=100

linear 0.80 ± 0.04

BRIEF5,8 Dk=7
euclidean 0.59 ± 0.05 KC=10

linear 0.61 ± 0.06

LBP2riu
12,3 Dk=7

manhattan 0.79 ± 0.03 KC=100
linear 0.80 ± 0.04

LBP12,3 Dk=7
manhattan 0.81±±±0.03 KC=100

linear 0.79 ± 0.04

BRIEF6,12 Dk=7
euclidean 0.56 ± 0.05 KC=1,γ=0.001

rb f 0.60 ± 0.06

LBP2riu
16,4 Dk=7

manhattan 0.81 ± 0.05 KC=100
linear 0.80 ± 0.04

LBP16,4 Dk=7
manhattan 0.80 ± 0.03 KC=100

linear 0.78 ± 0.04

BRIEF7,16 Dk=7
chebyshev 0.59 ± 0.03 KC=1,γ=0.001

rb f 0.60 ± 0.04

Similar to the challenges previously mentioned when combining the various OCTA
images of ocular vascular layers and performing the task of classifying the two differ-
ent eye conditions, i.e.: dry AMD vs wet AMD, the CNV vs non-CNV classification
task can also be enormously challenging to accomplish even for highly skilled oph-
thalmologists. Despite the various difficulties that can be encountered, the previous
evaluation results demonstrate that the automated classification algorithm can identify
dissimilarities between CNV and non-CNV vascular texture via combining the various
OCTA images of ocular vascular layers. The classification results with the BRIEFS,n

texture descriptor were, however, among the worst. Nevertheless, the LBP2riu
p,r and the

LBPp,r texture descriptors both indicated to facilitate the attainment of a satisfactory
classification performance.

For solving the CNV vs non-CNV classification task via layer combination, how-
ever, the best classification performance was achieved when concatenating three fea-
ture vectors extracted from the OCTA images of the deep inner, the outer retina and
the choriocapillaris layers. This was accomplished by employing the KNN classifier
with Dk=5

manhattan using the LBP12,3 texture descriptor achieving a mean AUC score and
a standard deviation = 0.82±0.03.

The following subsection 4.4.3 provides the results of the cross-corpora experi-
ments conducted.
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4.4.3 Cross-Corpora Experiments

Recall that the wet AMD is common in both OCTA image data sets. Hence, the cross-
corpora experiments are accomplished by training the classifiers on one of the OCTA
image data sets and then testing them on the other OCTA image data sets (as external
validation) to demonstrate the generalisation performance. Specifically, the classifiers
trained on the Manchester OCTA image data set to solve the healthy versus wet AMD
classification task are tested on the wet AMD cases of the Moorfields OCTA image
data set. Similarly, the classifiers trained on the Moorfields OCTA image data set to
solve the dry AMD versus wet AMD classification task are tested on the wet AMD
cases of the Manchester OCTA image data set.

The various classifiers are trained using the optimal components, i.e.: best param-
eter combinations of the various local texture descriptors and best hyper-parameter
combinations of the different classifiers that facilitated improving the classification
performance as identified in the various classification experiments conducted in sub-
sections 4.4.1 and 4.4.2. In case there are several optimal components reported in the
previous experiments performed, which give comparable classification performance,
the best components that provide the highest sensitivity scores are selected and re-
ported.

Table 4.46 provides the results (sensitivity scores) of evaluating the classifiers
trained on the Manchester OCTA image data set for the healthy versus wet AMD
classification task to distinguish the wet AMD cases of the Moorfields OCTA image
data set. Table 4.47 delivers the results (sensitivity scores) of assessing the classifiers
trained on the Moorfields OCTA image data set for the dry AMD versus wet AMD
classification task to discriminate the wet AMD cases of the Manchester OCTA image
data set.

As only the Manchester OCTA image data set contains healthy eyes, the same
healthy data set is used to train the classifier for solving the Manchester healthy versus
Moorfields wet AMD classification task and then test the trained classifier on the wet
AMD cases of the Manchester OCTA image data set. Likewise, as only the Moorfields
OCTA image data set involves dry AMD eyes, the same dry AMD data set is used to
train the classifier for solving the Moorfields dry AMD versus Manchester wet AMD
classification task and then test the trained classifier on the wet AMD cases of the
Moorfields OCTA image data set.

Table 4.48 provides the results (sensitivity scores) of evaluating the classifiers
trained on the OCTA image data set for the Manchester healthy versus Moorfields
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Table 4.46: The evaluation results (sensitivity scores) of the classifiers trained on the OCTA
image data set for the Manchester healthy versus Manchester wet AMD classification task to
distinguish the wet AMD cases of Moorfields OCTA image data set.

Ocular Vascular Layers Descriptor Classifier Sensitivity score
Superficial inner retina layer LBP2riu

4,1 KNN (Dk=3
euclidean) 0.31

Deep inner retina layer LBP2riu
16,4 KNN (Dk=3

euclidean) 0.21

Outer retina layer LBP2riu
16,4 KNN (Dk=3

euclidean) 0.99

Choriocapillaris layer LBP2riu
16,4 SVM (KC=10

linear) 0.90

Superficial + Deep LBP2riu
4,1 SVM (KC=1

linear) 0.40

Superficial + Outer LBP2riu
16,4 KNN (Dk=1

euclidean) 0.94

Superficial + Choriocapillaris LBP12,3 KNN (Dk=3
manhattan) 0.60

Deep + Outer LBP2riu
16,4 KNN (Dk=1

euclidean) 0.82

Deep + Choriocapillaris LBP16,4 KNN (Dk=5
manhattan) 0.69

Outer + Choriocapillaris LBP2riu
16,4 KNN (Dk=3

euclidean) 1.00

Superficial + Deep + Outer LBP2riu
16,4 KNN (Dk=3

euclidean) 0.95

Superficial + Deep + Choriocapillaris LBP16,4 KNN (Dk=5
manhattan) 0.95

Superficial + Outer + Choriocapillaris LBP2riu
16,4 KNN ( Dk=3

euclidean) 0.97

Deep + Outer + Choriocapillaris LBP2riu
16,4 KNN (Dk=3

euclidean) 0.97

All ocular vascular layers LBP2riu
12,3 KNN (Dk=3

euclidean) 0.98

wet AMD classification task to distinguish the wet AMD cases of the Manchester
OCTA image data set. Table 4.49 delivers the results (sensitivity scores) of assessing
the classifiers trained on OCTA image data set for the Moorfields dry AMD versus
Manchester wet AMD classification task to discriminate the wet AMD cases of the
Moorfields OCTA image data set.

The following section 4.5 provides discussion and performance comparison of the
evaluation results of the automated OCTA image classification algorithm proposed for
the diagnosis of AMD disease based on whole-local texture features.

4.5 Discussion and Performance Comparison

This section provides a comprehensive description of the significance of the findings.
The performance of the automated classification algorithm on the previous binary
OCTA image classification tasks, i.e.: healthy vs wet AMD, dry AMD vs wet AMD
and CNV vs non-CNV, using the OCTA image data sets of the Manchester and Moor-
fields hospitals have been encouraging. As such, the algorithm was able to find novel
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Table 4.47: The evaluation results (sensitivity scores) of the classifiers trained on the OCTA
image data set for the Moorfields dry AMD versus Moorfields wet AMD classification task to
distinguish the wet AMD cases of Manchester OCTA image data set.

Ocular Vascular Layers Descriptor Classifier Sensitivity score
Superficial inner retina layer LBP2riu

4,1 SVM (KC=1
linear) 0.96

Deep inner retina layer LBP2riu
16,4 SVM (KC=1

linear) 0.96

Outer retina layer LBP2riu
16,4 SVM (KC=1

linear) 1.00
Choriocapillaris layer LBP2riu

12,3 SVM (KC=50,γ=0.1
rb f ) 1.00

Superficial + Deep LBP2riu
4,1 SVM (KC=1,d=2

poly ) 0.96

Superficial + Outer LBP12,3 KNN (Dk=3
manhattan) 1.00

Superficial + Choriocapillaris LBP2riu
4,1 SVM (KC=10

linear) 1.00
Deep + Outer LBP2riu

8,2 SVM (KC=1,d=3
poly ) 1.00

Deep + Choriocapillaris LBP2riu
12,3 SVM (KC=1,d=3

poly ) 1.00
Outer + Choriocapillaris LBP2riu

12,3 SVM (KC=10,d=3
poly ) 1.00

Superficial + Deep + Outer LBP2riu
8,2 SVM (KC=10,d=3

poly ) 1.00
Superficial + Deep + Choriocapillaris LBP2riu

4,1 SVM (KC=10,d=3
poly ) 1.00

Superficial + Outer + Choriocapillaris LBP8,2 SVM (KC=10,d=3
poly ) 1.00

Deep + Outer + Choriocapillaris LBP2riu
8,2 SVM (KC=10,d=3

poly ) 1.00

All ocular vascular layers LBP2riu
8,2 SVM (KC=100

linear ) 1.00

variations in the various ocular vascular layers, e.g.: the superficial inner retina and
the deep inner retina layers, with different eye conditions, e.g.: dry AMD, wet AMD
including heathy, that are not typically used by clinicians in the diagnosis of vascular
pathologies, e.g.: CNV and non-CNV lesions related to AMD disease.

Tables 4.50, 4.51 and 4.52 provide summaries of best classification results as
achieved on the individual binary OCTA image classification tasks previously con-
ducted, namely healthy vs wet AMD, dry AMD vs wet AMD and CNV vs non-CNV,
respectively. The optimal components, e.g.: best local texture descriptors and best
classifiers, for solving the various binary OCTA image classification tasks in the con-
text of AMD disease, i.e.: healthy vs wet AMD, dry AMD vs wet AMD and CNV vs
non-CNV, which facilitated improving the classification performance, are also given.

At a quick glance over the summary of best classification results presented in Ta-
bles 4.50, 4.51 and 4.52, broadly, the best local texture descriptor is the LBP2riu

p,r texture
descriptor in most binary classification problems, i.e.: healthy vs wet AMD, dry AMD
vs wet AMD and CNV vs non-CNV. However, the best classification scheme varies
among the different binary classification problems. In most classification settings, the
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Table 4.48: The evaluation results (sensitivity scores) of the classifiers trained on the OCTA
image data set for the Manchester healthy versus Moorfields wet AMD classification task to
distinguish the wet AMD cases of Manchester OCTA image data set.

Ocular Vascular Layers Descriptor Classifier Sensitivity score
Superficial inner retina layer LBP2riu

4,1 KNN (Dk=3
euclidean) 0.13

Deep inner retina layer LBP2riu
16,4 KNN (Dk=3

euclidean) 0.09

Outer retina layer LBP2riu
16,4 KNN (Dk=3

euclidean) 0.43

Choriocapillaris layer LBP2riu
16,4 SVM (KC=10

linear) 1.00

Superficial + Deep LBP2riu
4,1 SVM (KC=1

linear) 0.17

Superficial + Outer LBP2riu
16,4 KNN (Dk=1

euclidean) 0.39

Superficial + Choriocapillaris LBP12,3 KNN (Dk=3
manhattan) 0.52

Deep + Outer LBP2riu
16,4 KNN (Dk=1

euclidean) 0.39

Deep + Choriocapillaris LBP16,4 KNN (Dk=5
manhattan) 0.48

Outer + Choriocapillaris LBP2riu
16,4 KNN (Dk=3

euclidean) 0.91

Superficial + Deep + Outer LBP2riu
16,4 KNN (Dk=3

euclidean) 0.30

Superficial + Deep + Choriocapillaris LBP16,4 KNN (Dk=5
manhattan) 0.35

Superficial + Outer + Choriocapillaris LBP2riu
16,4 KNN ( Dk=3

euclidean) 0.65

Deep + Outer + Choriocapillaris LBP2riu
16,4 KNN (Dk=3

euclidean) 0.78

All ocular vascular layers LBP2riu
12,3 KNN (Dk=3

euclidean) 0.78

optimal classifier for the dry AMD vs wet AMD and CNV vs non-CNV classifica-
tion tasks is the SVM classifier. The optimal classifier for the healthy vs wet AMD
classification task, however, is the KNN classifier in most classification settings.

Nevertheless, based on the individual binary classification problems, it can be
clearly observed that the most predictive ocular vascular layer for solving the two dif-
ferent binary OCTA image classification tasks, i.e.: healthy vs wet AMD and CNV vs
non-CNV, is the outer retina layer. In solving the healthy vs wet AMD classification
task, the automated OCTA image classification algorithm performed outstandingly.
As such the classification algorithm was able to accomplish a perfect classification
performance, i.e.: a mean AUC score and a standard deviation = 1.00±0.00, using the
LBP2riu

16,4 texture descriptor and the KNN classifier with (Dk=3
euclidean). This was achieved

when concatenating two feature vectors extracted from two OCTA images of the outer
retina and the choriocapillaris layers.

For the CNV vs non-CNV classification task, on the other hand, the automated
OCTA image classification algorithm performed reasonably as demonstrated in the
classification results in Table 4.52. As such the algorithm was able to achieve a mean
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Table 4.49: The evaluation results (sensitivity scores) of the classifiers trained on the OCTA
image data set for the Moorfields dry AMD versus Manchester wet AMD classification task to
distinguish the wet AMD cases of Moorfields OCTA image data set.

Ocular Vascular Layers Descriptor Classifier Sensitivity score
Superficial inner retina layer LBP2riu

4,1 SVM (KC=1
linear) 0.10

Deep inner retina layer LBP2riu
16,4 SVM (KC=1

linear) 0.10

Outer retina layer LBP2riu
16,4 SVM (KC=1

linear) 0.30

Choriocapillaris layer LBP2riu
12,3 SVM (KC=50,γ=0.1

rb f ) 0.40

Superficial + Deep LBP2riu
4,1 SVM (KC=1,d=2

poly ) 0.08

Superficial + Outer LBP12,3 KNN (Dk=3
manhattan) 0.18

Superficial + Choriocapillaris LBP2riu
4,1 SVM (KC=10

linear) 0.21

Deep + Outer LBP2riu
8,2 SVM (KC=1,d=3

poly ) 0.20

Deep + Choriocapillaris LBP2riu
12,3 SVM (KC=1,d=3

poly ) 0.20

Outer + Choriocapillaris LBP2riu
12,3 SVM (KC=10,d=3

poly ) 0.42

Superficial + Deep + Outer LBP2riu
8,2 SVM (KC=10,d=3

poly ) 0.22

Superficial + Deep + Choriocapillaris LBP2riu
4,1 SVM (KC=10,d=3

poly ) 0.23

Superficial + Outer + Choriocapillaris LBP8,2 SVM (KC=10,d=3
poly ) 0.24

Deep + Outer + Choriocapillaris LBP2riu
8,2 SVM (KC=10,d=3

poly ) 0.27

All ocular vascular layers LBP2riu
8,2 SVM (KC=100

linear ) 0.43

Table 4.50: A summary of best classification results (mean AUC scores ± standard deviations)
as achieved by the automated OCTA image classification algorithm proposed for solving the
healthy vs wet AMD classification task based on whole-local texture features.

Ocular Vascular Layers Optimal Descriptors Optimal Classifiers AUC±±±std
Superficial inner retina layer LBP2riu

4,1 KNN (Dk=3
euclidean) 0.89±0.05

Deep inner retina layer LBP2riu
16,4 KNN (Dk=3

euclidean) 0.96±0.04

Outer retina layer LBP2riu
all values / LBPall values KNN (Dk=3

euclidean) / SVM (KC=1
linear) 0.99±0.00

Choriocapillaris layer LBP2riu
16,4 SVM (KC=10

linear) 0.97±0.03

Superficial + Deep LBP2riu
4,1 SVM (KC=1

linear) 0.94±0.03

Superficial + Outer LBP2riu
16,4 KNN (Dk=1

euclidean) 0.98±0.02

Superficial + Choriocapillaris LBP12,3 KNN (Dk=3
manhattan) 0.94±0.04

Deep + Outer LBP2riu
16,4 KNN (Dk=1

euclidean) 0.98±0.01

Deep + Choriocapillaris LBP16,4 KNN (Dk=5
manhattan) 0.98±0.01

Outer + Choriocapillaris LBP2riu
16,4 KNN (Dk=3

euclidean) 1.00±±±0.00

Superficial + Deep + Outer LBP2riu
16,4 KNN (Dk=3

euclidean) 0.98±0.01

Superficial + Deep + Choriocapillaris LBP16,4 KNN (Dk=5
manhattan) 0.98±0.02

Superficial + Outer + Choriocapillaris LBP2riu
16,4 KNN ( Dk=3

euclidean) 0.97±0.02

Deep + Outer + Choriocapillaris LBP2riu
16,4 KNN (Dk=3

euclidean) 0.98±0.03

All ocular vascular layers LBP2riu
12,3 KNN (Dk=3

euclidean) 0.99±0.03
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Table 4.51: A summary of best classification results (mean AUC scores ± standard deviations)
as achieved by the automated OCTA image classification algorithm proposed for solving the
dry AMD vs wet AMD classification task based on whole-local texture features.

Ocular Vascular Layers Optimal Descriptors Optimal Classifiers AUC±±±std
Superficial inner retina layer LBP2riu

4,1 SVM (KC=1
linear) 0.71±0.06

Deep inner retina layer LBP2riu
16,4 SVM (KC=1

linear) 0.75±0.04

Outer retina layer LBP2riu
16,4 SVM (KC=1

linear) 0.83±0.03

Choriocapillaris layer LBP2riu
12,3 SVM (KC=50,γ=0.1

rb f ) 0.83±±±0.01

Superficial + Deep LBP2riu
4,1 SVM (KC=1,d=2

poly ) 0.71±0.09

Superficial + Outer LBP12,3 KNN (Dk=3
manhattan) 0.74±0.05

Superficial + Choriocapillaris LBP2riu
4,1 SVM (KC=10

linear) 0.76±0.05

Deep + Outer LBP2riu
8,2 SVM (KC=1,d=3

poly ) 0.75±0.05

Deep + Choriocapillaris LBP2riu
12,3 SVM (KC=1,d=3

poly ) 0.78±0.06

Outer + Choriocapillaris LBP2riu
12,3 SVM (KC=10,d=3

poly ) 0.77±0.06

Superficial + Deep + Outer LBP2riu
8,2 SVM (KC=10,d=3

poly ) 0.79±0.07

Superficial + Deep + Choriocapillaris LBP2riu
4,1 SVM (KC=10,d=3

poly ) 0.79±0.06

Superficial + Outer + Choriocapillaris LBP8,2 SVM (KC=10,d=3
poly ) 0.78±0.05

Deep + Outer + Choriocapillaris LBP2riu
8,2 SVM (KC=10,d=3

poly ) 0.80±0.06

All ocular vascular layers LBP2riu
8,2 SVM (KC=100

linear ) 0.79±0.04

AUC score and a standard deviation = 0.82±0.03 using the LBP2riu
16,4 texture descriptor

and the SVM classifier with (KC=1
linear) given the great difficulties to distinguish the ab-

normalities, i.e.: CNV and non-CNV lesions in the OCTA images. This is mainly due
to the extreme similarities between the patterns of vascular pathologies, i.e.: CNV and
non-CNV lesions, in the OCTA images. A comparable performance was also achieved
using the LBP12,3 texture descriptor and the KNN classifier with (Dk=5

manhattan) when
concatenating three feature vectors extracted from three OCTA images of various oc-
ular vascular layers. These are the deep inner, the outer retina and the choriocapillaris
layers.

Nevertheless, based on the summary of best classification results in Table 4.51,
the most predictive ocular vascular layer, with rich details about vascular pathologies
related to dry AMD and wet AMD disease, which can be the most appropriate for solv-
ing the dry AMD vs wet AMD classification task, is the choriocapillaris layer closely
followed by the outer retina layer. Likewise, differentiating the vascular pathologies
related to dry AMD and wet AMD disease from each other is also quite challenging
due to the great similarities between vascular patterns of dry AMD and wet AMD in
the OCTA images.
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Table 4.52: A summary of best classification results (mean AUC scores ± standard deviations)
as achieved by the automated OCTA image classification algorithm proposed for solving the
CNV vs non-CNV classification task based on whole-local texture features.

Ocular Vascular Layers Optimal Descriptors Optimal Classifiers AUC±±±std
Superficial inner retina layer LBP2riu

8,2 SVM (KC=1
linear) 0.70±0.05

Deep inner retina layer LBP2riu
12,3 SVM (KC=1

linear) 0.72±0.03

Outer retina layer LBP2riu
16,4 SVM (KC=1

linear) 0.82±±±0.03
Choriocapillaris layer LBP2riu

16,4 SVM (KC=1
linear) 0.81±0.04

Superficial + Deep LBP2riu
4,1 SVM (KC=10,d=3

poly ) 0.68±0.04

Superficial + Outer LBP2riu
8,2 SVM (KC=10,d=3

poly ) 0.79±0.06

Superficial + Choriocapillaris LBP2riu
8,2 SVM (KC=10,d=3

poly ) 0.75±0.06

Deep + Outer LBP2riu
8,2 SVM (KC=10,d=3

poly ) 0.79±0.07

Deep + Choriocapillaris LBP12,3 KNN (Dk=5
manhattan) 0.76±0.04

Outer + Choriocapillaris LBP2riu
8,2 SVM (KC=10,d=3

poly ) 0.82±0.04

Superficial + Deep + Outer LBP2riu
8,2 SVM (KC=10,d=3

poly ) 0.80±0.07

Superficial + Deep + Choriocapillaris LBP2riu
8,2 SVM (KC=10,d=3

poly ) 0.77±0.05

Superficial + Outer + Choriocapillaris LBP2riu
12,3 KNN (Dk=5

manhattan) 0.82±0.04

Deep + Outer + Choriocapillaris LBP12,3 KNN (Dk=5
manhattan) 0.82±±±0.03

All ocular vascular layers LBP12,3 KNN (Dk=7
manhattan) 0.81±0.03

Despite identification of variations between dry AMD and wet AMD in the OCTA
images being very difficult, the classification algorithm was able to achieve reasonable
classification results, i.e.: mean AUC scores ± standard deviations = 0.83±0.01 and
0.83±0.03 on the choriocapillaris and the outer retina layers, respectively. The optimal
texture descriptors and classifiers for classifying dry AMD from wet AMD cases are
the LBP2riu

12,3 and the SVM with (KC=50,γ=0.1
rb f ) for the OCTA images of the choriocap-

illaris layer and the LBP2riu
16,4 and the SVM with (KC=1

linear) for the OCTA images of the
outer retina layer.

From the cross-corpora experiments perspective, however, the classifiers trained on
the Manchester OCTA image data set for solving the healthy vs wet AMD classifica-
tion task to distinguish the wet AMD cases of the Moorfields OCTA image data set,
generally, demonstrated good generalisation performance. In some situations, a near
perfect sensitivity score, i.e.: 0.99, was accomplished on the outer retina layer and
a perfect sensitivity score, i.e.: 1.00, was achieved when concatenating two feature
vectors extracted from two OCTA images of the outer retina and the choriocapillaris
layers. On the other hand, the classifiers trained on the Moorfields OCTA image data
set for solving the dry AMD vs wet AMD classification task to distinguish the wet
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AMD cases of the Manchester OCTA image data set, broadly, showed perfect gener-
alisation scores in most classification situations.

While there are numerous studies [6,10,243,244] concerning the analysis of OCTA
images in the context of AMD disease in an automated manner, these studies are all
based on image segmentation rather than image classification. Although there are a
few studies [245, 246] that aim to automate the analysis of OCTA images in the con-
text of AMD disease by the means of image classification, these studies are based
on specialised deep learning technologies that require large OCTA data sets, require
OCTA images that are manually depth levels adjusted to get the best possible view of
vascular abnormalities, and so on. Comprehensive details with regard to these works
including the pros and cons have already been discussed in Chapter 3, specifically
subsubsection 3.5.2.2. Hence, comparing the results of these works with the optimal
classification results given in Tables 4.50, 4.51 and 4.52 or applying these works to the
current OCTA image data sets can, therefore, be misleading.

4.6 Chapter Conclusion

This chapter presented a fully automated OCTA image classification algorithm for the
diagnosis of AMD disease based on whole-local texture features. The chapter started
by providing details about the motivations of enabling the automated analysis of OCTA
images in the context of AMD disease by means of whole image classification. Fur-
thermore, the justifications for making the various selections comprising conducting
the analysis on the entire OCTA image of individual retinal and choroidal layers, se-
lecting certain local texture descriptors as texture representation techniques, and se-
lectively picking certain machine learning algorithms for accompanying the various
OCTA image classification tasks, among other choices considered in the automated
algorithm, are also provided. Afterwards, the outline of the automated classification
algorithm, including the manner of extracting the local texture features from whole
OCTA images and the way of classifying the various OCTA images with different oc-
ular conditions including AMD disease as well as healthy, are also illustrated. Finally,
comprehensive evaluation of the automated classification algorithm proposed, includ-
ing performance comparison of the evaluation results, are also given.



Chapter 5

Classification Algorithm Based on
Reduced-Local Texture Features

5.1 Chapter Introduction

This chapter provides a fully automated OCTA image classification algorithm for the
diagnosis of AMD disease based on reduced-local texture features. The chapter be-
gins by providing details about the motivation for enabling the automated analysis of
OCTA images in the context of AMD disease by means of whole image classification
using only a reduced set of local texture features. The justification for the decision
to employ the dimensionality reduction technique, i.e.: the PCA technique, to trans-
form the original features, i.e.: whole-local texture features, into a new much smaller
set of transformed local texture features, i.e.: reduced-local texture features, is also
provided. Additionally, comprehensive descriptions of the steps involved in the auto-
mated classification algorithm are also given. These include details about the methods
of extracting the local texture features from the whole OCTA image, the manners of
applying the PCA technique to decorrelate the local texture features extracted and the
ways of performing the classification on the various OCTA images of different ocular
conditions including dry AMD and wet AMD as well as healthy. Finally, compre-
hensive evaluation of the automated classification algorithm proposed in this chapter,
including performance comparisons of optimum results obtained from the automated
classification algorithm proposed in Chapter 4, are also given.

237
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5.2 Motivation

Recall that the texture representation phase, i.e.: the local texture feature extraction
step, always plays a crucial role behind successfully accomplishing various image tex-
ture analysis problems such as classification or segmentation. Specifically, the design
or choice of a decent local texture feature extraction method can be wasted when se-
lecting a poor classification scheme and likewise the design or choice of a poor local
texture feature method cannot survive even when choosing a sophisticated classifica-
tion scheme. Similar importance, the high dimensional and highly correlated aspects
of the local texture features can also have a critical impact on the performance of the
machine learning classification algorithms, e.g.: the KNN and the SVM classifiers,
that are used for solving image texture analysis problems, e.g.: classification.

Inspired by the importance of the local texture feature extraction step as well as the
outstanding classification results achieved by the automated classification algorithm
proposed in Chapter 4, this chapter explores the potential of improving the classifi-
cation performance by attempting to design a domain specific and well-representative
reduced set of local texture features. To explore the possibility of achieving this, ex-
ploiting the dimensionality reduction techniques, e.g.: the PCA technique, after ex-
tracting the local texture features from the texture of OCTA images, is investigated.
The motivations of designing a reduced set of local texture features to enable the auto-
mated analysis of OCTA images in the context of AMD disease by the means of whole
image classification as well as selectively employing the PCA technique to generate the
set of reduced-local texture features are justified under the following two bullet points.

• Enable a fully automated OCTA image analysis for AMD detection by the
means of whole image classification based on reduced-local texture features.

The design of a reduced set of local texture features to measure normal vascular and
abnormal vascular appearance due to AMD disease in the OCTA images was mainly
motivated by the fact that when the number of sampling points increase, i.e.: (p and
r) for the LBP2riu

p,r and the LBPp,r texture descriptors and (S and n) for the BRIEFS,n

texture descriptor, the dimensionality of the local texture features that are constructed
by these texture descriptors also increase. The possible negative impacts of having
high dimensional feature space, i.e.: staggeringly numerous local texture features, that
measure certain conditions or classes can, however, comprise introducing correlation
or redundancies between local texture features of various classes or conditions to be
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distinguished between. As such, the more local texture features that represent a cer-
tain class, the more chance of becoming very sparse and less discriminative, hence
potentially less relevant to the class of interest. Comprehensive details in this regard,
however, have already been discussed across various aspects in Chapter 2, specifically
section 2.6.

Nevertheless, as the analysis of the OCTA images is performed without targeting
any specific area in the OCTA image, i.e.: based on the entire OCTA image, utilising
the whole local texture features extracted for performing the image classification task
can also be inadequate. This is because the OCTA images with AMD disease com-
prise vascular regions of both healthy as well as AMD disease related lesions, e.g.:
non-CNV and CNV. Consequently, some of the local texture features extracted from
the OCTA images that represent only the healthy condition may be correlated with
some of the local texture features obtained from the OCTA images that represent the
AMD conditions, e.g.: dry or wet AMD disease. Hence, this may introduce some re-
dundancies in the local texture features that describe and quantify the individual eye
conditions, i.e.: healthy and dry or wet AMD disease. Nonetheless, redundant or
correlated local texture features that measure different classes of eye conditions, e.g.:
healthy and dry or wet AMD disease, can dramatically impact the performance of the
classification scheme used, hence accomplishing the image classification task in hand
successfully.

When taking these details into account, it becomes obvious that the techniques
which can transform a large number of dimensions in the feature space, i.e.: the orig-
inal local texture features, into a reduced set of local texture features but which com-
prises the essence of important details highly relevant to solving the task of interest, are
profoundly desirable. The construction of new low dimensional features, i.e.: reduced-
local texture features, in the sense that they are more predictive of the outcomes and
are very closely related to solving the task of interest, can also be extremely beneficial
from a feature engineering perspective. As such the reduced-local texture features may
not only help to eliminate the risk of potential overfitting and perhaps improve the per-
formance of solving various image texture analysis tasks such as classification but also
can help accomplishing the classification task at significantly reduced computational
costs.

• Exploiting the dimensionality reduction techniques, i.e.: the PCA technique,
to generate the set of reduced-local texture features.

Several techniques can be employed for the task of reducing the number of local
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texture features extracted from the texture of OCTA images. These techniques are
typically grouped under two broad categories, namely dimensionality reduction and
feature selection. Important details including examples with respect to the two differ-
ent categories have already been given and comprehensively discussed across various
aspects in Chapter 2, section 2.6. Nevertheless, the main motivation for selectively
exploiting the PCA technique that fall under the category of dimensionality reduction
techniques is to investigate whether eliminating the redundancy or correlation between
the local texture features extracted from the texture of OCTA images of different eye
conditions, e.g.: dry AMD, wet AMD and healthy, can improve the classification per-
formance. As such, the PCA technique can address the high dimensional and highly
correlated aspects of local texture features in an interpretable fashion while maintain-
ing most of the important information in the original feature space.

If the classification relationship between the local texture features and the individ-
ual classes of interest, i.e.: dry AMD, wet AMD and healthy, is linked to the variability
of local texture features, then the decorrelated or reduced-local texture features, after
applying the PCA technique, may potentially provide an effective and appropriate re-
lationship with the individual target classes to be discriminated, hence facilitating an
effective solution to the image classification problem in hand. This fundamental as-
pect can make the automated OCTA image classification algorithm less biased since
the PCA technique can help to eliminate or remove redundant local texture features.
Other advantages of exploiting the PCA technique can include improving the accuracy
of the classification algorithm as it may reduce the occurrence of misrepresentative
local texture features. Besides these features, the application of PCA technique can
also help to reduce the time taken for training the machine learning classification al-
gorithms, e.g.: the SVM classifier, since the classifier makes use of feature vectors of
much lower dimensionality, among other advantages, see Chapter 2, subsection 2.6.1.

5.3 Proposed Algorithm

The automated OCTA image texture analysis algorithm proposed in this chapter fol-
lows a comparable pipeline of the previous algorithm proposed in Chapter 4 but with
an additional step of feature dimensionality reduction. Hence, the framework of the au-
tomated OCTA image texture analysis algorithm proposed for AMD disease detection
by the means of image classification based on reduced-local texture features involves
four main steps in total. The first step is the local texture feature extraction, the second
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step is the data pre-processing, the third step is the feature dimensionality reduction,
and the fourth step is the classification. Figure 5.1 demonstrates a brief overview of
the analysis pipeline that is followed by the automated OCTA image classification al-
gorithm proposed. The four different steps involved are comprehensively explained in
the following subsections 5.3.1, 5.3.2, 5.3.3 and 5.3.4, respectively.

OCTA Images

Local Texture Feature Extraction

Data Pre-processing

Feature Dimensionality Reduction

Classification

1

2

3

4

Figure 5.1: An outline of the automated OCTA image texture analysis algorithm that is pro-
posed for AMD disease detection by the means of image classification based on reduced-local
texture features. The analysis procedure begins with taking the OCTA images as an input where
the local texture feature extraction step takes place first to quantify the textural appearance of
OCTA images. A data pre-processing step is then followed, which involves applying data
transformation techniques, specifically data centring and scaling techniques to the local texture
features extracted. The following step is the feature dimensionality reduction that applies the
PCA technique to decorrelate the extracted local texture features generating a representative
and reduced set of local texture features. Finally, the classification step is followed to perform
classifications using the reduced-local texture features which measure the various OCTA im-
ages to classify them based on the ocular conditions they represent, e.g.: dry AMD, wet AMD
and healthy.

5.3.1 Local Texture Feature Extraction

The overall objective of the local texture feature extraction step is to measure the textu-
ral appearance of various OCTA images in the presence of different ocular conditions,
dry AMD, wet AMD and healthy. The same three different texture descriptors, namely
the LBP2riu

p,r , the LBPp,r and the BRIEFS,n, employed in the local texture feature ex-
traction step of the previous classification algorithm proposed in Chapter 4 are also
individually evaluated in this step. Recall that the classification algorithm proposed
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in this chapter follows a comparable procedure of the local texture feature extraction
step of the previous classification algorithm proposed in Chapter 4. Hence, the local
texture features in this step are estimated from the texture of various OCTA images
in a similar manner to that followed in the previous Chapter 4, see subsection 4.3.1.
Consequently, the final outputs of this step are several histograms, i.e.: several feature
vectors. These several feature vectors estimate or accumulate the distribution of all
various local texture features or patterns, i.e.: whole-local texture features, that are
detected in the individual OCTA images.

5.3.2 Data Pre-processing

Once the original feature vectors that comprise whole-local texture features of indi-
vidual OCTA images with different ocular vascular conditions related to AMD disease
and healthy are constructed in the previous step, see subsection 5.3.1, the task of data
pre-processing step is to apply two different data transformation techniques, specifi-
cally data centring and scaling techniques to the whole-local texture features of orig-
inal feature vectors. This is to ensure the individual local texture features of original
feature vectors contribute equally to estimating the new reduced feature vectors in the
following feature dimensionality reduction step 5.3.3.

The main motivation of employing these data transformation techniques is that
the textural appearance varies between the diseased OCTA images. As such in some
situations the textural appearance of vascular abnormalities appear to dominate the
whole diseased OCTA images while in other situation appear very comparable to the
heathy OCTA images. Therefore, transforming the whole-local texture features of
original feature vectors to comparable scales can make the PCA technique less biased
to the individual local texture features that have high range values during the process
of estimating the reduced feature vectors. This aspect, however, has already been
comprehensively discussed in Chapter 2, subsection 2.6.1.

As two data transformation techniques, i.e.: data centring and scaling techniques,
will be applied on the original feature vectors, the entire original feature vectors that
comprise whole-local texture features of individual OCTA images can, therefore, be
written as an N ×F data matrix D as follows:
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DN×F =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

x(11) x(12) . . . x(1F)

x(21) x(22) . . . x(2F)

⋮ ⋮ ⋮ ⋮

x(N1) x(N2) . . . x(NF)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Where x denotes the local texture features, the subscript N represents the total num-
ber of OCTA images, and the subscript F indicates the total number of local texture
features. Hence, in the data matrix D, the N rows represent the different OCTA images,
and the F columns demonstrate the various local texture features. As the data centring
and scaling techniques, are applied, the mean µ and the standard deviation σ of indi-
vidual columns, i.e.: individual F local texture features, are estimated from the data
matrix D. Hence, the mean µ of each F local texture feature, i.e.: every single column
in the data matrix D, can be mathematically computed by the following formula 5.1:

µF =
1
N

N
∑
i=1

x(iF) (5.1)

The standard deviation σ of each F local texture feature, i.e.: every single col-
umn in the data matrix D, can therefore be mathematically calculated by the following
formula 5.2:

σF =

¿
Á
ÁÀ∑

N
i=1(x(iF)−µF)2

N
(5.2)

Once the µF and σF of all F local texture features, i.e.: all different columns in
the data matrix D, are estimated, every single x(iF) is substituted with

x
(iF)−µF

σF
in the

original data matrix D. This process generates a standardised data matrix SD of the
original data matrix D. Therefore, the standardised data matrix SD can be written as
follows:

SDN×F =
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⎦
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5.3.3 Feature Dimensionality Reduction

Once the standardised data matrix SD that comprise whole-local texture features of
individual OCTA images with different ocular vascular conditions related to AMD
disease and healthy is constructed in the previous step, see subsection 5.3.2, the task of
the feature dimensionality reduction step is to decorrelate the individual local texture
features of the original feature vectors by applying the PCA technique. The application
of the PCA technique generates a new transformed set of reduced-local texture features,
i.e.: new reduced feature vectors, that seek to capture the vast majority of the important
information in the whole-local texture features of original feature vectors.

In this manner, a much smaller size of feature vectors can be utilised which provide
reasonable fidelity to the original size. The reduced feature vectors are functions of the
original feature vectors. Therefore, the whole-local texture features in the original
feature vectors are yet required to generate the substitute ones, i.e.: the reduced fea-
ture vectors. However, the theoretical foundation and important properties of the PCA

technique as well as illustrative examples have already been demonstrated in Chapter 2,
subsection 2.6.1.

As the standardised data matrix SD is constructed, the typical initial step in the
PCA technique is to transpose the data matrix SD, i.e.: flipped over its diagonal, to
produce the transpose of data matrix SD that is denoted by SDT . The transposed data
matrix SDT can, therefore, be written as follows:

SDT
F×N =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

x(11) x(12) . . . x(1N)

x(21) x(22) . . . x(2N)

⋮ ⋮ ⋮ ⋮

x(F1) x(F2) . . . x(FN)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Once the transposed data matrix SDT is constructed, the following step is to com-
pute the covariance matrix Σ using the standardised data matrix SD and its transpose
form, i.e.: data matrix SDT . In the case of the standardised data, i.e.: with mean = zero
and standard deviation = one, the covariance matrix Σ can, therefore, be estimated by
equation 2.37 given in Chapter 2, subsection 2.6.1.

The resultant covariance matrix Σ has the dimensions of F×F . Once the covariance
matrix Σ is constructed, the following step is to estimate the principal components, i.e.:
PCs. The PCs are found by computing the individual eigenvectors φ and correspond-
ing eigenvalues λ of the computed covariance matrix Σ. Let the total variance (TV )
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in the original data be estimated as the sum of all F eigenvalues λ of the estimated
covariance matrix Σ which is given by equation 2.38 in Chapter 2, subsection 2.6.1.
Hence, the proportion of the variance (PVi) that the ith eigenvector φ is accounted for
can be estimated by equation 2.39 given in Chapter 2, subsection 2.6.1.

Nevertheless, the individual F eigenvalues λ are sorted in descending order,
i.e.: arranged such that (λ j ≥ λ j+1). Then, a set Φ of K eigenvectors φ, where
Φ = [φ1,φ2, . . . ,φK] and typically K < F , of the computed covariance matrix Σ which
have the K largest eigenvalues λ is selected to reduce the dimensions of original data.
As such the eigenvector φ1 with the greatest eigenvalue λ1 represents the first PC or
direction of maximum variation. The eigenvector φ2 with the second greatest eigen-
value λ2 represents the second PC or direction of the next maximum variation that is
orthogonal to the previous PC and so on.

However, the K eigenvectors φ corresponding to the K largest eigenvalues λ are
typically selected based on a predefined proportion of the total variance, e.g.: 95 for
95%, that one desires to retain. Consequently, the set Φ of K eigenvectors φ that
retains a certain proportion, e.g.: 95% of the total variance of the original data can be
constructed based on the sum of the proportion of the variance (PVi) accounted for by
individual K eigenvectors φ that have the K largest eigenvalues λ as follows in 5.3:

K
∑
i=1

PVi ≥ 95 (5.3)

Once the K eigenvectors φ that have the K largest eigenvalues λ are selected which
explain the previously defined proportion, i.e.: 95 for 95% of the variance exhibited
in the original data, the selected set Φ of K eigenvectors φ constructs the set of PCs

that will be used to create the new transformed features in place of the original local
texture features in the original data. The final step in the PCA technique is, therefore,
the projection of the original data into a new subspace of reduced features via matrix
multiplication of the original data with the selected set Φ of K eigenvectors φ. This ul-
timate step constructs the new reduced feature vectors that comprise a new transformed
set of reduced-local texture features which measure the individual OCTA images.

In this work, the new reduced feature vectors constructed in the feature dimension-
ality reduction step retained 95% of the variance exhibited in the original data which is
a common percentage widely used when applying the PCA technique. As the various
local texture features constructed by the three different texture descriptors, namely the
LBP2riu

p,r , the LBPp,r and the BRIEFS,n are all transformed into new reduced features,
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the individual texture descriptors are denoted as the LBP2riuPCA
p,r , the LBPPCA

p,r and the
BRIEFPCA

S,n , the additional superscript PCA reflecting the application of the PCA tech-
nique on the local texture features extracted. Hence, the newly reduced feature vectors
that comprise reduced-local texture features, therefore, construct the final design of
feature vectors that form the basis of accomplishing the automated analysis of OCTA
image texture by means of image classification.

5.3.4 Classification

Once the newly reduced feature vectors of individual OCTA images are constructed,
the overall objective of the classification step is to classify the different eyes as belong-
ing to one of the different predefined classes of eye conditions, e.g.: healthy, wet AMD
or CNV and dry AMD or non-CNV. To achieve this, two different machine learning
classification algorithms, namely the SVM and the KNN classifiers, are employed and
tested for the task of image classification. Like the classification step of the previous
classification algorithm proposed in Chapter 4 that is illustrated in subsection 4.3.2,
a hyper-parameter search was also conducted for the KNN and the SVM classifiers
using the same hyper-parameter values. The optimal hyper-parameter combinations of
the individual classifiers that enable achieving the best classification performance as
evaluated via a cross-validation strategy are subsequently selected. The following sec-
tion 5.4 provides a comprehensive evaluation of the classification algorithm proposed.

5.4 Experimental Evaluation and Results

The evaluation of the classification algorithm proposed in this chapter was conducted
on the diverse OCTA image data sets previously described in Chapter 3, section 3.4.
The evaluation procedure followed in this chapter is the same as the evaluation proce-
dure conducted in Chapter 4, section 4.4. Consequently, the automated image analysis
of the Manchester Royal Eye Hospital OCTA image data set is conducted as a binary
image classification problem, i.e.: healthy versus wet AMD. The automated image
analysis of the Moorfields Eye Hospital OCTA image data set, on the other hand, is
conducted as two binary image classification problems, i.e.: dry AMD versus wet
AMD and CNV (wet AMD plus secondary CNV) versus non-CNV (dry AMD).

Similar to the evaluation procedure followed in Chapter 4, section 4.4, the binary
image classifications in this chapter were also performed in the following manners for
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both OCTA image data sets of the Manchester Royal Eye Hospital and the Moorfields
Eye Hospital:

1. Based on individual feature vectors extracted from OCTA images of every sep-
arate ocular vascular layer namely the superficial inner retina, the deep inner
retina, the outer retina and the choriocapillaris layers, respectively. In this man-
ner, the classification is performed solely based on the individual ocular vascu-
lar layer for every single eye.

2. Based on concatenating two feature vectors extracted from two OCTA images
of the ocular vascular layers. These are (1) the superficial and the deep inner
retina layers, (2) the superficial inner and the outer retina layers, (3) the su-
perficial inner and the choriocapillaris layers, (4) the deep inner and the outer
retina layers, (5) the deep inner retina and the choriocapillaris layers, and (6)
the outer retina and the choriocapillaris layers that are both typically used for
diagnosing AMD disease. The concatenated two feature vectors generated by
the various two layers construct a global feature vector for every individual
eye. Consequently, the classification is performed based on the global feature
vectors constructed for the individual eyes.

3. Based on concatenating three feature vectors extracted from three OCTA im-
ages of the ocular vascular layers. These are (1) the superficial, the deep inner
and the outer retina layers, (2) the superficial, the deep inner retina and the
choriocapillaris layers, (3) the superficial inner, the outer retina and the chorio-
capillaris layers and (4) the deep inner, the outer retina and the choriocapillaris
layers. The concatenated three feature vectors generated from the various three
layers construct a global feature vector for every individual eye. Consequently,
the classification is performed based on the global feature vectors constructed
for the individual eyes.

4. Based on concatenating all feature vectors extracted from all OCTA images of
all ocular vascular layers constructing a global feature vector for every individ-
ual eye. Hence, the classification is performed based on the individual eyes not
the individual ocular vascular layers.

The performance of the classification algorithm proposed in this chapter is also
tested on the individual three texture descriptors namely the LBP2riuPCA

p,r , the LBPPCA
p,r

and the BRIEFPCA
S,n . The various parameters of the three different texture descriptors,

i.e.: (p and r) for the LBP2riuPCA
p,r and the LBPPCA

p,r , and (S and n) for the BRIEFPCA
S,n ,

are also empirically fine-tuned with different values. Additionally, the same values of
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parameters that were used in evaluating the previous classification algorithm proposed
in Chapter 4 are also utilised in the evaluation of the classification algorithm proposed
in this chapter in all classification experiments. Since the texture descriptors, i.e.: the
LBP2riuPCA

p,r , the LBPPCA
p,r and the BRIEFPCA

S,n , are individually fine-tuned with different
combinations of parameters, the various values of parameters tested are denoted in the
subscripts, i.e.: in place of p, r, S and n, of individual texture descriptors.

Moreover, the same evaluation strategies, i.e.: employing the stratified K = 10 folds
cross-validation strategy and computing the AUC scores, are also employed. As the
evaluation involved employing the stratified K = 10 folds cross-validation strategy and
measuring the AUC scores, the mean AUC scores along with the standard deviations
are also estimated. Hence, the overall performance of the classification algorithm pro-
posed in this chapter is estimated based on the mean AUC scores ± standard deviations
using the two different machine learning classifiers specifically the KNN and the SVM
previously demonstrated in the classification step of the algorithm, see section 5.3.4.

Besides the above mentioned, cross-corpora experiments were also conducted. As
the wet AMD is common in both OCTA image data sets, the cross-corpora experiments
were performed by training the classifiers on one of the OCTA image data sets and then
testing them on the other OCTA image data sets (as external validation) to demonstrate
the generalisation performance. Specifically, the classifier trained on the Manchester
OCTA image data set to solve the healthy versus wet AMD classification task is tested
on the wet AMD cases of the Moorfields OCTA image data set. Likewise, the classifier
trained on the Moorfields OCTA image data set to solve the dry AMD versus wet AMD
classification task is tested on the wet AMD cases of the Manchester OCTA image data
set.

As only the Manchester OCTA image data set contains healthy eyes, the same
healthy data set is used to train the classifier for solving the Manchester healthy versus
Moorfields wet AMD classification task and then to test the trained classifier on the wet
AMD cases of the Manchester OCTA image data set. Likewise, as only the Moorfields
OCTA image data set involves dry AMD eyes, the same dry AMD data set is used to
train the classifier for solving the Manchester wet AMD versus Moorfields dry AMD
classification task and then to test the trained classifier on the wet AMD cases of the
Moorfields OCTA image data set.

The motivation for undertaking these evaluation procedures is to allow the accom-
plishment of fair and consistent comparison and evaluation of the two different au-
tomated image classification algorithms developed in this thesis. The following two
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subsections 5.4.1 and 5.4.2 demonstrate the evaluation results of the classification al-
gorithm proposed in this chapter on both OCTA image data sets of the Manchester
Royal Eye Hospital and the Moorfields Eye Hospital, and subsection 5.4.3 summarises
the evaluation results of the cross-corpora experiments conducted.

5.4.1 Manchester Royal Eye Hospital

This subsection provides the evaluation results of the automated classification algo-
rithm proposed in this chapter on the Manchester Royal Eye Hospital OCTA image
data set for solving only a binary image classification task, i.e.: healthy vs wet AMD.
The evaluation of the classification algorithm is performed in order based on the con-
ducting of classification experiments. As such, it starts with the individual ocular vas-
cular layers namely the superficial inner retina layer, the deep inner retina layer, the
outer retina layer and the choriocapillaris layer, respectively. This is then followed
by layer combination namely by concatenating two feature vectors extracted from two
OCTA images of the different ocular vascular layers, concatenating three feature vec-
tors extracted from three OCTA images of the various ocular vascular layers and con-
catenating all feature vectors extracted from the OCTA images of all ocular vascular
layers.

5.4.1.1 Superficial Inner Retina Layer

The classification algorithm was initially assessed on the OCTA images of the super-
ficial inner retina layer. Table 5.1 shows the classification results that demonstrate the
diagnostic capability of the classification algorithm on the OCTA images of this retinal
layer.

While the OCTA images of the superficial inner retina layer do not typically display
any perceptible vascular pathologies related to AMD disease, e.g.: regions of CNV le-
sions, the classification results in Table 5.1 do show that the automated classification
algorithm can effectively distinguish differences between normal and pathological vas-
cular texture in the OCTA images of the superficial inner retina layer. Nevertheless,
the BRIEFPCA

S,n texture descriptor could not effectively generate robust local texture
descriptions as the classification performance was always approximately nearby the
random guessing skill, i.e.: mean AUC scores ≈ 0.55, in both classification settings,
i.e.: with the SVM and the KNN classifiers. This is in contrast to the LBP2riuPCA

p,r and
the LBPPCA

p,r texture descriptors as both mostly demonstrated to enable the achievement
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Table 5.1: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, on the OCTA
images of superficial inner retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
euclidean 0.90 ± 0.06 KC=100

linear 0.89 ± 0.06

LBPPCA
4,1 Dk=7

manhattan 0.87 ± 0.03 KC=100,γ=0.001
rb f 0.89 ± 0.05

BRIEFPCA
4,4 Dk=1

chebyshev 0.51 ± 0.10 KC=100,d=2
poly 0.52 ± 0.03

LBP2riuPCA
8,2 Dk=7

manhattan 0.90±±±0.02 KC=100,γ=0.1
rb f 0.86 ± 0.07

LBPPCA
8,2 Dk=5

chebyshev 0.82 ± 0.06 KC=100,γ=0.01
rb f 0.82 ± 0.04

BRIEFPCA
5,8 Dk=9

euclidean 0.51 ± 0.09 KC=100,d=2
poly 0.52 ± 0.02

LBP2riuPCA
12,3 Dk=5

manhattan 0.87 ± 0.06 KC=50
linear 0.85 ± 0.08

LBPPCA
12,3 Dk=5

manhattan 0.78 ± 0.02 KC=1
linear 0.78 ± 0.06

BRIEFPCA
6,12 Dk=3

chebyshev 0.58 ± 0.12 KC=10,γ=0.001
rb f 0.60 ± 0.10

LBP2riuPCA
16,4 Dk=7

manhattan 0.84 ± 0.08 KC=10
linear 0.82 ± 0.09

LBPPCA
16,4 Dk=3

manhattan 0.79 ± 0.09 KC=1
linear 0.79 ± 0.11

BRIEFPCA
7,16 Dk=3

chebyshev 0.56 ± 0.05 KC=1,d=3
poly 0.53 ± 0.16

of a satisfactory classification performance in all classification experiments. The clas-
sification results given in Table 5.1, however, show that the best overall performance
was accomplished with the LBP2riuPCA

8,2 texture descriptor based on the KNN classifier
with Dk=7

manhattan achieving a mean AUC score and a standard deviation = 0.90±0.02.

5.4.1.2 Deep Inner Retina Layer

Nonetheless, the automated classification algorithm is then evaluated on the OCTA
images of the deep inner retina layer. Table 5.2 exhibits the classification results that
demonstrate the diagnostic skill of the classification algorithm on the OCTA images of
this retinal layer.

In the same way as the OCTA images of the superficial inner retina layer, the OCTA
images of the deep inner retina layer do not usually exhibit any noticeable vascular
pathologies related to AMD disease, e.g.: areas of CNV lesions. Nevertheless, the
evaluation results presented in Table 5.2 confirm that the automated classification al-
gorithm can successfully recognise some variations between normal and abnormal vas-
cular texture appearance in the OCTA images of the deep inner retina layer. Yet, the
BRIEFPCA

S,n texture descriptor was not able to construct robust local texture descrip-
tions as the classification performance was nearly always near the random guessing
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Table 5.2: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, on the OCTA
images of deep inner retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
chebyshev 0.93 ± 0.06 KC=1,γ=0.1

rb f 0.93 ± 0.06

LBPPCA
4,1 Dk=3

chebyshev 0.91 ± 0.06 KC=50,γ=0.0001
rb f 0.92 ± 0.04

BRIEFPCA
4,4 Dk=1

chebyshev 0.58 ± 0.17 KC=100,γ=0.1
rb f 0.55 ± 0.19

LBP2riuPCA
8,2 Dk=9

euclidean 0.92 ± 0.05 KC=1
linear 0.94 ± 0.05

LBPPCA
8,2 Dk=9

euclidean 0.91 ± 0.03 KC=50,γ=0.001
rb f 0.92 ± 0.07

BRIEFPCA
5,8 Dk=7

chebyshev 0.56 ± 0.10 KC=1,γ=0.1
rb f 0.53 ± 0.16

LBP2riuPCA
12,3 Dk=9

manhattan 0.91 ± 0.05 KC=50,γ=0.001
rb f 0.94 ± 0.04

LBPPCA
12,3 Dk=9

manhattan 0.94 ± 0.03 KC=50,γ=0.01
rb f 0.94 ± 0.04

BRIEFPCA
6,12 Dk=3

chebyshev 0.51 ± 0.04 KC=1,d=3
poly 0.51 ± 0.02

LBP2riuPCA
16,4 Dk=9

manhattan 0.94 ± 0.03 KC=10
linear 0.95±±±0.03

LBPPCA
16,4 Dk=7

manhattan 0.89 ± 0.05 KC=1,γ=0.001
rb f 0.89 ± 0.02

BRIEFPCA
7,16 Dk=7

chebyshev 0.57 ± 0.06 KC=10
linear 0.54 ± 0.11

skill, i.e.: mean AUC scores ≈ 0.55, with both classifiers, i.e.: the SVM and the KNN.
Nevertheless, the LBP2riuPCA

p,r and the LBPPCA
p,r texture descriptors mostly demonstrated

to allow the attainment of good classification results that are fairly comparable in all
classification experiments. However, the classification results presented in Table 5.2
show that the best overall performance was achieved with the LBP2riuPCA

16,4 texture de-
scriptor using the SVM classifier with KC=10

linear accomplishing a mean AUC score and a
standard deviation = 0.95±0.03.

5.4.1.3 Outer Retina Layer

The automated classification algorithm was then applied to classifying the OCTA im-
ages of the outer retina layer. Table 5.3 provides the classification results that reveal
the diagnostic skill of the classification algorithm on the OCTA images of this retinal
layer.

Unlike the OCTA images of the superficial inner retina layer and the deep inner
retina layer, the OCTA images of outer retina layer do typically demonstrate distin-
guishable marks of vascular pathologies associated with AMD disease, e.g.: regions
of CNV lesions. Nonetheless, the areas of CNV lesions in the OCTA images of the
outer retina layer may not usually be fully visualised or noticeable and hence, may
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Table 5.3: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, on the OCTA
images of outer retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
euclidean 0.99±±±0.00 KC=1

linear 0.99±±±0.00
LBPPCA

4,1 Dk=3
euclidean 0.99±±±0.00 KC=1

linear 0.99±±±0.00
BRIEFPCA

4,4 Dk=3
manhattan 0.72 ± 0.06 KC=100

linear 0.69 ± 0.10

LBP2riuPCA
8,2 Dk=9

manhattan 0.99±±±0.00 KC=10
linear 0.99±±±0.00

LBPPCA
8,2 Dk=3

euclidean 0.99±±±0.00 KC=1
linear 0.99±±±0.00

BRIEFPCA
5,8 Dk=5

euclidean 0.68 ± 0.11 KC=100,γ=0.001
rb f 0.77 ± 0.09

LBP2riuPCA
12,3 Dk=9

chebyshev 0.98 ± 0.03 KC=1
linear 0.99 ± 0.03

LBPPCA
12,3 Dk=3

euclidean 0.99±±±0.00 KC=1
linear 0.99±±±0.00

BRIEFPCA
6,12 Dk=9

chebyshev 0.75 ± 0.01 KC=10,γ=0.001
rb f 0.73 ± 0.10

LBP2riuPCA
16,4 Dk=9

chebyshev 0.98 ± 0.04 KC=10
linear 0.99 ± 0.03

LBPPCA
16,4 Dk=3

euclidean 0.99±±±0.00 KC=1
linear 0.99±±±0.00

BRIEFPCA
7,16 Dk=7

chebyshev 0.66 ± 0.11 KC=1
linear 0.76 ± 0.14

perhaps be barely obvious due to the nature of how the CNV lesions normally grow.
This is because the CNV lesions typically grow by perforating the Bruch’s membrane,
the deepest part of the choroid layer, and by progressing into other subretinal layers.
Hence, some areas of CNV lesions may appear more observable in certain ocular vas-
cular layers than others. Nevertheless, the evaluation results given in Table 5.3 proved
that the automated classification algorithm accomplished outstanding classification re-
sults. As such, the classification algorithm can successfully identify dissimilarities
between normal and abnormal vascular texture appearance in the OCTA images of
the outer retina layer with extremely few misclassification cases, i.e.: with very few
incorrect predictions.

While the BRIEFPCA
S,n texture descriptor was not able to construct robust local tex-

ture descriptions from the OCTA images of the superficial inner retina and the deep in-
ner retina layers as evidenced by previous classification results, see Tables 5.2 and 5.1,
it showed to enable quite good improvements in classification performance on the
OCTA images of the outer retina layer. As such, in some situations, the classifica-
tion performance using the BRIEFPCA

S,n texture descriptor was demonstrated to rela-
tively outperform the random guessing skill, i.e.: mean AUC scores between 0.66 and
0.77. Nevertheless, the best overall performance was again accomplished with the
LBPPCA

all values texture descriptor using the KNN classifier with Dk=3
euclidean and the SVM
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classifier with KC=1
linear as well as the LBP2riuPCA

p=4,8,r=1,2 texture descriptor using the SVM
classifier with KC=1

linear and the KNN classifiers with Dk=3
euclidean using (p = 4,r = 1) and

Dk=9
manhattan using (p = 8,r = 2), and all accomplishing a mean AUC score and a standard

deviation = 0.99±0.00.

5.4.1.4 Choriocapillaris Layer

Following the evaluation of the automated classification algorithm on the previous oc-
ular vascular layers, the classification algorithm is subsequently assessed in classifying
the OCTA images of the choriocapillaris layer. Table 5.4 gives the classification results
that show the diagnostic ability of the classification algorithm on the OCTA images of
the choroidal layer.

Table 5.4: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, on the OCTA
images of choriocapillaris layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
euclidean 0.99±±±0.00 KC=1

linear 0.99±±±0.00
LBPPCA

4,1 Dk=5
manhattan 0.97 ± 0.04 KC=10

linear 0.98 ± 0.03

BRIEFPCA
4,4 Dk=1

manhattan 0.78 ± 0.11 KC=50,γ=0.01
rb f 0.79 ± 0.09

LBP2riuPCA
8,2 Dk=5

euclidean 0.84 ± 0.07 KC=50
linear 0.86 ± 0.06

LBPPCA
8,2 Dk=5

euclidean 0.95 ± 0.04 KC=1
linear 0.92 ± 0.22

BRIEFPCA
5,8 Dk=5

manhattan 0.88 ± 0.08 KC=50,γ=0.001
rb f 0.91 ± 0.07

LBP2riuPCA
12,3 Dk=5

chebyshev 0.92 ± 0.04 KC=10,γ=0.1
rb f 0.94 ± 0.03

LBPPCA
12,3 Dk=5

euclidean 0.99 ± 0.01 KC=10
linear 0.99 ± 0.01

BRIEFPCA
6,12 Dk=5

euclidean 0.85 ± 0.06 KC=0
linear 0.87 ± 0.07

LBP2riuPCA
16,4 Dk=5

euclidean 0.95 ± 0.02 KC=1
linear 0.95 ± 0.04

LBPPCA
16,4 Dk=3

manhattan 0.97 ± 0.05 KC=10
linear 0.97 ± 0.04

BRIEFPCA
7,16 Dk=5

chebyshev 0.90 ± 0.05 KC=10,γ=0.001
rb f 0.90 ± 0.08

The OCTA images of the choriocapillaris layer are the same as the OCTA images
of the outer retina layer in being known to typically demonstrate perceptible marks of
vascular pathologies linked to AMD disease, e.g.: regions of CNV lesions. However,
the areas of CNV lesions in the OCTA images of the choriocapillaris are not always
entirely visualised or detectible either, and hence may perhaps be hardly obvious as
is the case with the OCTA images of the outer retina layer. This is mainly due to the
nature of how the CNV lesions normally develop. The CNV lesions typically grow by
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perforating the Bruch’s membrane that is the deepest part of the choroid layer and by
progressing into other subretinal layers. Therefore, certain parts of CNV regions may
appear to be more distinguishable in certain ocular vascular layers than in others. Nev-
ertheless, the evaluation results in Table 5.4 proved that the automated classification
algorithm was capable of accomplishing outstanding classification results. As such
the algorithm effectively recognised variations between normal and abnormal vascular
texture appearance in the OCTA images of the choriocapillaris layer with only very
few misclassification cases.

Analogous to the situation with the OCTA images of the outer retina layer, the
BRIEFPCA

S,n texture descriptor was also able to produce moderately good local texture
descriptions from the OCTA images of the choriocapillaris layer that satisfactorily
facilitated slight improvements in the classification performance compared to its poor
classification results in previous ocular vascular layers, see Table 5.4. However, based
on the classification results of the classification algorithm on the OCTA images of the
choriocapillaris layer given in Table 5.4, the best overall performance was achieved
with the LBP2riuPCA

4,1 texture descriptor. As such, a mean AUC score and a standard
deviation = 0.99±0.00, was accomplished, with the SVM classifier using KC=1

linear and
the KNN classifier using Dk=3

euclidean.

5.4.1.5 Layer Combination

Following the evaluation of the automated classification algorithm on the OCTA im-
ages of ocular vascular layers individually, the performance of the algorithm was then
assessed on classifying the various eyes via layer combination. This is accomplished
by conducting the binary image classification based on concatenating two feature vec-
tors extracted from the OCTA images of different ocular vascular layers, based on
concatenating three feature vectors extracted from three OCTA images of the different
ocular vascular layers and based on concatenating all feature vectors extracted from
the OCTA images of all ocular vascular layers. It should be recalled that the classifica-
tion performance of the classification algorithm is estimated based on classifying the
individual eyes not the individual OCTA images of various ocular vascular layers.

Tables 5.5, 5.6, 5.7, 5.8, 5.9 and 5.10 summarise the classification results that show
the diagnostic ability of the classification algorithm when concatenating two feature
vectors extracted from the OCTA images of two various ocular vascular layers. These
are the superficial and the deep inner retina, the superficial inner and the outer retina,
the superficial inner retina and the choriocapillaris, the deep inner and the outer retina,
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the deep inner retina and the choriocapillaris, and the outer retina and the choriocapil-
laris layers, respectively.

Table 5.5: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, based on con-
catenating two feature vectors extracted from the OCTA images of the superficial and the deep
retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
euclidean 0.91 ± 0.04 KC=10,d=3

poly 0.90 ± 0.04

LBPPCA
4,1 Dk=3

euclidean 0.91 ± 0.07 KC=1,d=2
poly 0.90 ± 0.19

BRIEFPCA
4,4 Dk=3

manhattan 0.56 ± 0.07 KC=10,d=3
poly 0.61 ± 0.10

LBP2riuPCA
8,2 Dk=1

euclidean 0.90 ± 0.04 KC=1
linear 0.92 ± 0.05

LBPPCA
8,2 Dk=5

manhattan 0.90 ± 0.06 KC=10
linear 0.84 ± 0.19

BRIEFPCA
5,8 Dk=3

chebyshev 0.51 ± 0.07 KC=1,d=2
poly 0.50 ± 0.09

LBP2riuPCA
12,3 Dk=5

manhattan 0.88 ± 0.05 KC=1,γ=0.1
rb f 0.92 ± 0.05

LBPPCA
12,3 Dk=5

manhattan 0.90 ± 0.03 KC=10,γ=0.1
rb f 0.88 ± 0.20

BRIEFPCA
6,12 Dk=5

euclidean 0.50 ± 0.07 KC=10,d=3
poly 0.51 ± 0.11

LBP2riuPCA
16,4 Dk=3

euclidean 0.91 ± 0.03 KC=10
linear 0.93±±±0.05

LBPPCA
16,4 Dk=3

manhattan 0.88 ± 0.06 KC=1
linear 0.85 ± 0.10

BRIEFPCA
7,16 Dk=5

chebyshev 0.50 ± 0.06 KC=10,d=2
poly 0.53 ± 0.07

Tables 5.11, 5.12, 5.13 and 5.14, on the other hand, present the classification results
that demonstrate the diagnostic skill of the classification algorithm when concatenating
three feature vectors extracted from three OCTA images of various ocular vascular
layers. Namely, the superficial, the deep inner and the outer retina, the superficial, the
deep inner retina and the choriocapillaris, the superficial inner, the outer retina and the
choriocapillaris, and the deep inner, the outer retina and the choriocapillaris layers,
respectively.

Table 5.15 presents the classification results when concatenating all feature vectors
extracted from the OCTA images of all ocular vascular layers.

Classifying the various OCTA images of ocular vascular layers with different eye
conditions, e.g.: healthy and wet AMD, can be quite challenging to discriminate even
for exceptionally skilled ophthalmologists. This is mainly because the textural vas-
cular appearance in the various OCTA images usually appear significantly different
among individual ocular vascular layers. With the presence of an eye condition, e.g.:
wet AMD disease, the OCTA images of certain ocular vascular layers, e.g.: the su-
perficial inner retina and the deep inner retina layers, usually display quite uniform
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Table 5.6: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, based on con-
catenating two feature vectors extracted from the OCTA images of the superficial and the outer
retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=1
euclidean 0.92 ± 0.03 KC=1

linear 0.93 ± 0.06

LBPPCA
4,1 Dk=1

euclidean 0.94 ± 0.05 KC=1
linear 0.93 ± 0.06

BRIEFPCA
4,4 Dk=3

euclidean 0.50 ± 0.08 KC=1,d=3
poly 0.55 ± 0.10

LBP2riuPCA
8,2 Dk=3

manhattan 0.93 ± 0.03 KC=10,γ=0.01
rb f 0.94 ± 0.02

LBPPCA
8,2 Dk=1

euclidean 0.94 ± 0.06 KC=1
linear 0.93 ± 0.07

BRIEFPCA
5,8 Dk=1

euclidean 0.50 ± 0.09 KC=10,d=3
poly 0.51 ± 0.11

LBP2riuPCA
12,3 Dk=3

manhattan 0.93 ± 0.04 KC=10,γ=0.01
rb f 0.94 ± 0.03

LBPPCA
12,3 Dk=1

euclidean 0.95±±±0.04 KC=1
linear 0.94 ± 0.03

BRIEFPCA
6,12 Dk=5

manhattan 0.61 ± 0.16 KC=10,d=2
poly 0.56 ± 0.15

LBP2riuPCA
16,4 Dk=3

euclidean 0.90 ± 0.07 KC=10
linear 0.90 ± 0.04

LBPPCA
16,4 Dk=5

euclidean 0.94 ± 0.08 KC=1
linear 0.93 ± 0.06

BRIEFPCA
7,16 Dk=3

euclidean 0.52 ± 0.05 KC=10,d=2
poly 0.55 ± 0.07

Table 5.7: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, based on concate-
nating two feature vectors extracted from the OCTA images of the superficial and the chorio-
capillaris retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
euclidean 0.90 ± 0.09 KC=1,γ=0.01

rb f 0.91 ± 0.07

LBPPCA
4,1 Dk=5

euclidean 0.89 ± 0.06 KC=1,d=3
poly 0.91 ± 0.06

BRIEFPCA
4,4 Dk=1

chebyshev 0.72 ± 0.11 KC=10,d=3
poly 0.69 ± 0.11

LBP2riuPCA
8,2 Dk=5

chebyshev 0.85 ± 0.06 KC=10,γ=0.01
rb f 0.89 ± 0.06

LBPPCA
8,2 Dk=5

euclidean 0.89 ± 0.03 KC=10,γ=0.1
rb f 0.88 ± 0.05

BRIEFPCA
5,8 Dk=1

euclidean 0.71 ± 0.09 KC=10,d=3
poly 0.66 ± 0.14

LBP2riuPCA
12,3 Dk=3

manhattan 0.88 ± 0.05 KC=10
linear 0.91 ± 0.06

LBPPCA
12,3 Dk=3

manhattan 0.92±±±0.07 KC=10
linear 0.90 ± 0.06

BRIEFPCA
6,12 Dk=5

manhattan 0.65 ± 0.12 KC=10,d=3
poly 0.61 ± 0.15

LBP2riuPCA
16,4 Dk=3

chebyshev 0.82 ± 0.04 KC=1,γ=0.1
rb f 0.88 ± 0.03

LBPPCA
16,4 Dk=3

euclidean 0.84 ± 0.02 KC=10,γ=0.01
rb f 0.85 ± 0.06

BRIEFPCA
7,16 Dk=5

euclidean 0.70 ± 0.05 KC=1,d=3
poly 0.64 ± 0.04
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Table 5.8: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, based on concate-
nating two feature vectors extracted from the OCTA images of the deep and the outer retina
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=1
euclidean 0.94 ± 0.02 KC=1

linear 0.93 ± 0.06

LBPPCA
4,1 Dk=1

euclidean 0.94 ± 0.03 KC=1
linear 0.93 ± 0.02

BRIEFPCA
4,4 Dk=1

euclidean 0.54 ± 0.10 KC=10,d=2
poly 0.61 ± 0.11

LBP2riuPCA
8,2 Dk=5

manhattan 0.94 ± 0.02 KC=1
linear 0.93 ± 0.07

LBPPCA
8,2 Dk=1

euclidean 0.93 ± 0.06 KC=1
linear 0.92 ± 0.04

BRIEFPCA
5,8 Dk=5

chebyshev 0.59 ± 0.07 KC=1,d=3
poly 0.58 ± 0.04

LBP2riuPCA
12,3 Dk=3

manhattan 0.94 ± 0.05 KC=1,γ=0.1
rb f 0.93 ± 0.02

LBPPCA
12,3 Dk=1

euclidean 0.95±±±0.03 KC=1
linear 0.93 ± 0.06

BRIEFPCA
6,12 Dk=5

manhattan 0.58 ± 0.17 KC=1,γ=0.01
rb f 0.53 ± 0.16

LBP2riuPCA
16,4 Dk=5

manhattan 0.94 ± 0.02 KC=10,γ=0.1
rb f 0.93 ± 0.03

LBPPCA
16,4 Dk=3

euclidean 0.93 ± 0.06 KC=10
linear 0.92 ± 0.05

BRIEFPCA
7,16 Dk=3

manhattan 0.56 ± 0.10 KC=10,γ=0.1
rb f 0.52 ± 0.09

Table 5.9: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, based on con-
catenating two feature vectors extracted from the OCTA images of the deep retina and the
choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
manhattan 0.92 ± 0.06 KC=1,γ=0.1

rb f 0.91 ± 0.05

LBPPCA
4,1 Dk=5

manhattan 0.93 ± 0.05 KC=1,d=3
poly 0.92 ± 0.06

BRIEFPCA
4,4 Dk=3

euclidean 0.70 ± 0.08 KC=10,d=3
poly 0.68 ± 0.10

LBP2riuPCA
8,2 Dk=5

chebyshev 0.93 ± 0.05 KC=1
linear 0.92 ± 0.05

LBPPCA
8,2 Dk=5

manhattan 0.92 ± 0.06 KC=1,γ=0.01
rb f 0.89 ± 0.08

BRIEFPCA
5,8 Dk=3

manhattan 0.75 ± 0.07 KC=10,d=3
poly 0.77 ± 0.09

LBP2riuPCA
12,3 Dk=5

manhattan 0.93 ± 0.02 KC=10
linear 0.92 ± 0.02

LBPPCA
12,3 Dk=5

manhattan 0.93 ± 0.04 KC=10,γ=0.1
rb f 0.90 ± 0.10

BRIEFPCA
6,12 Dk=3

manhattan 0.65 ± 0.11 KC=10,d=3
poly 0.62 ± 0.10

LBP2riuPCA
16,4 Dk=3

manhattan 0.92 ± 0.04 KC=1,γ=0.1
rb f 0.94±±±0.03

LBPPCA
16,4 Dk=3

manhattan 0.92 ± 0.06 KC=10,d=3
poly 0.92 ± 0.03

BRIEFPCA
7,16 Dk=5

euclidean 0.69 ± 0.07 KC=10,d=3
poly 0.66 ± 0.06
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Table 5.10: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, based on con-
catenating two feature vectors extracted from the OCTA images of the outer retina and the
choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
manhattan 0.96 ± 0.05 KC=1

linear 0.97 ± 0.11

LBPPCA
4,1 Dk=3

euclidean 0.97 ± 0.03 KC=1
linear 0.94 ± 0.04

BRIEFPCA
4,4 Dk=5

chebyshev 0.70 ± 0.13 KC=10,d=2
poly 0.70 ± 0.16

LBP2riuPCA
8,2 Dk=5

euclidean 0.97 ± 0.03 KC=1
linear 0.96 ± 0.04

LBPPCA
8,2 Dk=5

euclidean 0.96 ± 0.03 KC=1
linear 0.90 ± 0.10

BRIEFPCA
5,8 Dk=3

manhattan 0.70 ± 0.06 KC=10,d=3
poly 0.67 ± 0.16

LBP2riuPCA
12,3 Dk=5

euclidean 0.97 ± 0.03 KC=1,d=3
poly 0.96 ± 0.02

LBPPCA
12,3 Dk=1

euclidean 0.96 ± 0.05 KC=1
linear 0.95 ± 0.11

BRIEFPCA
6,12 Dk=5

manhattan 0.72 ± 0.09 KC=10,d=2
poly 0.58 ± 0.19

LBP2riuPCA
16,4 Dk=5

euclidean 0.98±±±0.03 KC=1,γ=0.01
rb f 0.97 ± 0.03

LBPPCA
16,4 Dk=1

euclidean 0.96 ± 0.05 KC=1
linear 0.97 ± 0.05

BRIEFPCA
7,16 Dk=5

chebyshev 0.69 ± 0.08 KC=10,d=2
poly 0.69 ± 0.09

Table 5.11: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, based on concate-
nating three feature vectors extracted from the OCTA images of the superficial inner, the deep
inner and the outer retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=1
euclidean 0.94 ± 0.05 KC=1

linear 0.95 ± 0.06

LBPPCA
4,1 Dk=1

euclidean 0.94 ± 0.08 KC=1
linear 0.93 ± 0.10

BRIEFPCA
4,4 Dk=1

chebyshev 0.59 ± 0.08 KC=10,d=3
poly 0.64 ± 0.11

LBP2riuPCA
8,2 Dk=5

euclidean 0.95 ± 0.06 KC=1
linear 0.93 ± 0.05

LBPPCA
8,2 Dk=3

euclidean 0.95 ± 0.10 KC=1
linear 0.95 ± 0.22

BRIEFPCA
5,8 Dk=3

chebyshev 0.50 ± 0.06 KC=1,d=2
poly 0.50 ± 0.07

LBP2riuPCA
12,3 Dk=3

manhattan 0.94 ± 0.04 KC=10,d=3
poly 0.93 ± 0.05

LBPPCA
12,3 Dk=1

euclidean 0.93 ± 0.06 KC=1
linear 0.92 ± 0.08

BRIEFPCA
6,12 Dk=3

manhattan 0.60 ± 0.15 KC=1
linear 0.53 ± 0.13

LBP2riuPCA
16,4 Dk=3

euclidean 0.93 ± 0.04 KC=1,γ=0.01
rb f 0.94 ± 0.03

LBPPCA
16,4 Dk=1

euclidean 0.96±±±0.04 KC=1
linear 0.95 ± 0.05

BRIEFPCA
7,16 Dk=5

manhattan 0.50 ± 0.17 KC=1,γ=0.01
rb f 0.50 ± 0.10

textural vascular appearance that is highly similar to healthy. Nevertheless, the OCTA
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Table 5.12: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, based on concate-
nating three feature vectors extracted from the OCTA images of the superficial, the deep inner
retina and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=9
chebyshev 0.96 ± 0.02 KC=1,γ=0.01

rb f 0.96 ± 0.03

LBPPCA
4,1 Dk=9

euclidean 0.95 ± 0.02 KC=1,γ=0.001
rb f 0.96 ± 0.03

BRIEFPCA
4,4 Dk=9

chebyshev 0.57 ± 0.06 KC=100,γ=0.01
rb f 0.58 ± 0.09

LBP2riuPCA
8,2 Dk=5

manhattan 0.89 ± 0.06 KC=50,γ=0.001
rb f 0.94 ± 0.07

LBPPCA
8,2 Dk=7

euclidean 0.96 ± 0.05 KC=10,γ=0.001
rb f 0.96 ± 0.06

BRIEFPCA
5,8 Dk=5

euclidean 0.62 ± 0.12 KC=100,γ=0.001
rb f 0.56 ± 0.08

LBP2riuPCA
12,3 Dk=5

manhattan 0.95 ± 0.02 KC=100,γ=0.001
rb f 0.96 ± 0.05

LBPPCA
12,3 Dk=9

chebyshev 0.92 ± 0.08 KC=1
linear 0.95 ± 0.07

BRIEFPCA
6,12 Dk=1

manhattan 0.52 ± 0.10 KC=1,d=3
poly 0.50 ± 0.11

LBP2riuPCA
16,4 Dk=7

manhattan 0.97±±±0.05 KC=100,γ=0.001
rb f 0.96 ± 0.06

LBPPCA
16,4 Dk=3

manhattan 0.84 ± 0.11 KC=1
linear 0.72 ± 0.09

BRIEFPCA
7,16 Dk=9

chebyshev 0.63 ± 0.09 KC=1,γ=0.001
rb f 0.69 ± 0.10

Table 5.13: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, based on concate-
nating three feature vectors extracted from the OCTA images of the superficial inner, the outer
retina and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
euclidean 0.95 ± 0.07 KC=1

linear 0.94 ± 0.04

LBPPCA
4,1 Dk=3

euclidean 0.94 ± 0.08 KC=1
linear 0.93 ± 0.06

BRIEFPCA
4,4 Dk=3

euclidean 0.54 ± 0.11 KC=50
linear 0.56 ± 0.12

LBP2riuPCA
8,2 Dk=5

chebyshev 0.95 ± 0.07 KC=1
linear 0.94 ± 0.03

LBPPCA
8,2 Dk=1

euclidean 0.93 ± 0.04 KC=1
linear 0.95 ± 0.12

BRIEFPCA
5,8 Dk=1

euclidean 0.61 ± 0.07 KC=10,d=3
poly 0.58 ± 0.14

LBP2riuPCA
12,3 Dk=5

manhattan 0.95 ± 0.03 KC=1,γ=0.01
rb f 0.95 ± 0.05

LBPPCA
12,3 Dk=1

euclidean 0.93 ± 0.07 KC=1
linear 0.95 ± 0.05

BRIEFPCA
6,12 Dk=5

manhattan 0.71 ± 0.12 KC=10,d=3
poly 0.65 ± 0.14

LBP2riuPCA
16,4 Dk=5

euclidean 0.97±±±0.03 KC=1,γ=0.01
rb f 0.95 ± 0.05

LBPPCA
16,4 Dk=1

euclidean 0.95 ± 0.08 KC=1
linear 0.95 ± 0.12

BRIEFPCA
7,16 Dk=5

chebyshev 0.61 ± 0.11 KC=10,d=3
poly 0.62 ± 0.14
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Table 5.14: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, based on concate-
nating three feature vectors extracted from the OCTA images of the deep inner, the outer retina
and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
manhattan 0.95 ± 0.04 KC=1

linear 0.96 ± 0.05

LBPPCA
4,1 Dk=3

euclidean 0.94 ± 0.05 KC=1
linear 0.90 ± 0.09

BRIEFPCA
4,4 Dk=5

manhattan 0.65 ± 0.10 KC=10,d=3
poly 0.68 ± 0.11

LBP2riuPCA
8,2 Dk=5

manhattan 0.95 ± 0.05 KC=1
linear 0.94 ± 0.07

LBPPCA
8,2 Dk=5

euclidean 0.94 ± 0.07 KC=1
linear 0.95 ± 0.09

BRIEFPCA
5,8 Dk=5

manhattan 0.69 ± 0.10 KC=10,d=3
poly 0.73 ± 0.10

LBP2riuPCA
12,3 Dk=5

euclidean 0.93 ± 0.05 KC=1
linear 0.95 ± 0.06

LBPPCA
12,3 Dk=1

euclidean 0.95 ± 0.06 KC=1
linear 0.94 ± 0.05

BRIEFPCA
6,12 Dk=5

manhattan 0.64 ± 0.11 KC=10,d=3
poly 0.56 ± 0.13

LBP2riuPCA
16,4 Dk=3

euclidean 0.95 ± 0.08 KC=1
linear 0.94 ± 0.06

LBPPCA
16,4 Dk=1

euclidean 0.97±±±0.02 KC=1
linear 0.90 ± 0.08

BRIEFPCA
7,16 Dk=5

manhattan 0.64 ± 0.11 KC=10,d=2
poly 0.60 ± 0.09

Table 5.15: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the healthy vs wet AMD classification task, based on concate-
nating all feature vectors extracted from the OCTA images of all ocular vascular layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
euclidean 0.94 ± 0.05 KC=1

linear 0.93 ± 0.06

LBPPCA
4,1 Dk=3

euclidean 0.94 ± 0.05 KC=1
linear 0.93 ± 0.04

BRIEFPCA
4,4 Dk=3

chebyshev 0.59 ± 0.08 KC=100,d=3
poly 0.61 ± 0.10

LBP2riuPCA
8,2 Dk=7

manhattan 0.94 ± 0.02 KC=1
linear 0.93 ± 0.05

LBPPCA
8,2 Dk=3

euclidean 0.96 ± 0.04 KC=1,γ=0.001
rb f 0.97 ± 0.04

BRIEFPCA
5,8 Dk=7

manhattan 0.51 ± 0.10 KC=1
linear 0.62 ± 0.08

LBP2riuPCA
12,3 Dk=7

euclidean 0.92 ± 0.06 KC=1
linear 0.93 ± 0.04

LBPPCA
12,3 Dk=7

euclidean 0.96 ± 0.06 KC=1
linear 0.94 ± 0.04

BRIEFPCA
6,12 Dk=3

manhattan 0.58 ± 0.11 KC=1,d=3
poly 0.56 ± 0.10

LBP2riuPCA
16,4 Dk=3

manhattan 0.98±±±0.01 KC=1
linear 0.97 ± 0.05

LBPPCA
16,4 Dk=7

euclidean 0.79 ± 0.10 KC=1
linear 0.89 ± 0.11

BRIEFPCA
7,16 Dk=7

euclidean 0.52 ± 0.07 KC=1
linear 0.61 ± 0.10

images of the outer retina and the choriocapillaris layers with wet AMD disease, typi-
cally demonstrate randomly disrupted textural vascular appearance that is dramatically
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different from healthy.
Nevertheless, the previous classification results show that the automated classifica-

tion algorithm can successfully distinguish dissimilarities between normal and abnor-
mal vascular texture via combining the various OCTA images of ocular vascular layers.
While the BRIEFPCA

S,n texture descriptor was not effective to construct representative
local texture features that are appropriate for classification, both the LBP2riuPCA

p,r and
the LBPPCA

p,r texture descriptors could generally produce robust local texture features as
evidenced by the previous classification results.

For solving the healthy vs wet AMD classification task via layer combination, how-
ever, the best overall classification performance was attained when concatenating all
feature vectors extracted from the OCTA images of all ocular vascular layers. This was
achieved by using the LBP2riuPCA

16,4 texture descriptor based on the KNN classifier with
Dk=3

manhattan accomplishing a mean AUC score and a standard deviation = 0.98±0.01.

5.4.2 Moorfields Eye Hospital

This subsection delivers the analysis results of the automated classification algorithm
proposed in this chapter on the Moorfields Eye Hospital OCTA image data set for solv-
ing two different binary image classification tasks. These are dry AMD vs wet AMD
and CNV vs non-CNV classification problems. The evaluation of the classification
algorithm is started first on the individual ocular vascular layers namely the superficial
inner retina layer, the deep inner retina layer, the outer retina layer and the chorio-
capillaris layer, respectively. This is then followed by layer combination namely by
concatenating two feature vectors extracted from two OCTA images of the different
ocular vascular layers, concatenating three feature vectors extracted from three OCTA
images of the various ocular vascular layers and concatenating all feature vectors ex-
tracted from the OCTA images of all ocular vascular layers.

5.4.2.1 Superficial Inner Retina Layer

The classification algorithm is firstly evaluated on the OCTA images of the superficial
inner retina layer to discriminate patients with dry AMD from wet AMD. Table 5.16
demonstrates the classification results that prove the diagnostic skill of the classifica-
tion algorithm on the OCTA images of this retinal layer for solving the image classifi-
cation problem of dry AMD vs wet AMD.

The OCTA images of the superficial inner retina layer do not typically exhibit any
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Table 5.16: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, on the OCTA
images of superficial inner retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
euclidean 0.67 ± 0.06 KC=1

linear 0.74±±±0.04
LBPPCA

4,1 Dk=7
manhattan 0.62 ± 0.04 KC=10

linear 0.71 ± 0.05

BRIEFPCA
4,4 Dk=7

euclidean 0.52 ± 0.07 KC=10
linear 0.51 ± 0.05

LBP2riuPCA
8,2 Dk=7

euclidean 0.58 ± 0.07 KC=1
linear 0.66 ± 0.11

LBPPCA
8,2 Dk=5

chebyshev 0.61 ± 0.05 KC=1,γ=0.001
rb f 0.62 ± 0.09

BRIEFPCA
5,8 Dk=7

chebyshev 0.50 ± 0.02 KC=1
linear 0.50 ± 0.06

LBP2riuPCA
12,3 Dk=7

euclidean 0.55 ± 0.07 KC=10,γ=0.001
rb f 0.66 ± 0.03

LBPPCA
12,3 Dk=7

chebyshev 0.53 ± 0.06 KC=50,γ=0.001
rb f 0.62 ± 0.05

BRIEFPCA
6,12 Dk=7

euclidean 0.55 ± 0.06 KC=10
linear 0.54 ± 0.06

LBP2riuPCA
16,4 Dk=7

manhattan 0.58 ± 0.04 KC=1
linear 0.63 ± 0.02

LBPPCA
16,4 Dk=3

manhattan 0.55 ± 0.04 KC=1
linear 0.58 ± 0.11

BRIEFPCA
7,16 Dk=3

chebyshev 0.50 ± 0.02 KC=1,γ=0.01
rb f 0.52 ± 0.05

observable vascular pathologies associated with dry or wet AMD disease. However,
the evaluation results presented in Table 5.16 illustrate that the automated classifica-
tion algorithm can discriminate some dissimilarities among dry AMD and wet AMD
texture appearance in the OCTA images of the superficial inner retina layer. Broadly,
the classification results with the BRIEFPCA

S,n texture descriptor were demonstrated to
be the worst while with the LBP2riuPCA

p,r and the LBPPCA
p,r texture descriptors proved

slightly better. Nevertheless, the best overall classification performance was achieved
with the LBP2riuPCA

4,1 texture descriptor using the SVM classifier with KC=1
linear. As such

accomplishing a mean AUC score and a standard deviation = 0.74±0.04.
The classification algorithm was subsequently assessed on the OCTA images of

the superficial inner retina layer, however, for the task of differentiating subjects with
CNV lesions from those with non-CNV lesions. Table 5.17 provides the classification
results that show the diagnostic capability of the classification algorithm on the OCTA
images of this retinal layer to solve the binary image classification problem i.e.: CNV
vs non-CNV task.

Similar to the findings in Table 5.16, the evaluation results in Table 5.17 also illus-
trate that the automated classification algorithm can differentiate some dissimilarities
between the textural appearance of non-CNV lesions related to dry AMD disease and
CNV lesions associated with wet AMD and secondary CNV diseases, in the OCTA
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Table 5.17: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, on the OCTA images
of superficial inner retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=7
manhattan 0.66 ± 0.03 KC=50,d=3

poly 0.62 ± 0.07

LBPPCA
4,1 Dk=3

manhattan 0.59 ± 0.04 KC=50,γ=0.01
rb f 0.62 ± 0.06

BRIEFPCA
4,4 Dk=7

manhattan 0.52 ± 0.07 KC=1,γ=0.001
rb f 0.51 ± 0.03

LBP2riuPCA
8,2 Dk=7

chebyshev 0.61 ± 0.03 KC=1,γ=0.1
rb f 0.66±±±0.01

LBPPCA
8,2 Dk=5

manhattan 0.58 ± 0.05 KC=1,γ=0.01
rb f 0.61 ± 0.06

BRIEFPCA
5,8 Dk=7

manhattan 0.54 ± 0.04 KC=1,d=3
poly 0.53 ± 0.07

LBP2riuPCA
12,3 Dk=3

manhattan 0.61 ± 0.04 KC=10
linear 0.65 ± 0.04

LBPPCA
12,3 Dk=7

chebyshev 0.60 ± 0.04 KC=10,γ=0.001
rb f 0.63 ± 0.03

BRIEFPCA
6,12 Dk=7

euclidean 0.51 ± 0.05 KC=50,γ=0.001
rb f 0.52 ± 0.04

LBP2riuPCA
16,4 Dk=7

manhattan 0.59 ± 0.03 KC=1,d=4
poly 0.59 ± 0.07

LBPPCA
16,4 Dk=5

euclidean 0.58 ± 0.04 KC=1,d=3
poly 0.58 ± 0.05

BRIEFPCA
7,16 Dk=3

manhattan 0.51 ± 0.06 KC=1,d=4
poly 0.51 ± 0.05

images of the superficial inner retina layer. While the classification results with the
BRIEFPCA

S,n texture descriptor were demonstrated to be the worst, the LBP2riuPCA
p,r and

the LBPPCA
p,r texture descriptors both facilitated the attainment of relatively good im-

provements in classification performance. Nonetheless, the best overall classification
performance was accomplished with the LBP2riuPCA

8,2 texture descriptor utilising the

SVM classifier with KC=1,γ=0.1
rb f . As such, achieving a mean AUC score and a standard

deviation = 0.66±0.01.

5.4.2.2 Deep Inner Retina Layer

Following assessment of the classification algorithm on the OCTA images of the super-
ficial inner retina layer, the classification algorithm was then evaluated on the OCTA
images of the deep inner retina layer for classifying subjects with dry AMD disease
from those with wet AMD disease. Table 5.18 summarises the classification results
that show the diagnostic skill of the classification algorithm on the OCTA images of
this retinal layer to solve the dry AMD vs wet AMD image classification task.

Comparable to the OCTA images of the superficial inner retina layer, the OCTA
images of the deep inner retina layer do not usually display any obvious ocular vascular
pathologies related to the various types of AMD disease either, e.g.: dry AMD and
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Table 5.18: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, on the OCTA
images of deep inner retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=7
euclidean 0.62 ± 0.03 KC=10

linear 0.59 ± 0.11

LBPPCA
4,1 Dk=7

chebyshev 0.64 ± 0.05 KC=1,γ=0.001
rb f 0.62 ± 0.05

BRIEFPCA
4,4 Dk=3

chebyshev 0.50 ± 0.04 KC=10,d=2
poly 0.52 ± 0.05

LBP2riuPCA
8,2 Dk=7

chebyshev 0.63 ± 0.05 KC=1,γ=0.1
rb f 0.72 ± 0.02

LBPPCA
8,2 Dk=7

euclidean 0.62 ± 0.06 KC=1,γ=0.001
rb f 0.68 ± 0.02

BRIEFPCA
5,8 Dk=3

chebyshev 0.53 ± 0.06 KC=1
linear 0.51 ± 0.04

LBP2riuPCA
12,3 Dk=5

chebyshev 0.62 ± 0.04 KC=1
linear 0.74 ± 0.05

LBPPCA
12,3 Dk=3

chebyshev 0.62 ± 0.04 KC=50,d=3
poly 0.69 ± 0.10

BRIEFPCA
6,12 Dk=5

euclidean 0.56 ± 0.06 KC=1
linear 0.51 ± 0.07

LBP2riuPCA
16,4 Dk=7

manhattan 0.69 ± 0.05 KC=1,γ=0.01
rb f 0.79±±±0.03

LBPPCA
16,4 Dk=7

manhattan 0.68 ± 0.07 KC=1
linear 0.72 ± 0.04

BRIEFPCA
7,16 Dk=3

manhattan 0.53 ± 0.05 KC=1,d=2
poly 0.55 ± 0.06

wet AMD. Nevertheless, the evaluation results in Table 5.18 prove that the automated
classification algorithm can distinguish some variations among the textural appearance
of dry AMD and wet AMD in the OCTA images of the deep inner retina layer. Broadly,
the classification results achieved with the BRIEFPCA

S,n texture descriptor are very poor
compared to the LBP2riuPCA

p,r and the LBPPCA
p,r texture descriptors. As such the two latter

texture descriptors both proved able to facilitate attaining slightly better classification
performance. However, the best overall classification performance was achieved with
the LBP2riuPCA

16,4 texture descriptor exploiting the SVM classifier with KC=1,γ=0.01
rb f . As

such, accomplishing a mean AUC score and a standard deviation = 0.79±0.03.
Afterwards, the classification algorithm was assessed on the OCTA images of the

deep inner retina layer but for the task of differentiating various patients with lesions
related to CNV and non-CNV. Table5.19 reveals the classification results that show the
diagnostic capability of the classification algorithm on the OCTA images of this retinal
layer to solving the CNV vs non-CNV classification task.

Like the findings in Table 5.18, the evaluation results in Table 5.19 also demonstrate
that the automated classification algorithm can recognise some differences between the
texture appearance of both CNV and non-CNV related lesions in the OCTA images of
the deep inner retina layer. The classification results achieved with the BRIEFPCA

S,n tex-
ture descriptor are, however, very poor in all classification experiments. Nonetheless,
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Table 5.19: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, on the OCTA images
of the deep inner retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=7
chebyshev 0.59 ± 0.04 KC=10,d=3

poly 0.62 ± 0.07

LBPPCA
4,1 Dk=5

euclidean 0.64 ± 0.03 KC=1,γ=0.1
rb f 0.66 ± 0.05

BRIEFPCA
4,4 Dk=7

manhattan 0.52 ± 0.06 KC=1,γ=0.001
rb f 0.50 ± 0.05

LBP2riuPCA
8,2 Dk=5

manhattan 0.63 ± 0.04 KC=1,γ=0.1
rb f 0.67 ± 0.02

LBPPCA
8,2 Dk=7

manhattan 0.65 ± 0.05 KC=10,d=3
poly 0.65 ± 0.04

BRIEFPCA
5,8 Dk=7

euclidean 0.53 ± 0.05 KC=1,γ=0.1
rb f 0.51 ± 0.05

LBP2riuPCA
12,3 Dk=7

manhattan 0.64 ± 0.06 KC=10,d=3
poly 0.67 ± 0.04

LBPPCA
12,3 Dk=3

chebyshev 0.61 ± 0.05 KC=10,γ=0.001
rb f 0.68 ± 0.05

BRIEFPCA
6,12 Dk=3

chebyshev 0.51 ± 0.05 KC=10,γ=0.1
rb f 0.54 ± 0.05

LBP2riuPCA
16,4 Dk=3

manhattan 0.73 ± 0.05 KC=10,d=3
poly 0.76±±±0.03

LBPPCA
16,4 Dk=5

chebyshev 0.53 ± 0.09 KC=1
linear 0.52 ± 0.08

BRIEFPCA
7,16 Dk=7

chebyshev 0.50 ± 0.02 KC=1,d=4
poly 0.53 ± 0.02

the LBP2riuPCA
p,r and the LBPPCA

p,r texture descriptors both again demonstrated to allow
some improvement in classification performance. However, the best overall classifi-
cation performance was achieved with the LBP2riuPCA

16,4 texture descriptor based on the
SVM classifier with KC=10,d=3

poly accomplishing a mean AUC score and a standard devi-
ation = 0.76±0.03.

5.4.2.3 Outer Retina Layer

The classification algorithm is then examined by separating patients with dry AMD
from those with wet AMD in the OCTA images of the outer retina layer. Table 5.20
demonstrates the classification results that illustrate the diagnostic skill of the classi-
fication algorithm on the OCTA images of this retinal layer to solve the dry AMD vs
wet AMD classification task.

The OCTA images of the outer retina layer do normally exhibit perceptible ocular
vascular abnormalities related to dry or wet AMD disease. As such, the abnormal-
ities can be clearly distinguishable from normal ocular vascular texture appearance.
However, visually differentiating and examining diverse texture vascular appearance
of different pathologies, e.g.: dry AMD and wet AMD, from each other in the OCTA
images of the outer retina layer can be tremendously challenging. It is not uncommon
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Table 5.20: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, on the OCTA
images of outer retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=9
euclidean 0.68 ± 0.06 KC=1

linear 0.75 ± 0.05

LBPPCA
4,1 Dk=3

euclidean 0.73 ± 0.06 KC=1
linear 0.79 ± 0.04

BRIEFPCA
4,4 Dk=9

manhattan 0.66 ± 0.03 KC=100
linear 0.68 ± 0.05

LBP2riuPCA
8,2 Dk=3

euclidean 0.76 ± 0.05 KC=1
linear 0.81 ± 0.04

LBPPCA
8,2 Dk=9

manhattan 0.80 ± 0.03 KC=10
linear 0.81 ± 0.03

BRIEFPCA
5,8 Dk=9

euclidean 0.67 ± 0.06 KC=10
linear 0.67 ± 0.06

LBP2riuPCA
12,3 Dk=9

chebyshev 0.79 ± 0.05 KC=1
linear 0.83 ± 0.03

LBPPCA
12,3 Dk=7

euclidean 0.79 ± 0.08 KC=1
linear 0.81 ± 0.04

BRIEFPCA
6,12 Dk=5

euclidean 0.66 ± 0.04 KC=10
linear 0.63 ± 0.06

LBP2riuPCA
16,4 Dk=9

chebyshev 0.80 ± 0.05 KC=50
linear 0.85±±±0.02

LBPPCA
16,4 Dk=3

euclidean 0.79 ± 0.05 KC=10
linear 0.79 ± 0.05

BRIEFPCA
7,16 Dk=9

euclidean 0.60 ± 0.05 KC=10
linear 0.57 ± 0.06

for clinicians to request a second opinion in the diagnosis process. This is mainly due
to the significant pattern variations between individuals, and the fact that the presen-
tation of dry AMD and wet AMD in the various OCTA images can sometimes appear
quite similar [10, 27].

Nonetheless, the evaluation results in Table 5.20 demonstrate that the automated
classification algorithm can recognise dissimilarities among the textural appearance of
dry AMD and wet AMD in the OCTA images of the outer retina layer. While the
classification results with the BRIEFPCA

S,n texture descriptor proved to be the worst,
the LBP2riuPCA

p,r and the LBPPCA
p,r texture descriptors both were capable of encouraging

classification performance. Yet. the best overall classification performance was ac-
complished with the LBP2riuPCA

16,4 texture descriptor based on the SVM classifier with
KC=50

linear achieving a mean AUC score and a standard deviation = 0.85±0.02.
The algorithm is then evaluated on the OCTA images of the outer retina layer, but

for the task of separating patients with CNV lesions from those with non-CNV lesions.
Table 5.21 demonstrates the classification results that show the diagnostic skill of the
classification algorithm on the OCTA images of this retinal layer to solve the image
classification task of CNV vs non-CNV.

As was the case with the preceding classification task, i.e.: dry AMD vs wet AMD,
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Table 5.21: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, on the OCTA images
of outer retina layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=9
euclidean 0.71 ± 0.03 KC=1

linear 0.76 ± 0.03

LBPPCA
4,1 Dk=9

euclidean 0.71 ± 0.03 KC=1
linear 0.73 ± 0.03

BRIEFPCA
4,4 Dk=9

chebyshev 0.67 ± 0.04 KC=100
linear 0.66 ± 0.05

LBP2riuPCA
8,2 Dk=9

manhattan 0.76 ± 0.04 KC=1
linear 0.81 ± 0.03

LBPPCA
8,2 Dk=9

manhattan 0.79 ± 0.03 KC=1
linear 0.80 ± 0.03

BRIEFPCA
5,8 Dk=7

euclidean 0.66 ± 0.06 KC=10
linear 0.65 ± 0.06

LBP2riuPCA
12,3 Dk=7

manhattan 0.79 ± 0.03 KC=1
linear 0.81 ± 0.03

LBPPCA
12,3 Dk=3

euclidean 0.77 ± 0.05 KC=1
linear 0.81 ± 0.03

BRIEFPCA
6,12 Dk=5

euclidean 0.66 ± 0.05 KC=10
linear 0.63 ± 0.06

LBP2riuPCA
16,4 Dk=9

chebyshev 0.80 ± 0.02 KC=1
linear 0.83±±±0.03

LBPPCA
16,4 Dk=3

euclidean 0.79 ± 0.04 KC=1
linear 0.82 ± 0.04

BRIEFPCA
7,16 Dk=7

euclidean 0.63 ± 0.07 KC=1
linear 0.59 ± 0.09

on the OCTA images of the outer retina layer, visually differentiating between dif-
ferent lesions related to non-CNV and CNV in the OCTA images of the outer retina
layer is also tremendously challenging [10, 27]. Nevertheless, the evaluation results
in Table 5.21 demonstrate that the automated classification algorithm can distinguish
variations among the textural appearance of non-CNV and CNV lesions in the OCTA
images of the outer retina layer. The classification results with the BRIEFPCA

S,n tex-
ture descriptor were among the worst. However, the LBP2riuPCA

p,r and the LBPPCA
p,r tex-

ture descriptors both generally showed to enable very promising classification perfor-
mance. The best overall classification performance was, however, accomplished with
the LBP2riuPCA

16,4 texture descriptor based on the SVM classifier with KC=1
linear achieving a

mean AUC score and a standard deviation = 0.83±0.03.

5.4.2.4 Choriocapillaris Layer

Following the evaluation of the classification algorithm on the OCTA images of indi-
vidual previous retinal layers, the classification algorithm is subsequently assessed on
solving the task of distinguishing various patients with dry AMD and wet AMD in the
OCTA images of the choriocapillaris layer. Table 5.22 demonstrates the classification
results that illustrate the diagnostic ability of the classification algorithm on the OCTA
images of this choroidal layer for the dry AMD vs wet AMD image classification task.
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Table 5.22: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, on the OCTA
images of choriocapillaris layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=7
manhattan 0.76 ± 0.03 KC=10,γ=0.001

rb f 0.78 ± 0.02

LBPPCA
4,1 Dk=3

euclidean 0.76 ± 0.03 KC=1,γ=0.01
rb f 0.76 ± 0.03

BRIEFPCA
4,4 Dk=5

euclidean 0.55 ± 0.04 KC=1,γ=0.01
rb f 0.53 ± 0.07

LBP2riuPCA
8,2 Dk=3

euclidean 0.79 ± 0.03 KC=1,γ=0.001
rb f 0.82 ± 0.01

LBPPCA
8,2 Dk=3

euclidean 0.78 ± 0.03 KC=1,γ=0.01
rb f 0.81 ± 0.01

BRIEFPCA
5,8 Dk=5

manhattan 0.55 ± 0.10 KC=10
linear 0.54 ± 0.09

LBP2riuPCA
12,3 Dk=7

chebyshev 0.79 ± 0.05 KC=1
linear 0.83±±±0.02

LBPPCA
12,3 Dk=7

chebyshev 0.77 ± 0.02 KC=1
linear 0.81 ± 0.02

BRIEFPCA
6,12 Dk=7

chebyshev 0.57 ± 0.04 KC=1
linear 0.56 ± 0.05

LBP2riuPCA
16,4 Dk=7

euclidean 0.75 ± 0.03 KC=1
linear 0.80 ± 0.02

LBPPCA
16,4 Dk=7

manhattan 0.77 ± 0.02 KC=1
linear 0.80 ± 0.03

BRIEFPCA
7,16 Dk=7

chebyshev 0.58 ± 0.06 KC=1,d=2
poly 0.55 ± 0.08

The OCTA images of the choriocapillaris layer are also the same as the OCTA im-
ages of the outer retina layer in exhibiting perceptible regions of vascular abnormalities
related to dry AMD and wet AMD, which are normally very noticeable and signifi-
cantly different from normal ocular vascular texture appearance. Nevertheless, visually
distinguishing the textural appearance of assorted vascular pathologies related to dry
AMD and wet AMD from each other in the OCTA images of the choriocapillaris layer
can be massively challenging [10, 27]. The evaluation results in Table 5.22, however,
prove that the automated classification algorithm can identify differences in the vascu-
lar textural appearance of the OCTA images of choriocapillaris layer between various
subjects with dry AMD and wet AMD. The classification results with the BRIEFPCA

S,n

texture descriptor proved to be the worst, the LBP2riuPCA
p,r and the LBPPCA

p,r texture de-
scriptors both were capable to facilitate improving classification performance. The best
overall classification performance is, however, accomplished with the LBP2riuPCA

12,3 tex-
ture descriptor based on the SVM classifier with KC=1

linear achieving a mean AUC score
and a standard deviation = 0.83±0.02.

The classification algorithm is afterwards assessed on the OCTA images of the
choriocapillaris layer, but for distinguishing between patients with CNV and non-CNV
lesions. Table 5.23 summarises the classification results that provide the diagnostic
capability of the classification algorithm on the OCTA images of this choroidal layer
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to solve the CNV vs non-CNV image classification task.

Table 5.23: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, on the OCTA images
of choriocapillaris layer.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
euclidean 0.73 ± 0.06 KC=10,γ=0.01

rb f 0.71 ± 0.05

LBPPCA
4,1 Dk=7

manhattan 0.71 ± 0.02 KC=50,γ=0.01
rb f 0.69 ± 0.08

BRIEFPCA
4,4 Dk=3

chebyshev 0.56 ± 0.06 KC=10,d=2
poly 0.55 ± 0.08

LBP2riuPCA
8,2 Dk=3

euclidean 0.72 ± 0.05 KC=50,γ=0.001
rb f 0.73 ± 0.04

LBPPCA
8,2 Dk=7

chebyshev 0.75 ± 0.04 KC=1,γ=0.01
rb f 0.74 ± 0.06

BRIEFPCA
5,8 Dk=7

euclidean 0.54 ± 0.04 KC=1,γ=0.001
rb f 0.54 ± 0.05

LBP2riuPCA
12,3 Dk=7

manhattan 0.76 ± 0.04 KC=10,γ=0.001
rb f 0.81±±±0.02

LBPPCA
12,3 Dk=3

euclidean 0.73 ± 0.03 KC=1,γ=0.001
rb f 0.76 ± 0.04

BRIEFPCA
6,12 Dk=3

chebyshev 0.55 ± 0.07 KC=1
linear 0.53 ± 0.04

LBP2riuPCA
16,4 Dk=7

chebyshev 0.74 ± 0.04 KC=10,γ=0.01
rb f 0.80 ± 0.02

LBPPCA
16,4 Dk=7

chebyshev 0.74 ± 0.05 KC=1,d=2
poly 0.79 ± 0.03

BRIEFPCA
7,16 Dk=3

euclidean 0.50 ± 0.04 KC=1
linear 0.53 ± 0.03

Comparable to the previous classification task, i.e.: dry AMD vs wet AMD, con-
ducted on the OCTA images of the choriocapillaris layer, visually distinguishing non-
CNV from CNV lesions in the OCTA images of the choriocapillaris layer can also
be extremely challenging [10, 27]. Nonetheless, the evaluation results in Table 5.23
prove that the automated classification algorithm can successfully recognise some dis-
similarities between non-CNV and CNV lesions in the textural appearance of the
OCTA images of the choriocapillaris layer. The classification results obtained with
the BRIEFPCA

S,n texture descriptor were among the worst. Nevertheless, the LBP2riuPCA
p,r

and the LBPPCA
p,r texture descriptors both indicated a good capacity to allow the at-

tainment of promising classification performance. Yet, the best overall classification
performance is also reached with the LBP2riuPCA

12,3 texture descriptor based on the SVM

classifier with KC=10,γ=0.001
rb f accomplishing a mean AUC score and a standard deviation

= 0.81±0.2.

5.4.2.5 Layer Combination

The classification algorithm is then assessed on classifying the various patients with
dry AMD and wet AMD via layer combination. This is accomplished by conducting



270 CHAPTER 5. CLASSIFICATION BASED ON REDUCED-FEATURES

the binary image classification based on concatenating two feature vectors extracted
from the OCTA images of the different ocular vascular layers, based on concatenating
three feature vectors extracted from three OCTA images of the different ocular vascular
layers and based on concatenating all feature vectors extracted from the OCTA images
of all ocular vascular layers.

Tables 5.24, 5.25, 5.26, 5.27, 5.28 and 5.29 provide the classification results of
the classification algorithm after concatenating two feature vectors extracted from the
OCTA images of two different ocular vascular layers. Specifically, the superficial and
the deep inner retina, the superficial inner and the outer retina, the superficial inner
retina and the choriocapillaris, the deep inner and the outer retina, the deep inner retina
and the choriocapillaris, and the outer retina and the choriocapillaris layers, respec-
tively.

Table 5.24: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, based on con-
catenating two feature vectors extracted from the OCTA images of the superficial and the deep
retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
manhattan 0.62 ± 0.03 KC=1

linear 0.63 ± 0.06

LBPPCA
4,1 Dk=5

euclidean 0.64 ± 0.05 KC=10,d=3
poly 0.65±±±0.05

BRIEFPCA
4,4 Dk=3

manhattan 0.50 ± 0.04 KC=1,d=2
poly 0.51 ± 0.06

LBP2riuPCA
8,2 Dk=5

euclidean 0.61 ± 0.06 KC=10
linear 0.64 ± 0.06

LBPPCA
8,2 Dk=5

chebyshev 0.64 ± 0.05 KC=1,γ=0.01
rb f 0.63 ± 0.05

BRIEFPCA
5,8 Dk=3

euclidean 0.50 ± 0.07 KC=10,d=2
poly 0.50 ± 0.06

LBP2riuPCA
12,3 Dk=5

chebyshev 0.61 ± 0.05 KC=1,d=3
poly 0.63 ± 0.05

LBPPCA
12,3 Dk=5

euclidean 0.62 ± 0.05 KC=10,d=2
poly 0.64 ± 0.06

BRIEFPCA
6,12 Dk=1

chebyshev 0.51 ± 0.04 KC=1,d=2
poly 0.50 ± 0.04

LBP2riuPCA
16,4 Dk=3

chebyshev 0.60 ± 0.04 KC=10,d=3
poly 0.62 ± 0.02

LBPPCA
16,4 Dk=7

euclidean 0.61 ± 0.04 KC=1,d=2
poly 0.63 ± 0.05

BRIEFPCA
7,16 Dk=5

chebyshev 0.50 ± 0.03 KC=10,d=2
poly 0.50 ± 0.05

Tables 5.30, 5.31, 5.32 and 5.33, on the other hand, reveal the classification results
of the classification algorithm when concatenating three feature vectors extracted from
three OCTA images of different ocular vascular layers. Namely, the superficial, the
deep inner and the outer retina, the superficial, the deep inner retina and the chorio-
capillaris, the superficial inner, the outer retina and the choriocapillaris, and the deep
inner, the outer retina and the choriocapillaris layers, respectively.
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Table 5.25: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, based on con-
catenating two feature vectors extracted from the OCTA images of the superficial and the outer
retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
euclidean 0.65 ± 0.05 KC=10

linear 0.64 ± 0.06

LBPPCA
4,1 Dk=5

manhattan 0.64 ± 0.03 KC=10,d=3
poly 0.65 ± 0.04

BRIEFPCA
4,4 Dk=3

chebyshev 0.62 ± 0.05 KC=1,d=3
poly 0.64 ± 0.06

LBP2riuPCA
8,2 Dk=5

manhattan 0.65 ± 0.05 KC=10
linear 0.64 ± 0.09

LBPPCA
8,2 Dk=5

manhattan 0.64 ± 0.05 KC=10,d=3
poly 0.65 ± 0.05

BRIEFPCA
5,8 Dk=5

euclidean 0.56 ± 0.06 KC=10,γ=0.1
rb f 0.59 ± 0.06

LBP2riuPCA
12,3 Dk=5

chebyshev 0.64 ± 0.05 KC=1,d=3
poly 0.65 ± 0.08

LBPPCA
12,3 Dk=5

manhattan 0.64 ± 0.04 KC=1
linear 0.65 ± 0.04

BRIEFPCA
6,12 Dk=5

manhattan 0.57 ± 0.06 KC=1,d=3
poly 0.60 ± 0.07

LBP2riuPCA
16,4 Dk=5

euclidean 0.65 ± 0.04 KC=10,d=2
poly 0.64 ± 0.06

LBPPCA
16,4 Dk=3

manhattan 0.66±±±0.03 KC=10
linear 0.65 ± 0.05

BRIEFPCA
7,16 Dk=3

manhattan 0.56 ± 0.03 KC=10,d=3
poly 0.59 ± 0.05

Table 5.26: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, based on con-
catenating two feature vectors extracted from the OCTA images of the superficial retina and
the choriocapillaris retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
chebyshev 0.66 ± 0.04 KC=10

linear 0.65 ± 0.06

LBPPCA
4,1 Dk=5

manhattan 0.66 ± 0.03 KC=10,d=3
poly 0.64 ± 0.05

BRIEFPCA
4,4 Dk=3

chebyshev 0.51 ± 0.04 KC=10,d=3
poly 0.50 ± 0.05

LBP2riuPCA
8,2 Dk=5

euclidean 0.66 ± 0.05 KC=1
linear 0.65 ± 0.06

LBPPCA
8,2 Dk=5

manhattan 0.66 ± 0.03 KC=10,d=2
poly 0.64 ± 0.04

BRIEFPCA
5,8 Dk=5

euclidean 0.50 ± 0.06 KC=10,d=2
poly 0.51 ± 0.05

LBP2riuPCA
12,3 Dk=5

euclidean 0.66 ± 0.05 KC=1,d=3
poly 0.64 ± 0.06

LBPPCA
12,3 Dk=5

manhattan 0.66 ± 0.03 KC=10
linear 0.64 ± 0.05

BRIEFPCA
6,12 Dk=5

manhattan 0.53 ± 0.05 KC=10,d=3
poly 0.52 ± 0.06

LBP2riuPCA
16,4 Dk=3

euclidean 0.67±±±0.03 KC=1
linear 0.66 ± 0.05

LBPPCA
16,4 Dk=7

manhattan 0.65 ± 0.04 KC=1,d=2
poly 0.64 ± 0.04

BRIEFPCA
7,16 Dk=5

chebyshev 0.50 ± 0.03 KC=10,d=2
poly 0.51 ± 0.04
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Table 5.27: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, based on con-
catenating two feature vectors extracted from the OCTA images of the deep and the outer retina
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
chebyshev 0.62 ± 0.04 KC=1,γ=0.01

rb f 0.61 ± 0.05

LBPPCA
4,1 Dk=5

manhattan 0.65 ± 0.03 KC=10,d=3
poly 0.63 ± 0.04

BRIEFPCA
4,4 Dk=5

chebyshev 0.62 ± 0.06 KC=1,d=3
poly 0.64 ± 0.07

LBP2riuPCA
8,2 Dk=5

manhattan 0.62 ± 0.05 KC=10,γ=0.01
rb f 0.65 ± 0.05

LBPPCA
8,2 Dk=5

manhattan 0.64 ± 0.03 KC=10,d=3
poly 0.67±±±0.04

BRIEFPCA
5,8 Dk=5

euclidean 0.55 ± 0.04 KC=1,d=2
poly 0.60 ± 0.07

LBP2riuPCA
12,3 Dk=5

euclidean 0.62 ± 0.04 KC=1
linear 0.65 ± 0.05

LBPPCA
12,3 Dk=5

manhattan 0.64 ± 0.03 KC=10,d=3
poly 0.63 ± 0.04

BRIEFPCA
6,12 Dk=5

manhattan 0.62 ± 0.04 KC=1,d=3
poly 0.63 ± 0.05

LBP2riuPCA
16,4 Dk=3

manhattan 0.65 ± 0.04 KC=1,γ=0.1
rb f 0.62 ± 0.03

LBPPCA
16,4 Dk=5

manhattan 0.64 ± 0.05 KC=1,d=2
poly 0.66 ± 0.03

BRIEFPCA
7,16 Dk=7

euclidean 0.52 ± 0.05 KC=01,d=2
poly 0.57 ± 0.06

Table 5.28: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, based on con-
catenating two feature vectors extracted from the OCTA images of the deep retina and the
choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
chebyshev 0.67 ± 0.05 KC=10,γ=0.01

rb f 0.66 ± 0.06

LBPPCA
4,1 Dk=5

manhattan 0.67 ± 0.04 KC=1,γ=0.01
rb f 0.65 ± 0.05

BRIEFPCA
4,4 Dk=3

chebyshev 0.51 ± 0.06 KC=1,d=3
poly 0.50 ± 0.07

LBP2riuPCA
8,2 Dk=5

manhattan 0.65 ± 0.04 KC=1,γ=0.01
rb f 0.64 ± 0.04

LBPPCA
8,2 Dk=5

manhattan 0.67 ± 0.05 KC=10,γ=0.01
rb f 0.64 ± 0.04

BRIEFPCA
5,8 Dk=1

chebyshev 0.50 ± 0.05 KC=1,γ=0.01
rb f 0.50 ± 0.07

LBP2riuPCA
12,3 Dk=3

chebyshev 0.63 ± 0.04 KC=1,γ=0.01
rb f 0.68 ± 0.05

LBPPCA
12,3 Dk=5

manhattan 0.63 ± 0.05 KC=1,γ=0.1
rb f 0.63 ± 0.05

BRIEFPCA
6,12 Dk=1

euclidean 0.53 ± 0.06 KC=10,d=3
poly 0.50 ± 0.07

LBP2riuPCA
16,4 Dk=3

manhattan 0.67 ± 0.05 KC=10,γ=0.1
rb f 0.63 ± 0.03

LBPPCA
16,4 Dk=3

manhattan 0.63 ± 0.04 KC=1,γ=0.1
rb f 0.69±±±0.04

BRIEFPCA
7,16 Dk=3

euclidean 0.52 ± 0.07 KC=1,d=3
poly 0.51 ± 0.05
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Table 5.29: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, based on con-
catenating two feature vectors extracted from the OCTA images of the outer retina and the
choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
manhattan 0.73 ± 0.07 KC=1

linear 0.72 ± 0.06

LBPPCA
4,1 Dk=5

manhattan 0.67 ± 0.07 KC=10
linear 0.71 ± 0.07

BRIEFPCA
4,4 Dk=5

euclidean 0.60 ± 0.06 KC=10
linear 0.64 ± 0.07

LBP2riuPCA
8,2 Dk=3

chebyshev 0.70 ± 0.07 KC=10,γ=0.01
rb f 0.71 ± 0.07

LBPPCA
8,2 Dk=3

manhattan 0.70 ± 0.06 KC=10,d=3
poly 0.71 ± 0.05

BRIEF5,8 Dk=5
euclidean 0.59 ± 0.06 KC=10,d=2

poly 0.62 ± 0.07

LBP2riuPCA
12,3 Dk=5

chebyshev 0.71 ± 0.05 KC=10,γ=0.01
rb f 0.74±±±0.07

LBPPCA
12,3 Dk=3

manhattan 0.71 ± 0.05 KC=10,γ=0.01
rb f 0.70 ± 0.05

BRIEFPCA
6,12 Dk=5

manhattan 0.59 ± 0.06 KC=10,d=2
poly 0.60 ± 0.06

LBP2riuPCA
16,4 Dk=5

euclidean 0.70 ± 0.03 KC=1
linear 0.72 ± 0.06

LBPPCA
16,4 Dk=5

manhattan 0.71 ± 0.05 KC=1
linear 0.70 ± 0.06

BRIEFPCA
7,16 Dk=1

chebyshev 0.53 ± 0.06 KC=1
linear 0.58 ± 0.08

Table 5.30: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, based on con-
catenating three feature vectors extracted from the OCTA images of the superficial inner, the
deep inner and the outer retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
manhattan 0.67 ± 0.03 KC=1

linear 0.66 ± 0.08

LBPPCA
4,1 Dk=3

euclidean 0.64 ± 0.03 KC=10,d=3
poly 0.63 ± 0.05

BRIEFPCA
4,4 Dk=3

euclidean 0.52 ± 0.05 KC=1,d=3
poly 0.57 ± 0.07

LBP2riuPCA
8,2 Dk=5

euclidean 0.68 ± 0.05 KC=10,γ=0.01
rb f 0.69 ± 0.07

LBPPCA
8,2 Dk=5

manhattan 0.67 ± 0.04 KC=10,d=3
poly 0.70±±±0.04

BRIEFPCA
5,8 Dk=5

chebyshev 0.53 ± 0.06 KC=50
linear 0.56 ± 0.06

LBP2riuPCA
12,3 Dk=5

euclidean 0.67 ± 0.03 KC=1
linear 0.64 ± 0.08

LBPPCA
12,3 Dk=5

manhattan 0.68 ± 0.06 KC=10,d=3
poly 0.69 ± 0.06

BRIEFPCA
6,12 Dk=5

manhattan 0.57 ± 0.04 KC=10,d=3
poly 0.61 ± 0.06

LBP2riuPCA
16,4 Dk=7

manhattan 0.64 ± 0.04 KC=1,γ=0.1
rb f 0.63 ± 0.06

LBPPCA
16,4 Dk=7

manhattan 0.65 ± 0.03 KC=1,d=2
poly 0.64 ± 0.05

BRIEFPCA
7,16 Dk=3

chebyshev 0.52 ± 0.05 KC=10
linear 0.54 ± 0.07
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Table 5.31: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, based on con-
catenating three feature vectors extracted from the OCTA images of the superficial, the deep
inner retina and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
manhattan 0.75 ± 0.05 KC=1

linear 0.76 ± 0.05

LBPPCA
4,1 Dk=5

manhattan 0.76 ± 0.04 KC=1,γ=0.01
rb f 0.76 ± 0.05

BRIEFPCA
4,4 Dk=5

chebyshev 0.50 ± 0.02 KC=50
linear 0.50 ± 0.04

LBP2riuPCA
8,2 Dk=5

manhattan 0.73 ± 0.05 KC=1,γ=0.01
rb f 0.76 ± 0.06

LBPPCA
8,2 Dk=5

euclidean 0.77±±±0.05 KC=1,d=3
poly 0.71 ± 0.10

BRIEFPCA
5,8 Dk=3

manhattan 0.50 ± 0.05 KC=50,d=3
poly 0.51 ± 0.06

LBP2riuPCA
12,3 Dk=5

euclidean 0.72 ± 0.06 KC=1,γ=0.01
rb f 0.75 ± 0.05

LBPPCA
12,3 Dk=5

chebyshev 0.61 ± 0.03 KC=1,d=3
poly 0.58 ± 0.10

BRIEFPCA
6,12 Dk=3

chebyshev 0.57 ± 0.06 KC=10,γ=0.1
rb f 0.55 ± 0.08

LBP2riuPCA
16,4 Dk=5

manhattan 0.75 ± 0.06 KC=1,γ=0.01
rb f 0.76 ± 0.06

LBPPCA
16,4 Dk=5

manhattan 0.56 ± 0.08 KC=1
linear 0.52 ± 0.09

BRIEFPCA
7,16 Dk=3

euclidean 0.60 ± 0.07 KC=50,d=3
poly 0.57 ± 0.07

Table 5.32: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, based on con-
catenating three feature vectors extracted from the OCTA images of the superficial inner, the
outer retina and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
chebyshev 0.70 ± 0.05 KC=10

linear 0.75 ± 0.06

LBPPCA
4,1 Dk=5

manhattan 0.72 ± 0.05 KC=10,d=3
poly 0.70 ± 0.06

BRIEFPCA
4,4 Dk=1

euclidean 0.57 ± 0.06 KC=50
linear 0.62 ± 0.08

LBP2riuPCA
8,2 Dk=5

manhattan 0.74 ± 0.04 KC=1,d=3
poly 0.70 ± 0.06

LBPPCA
8,2 Dk=3

manhattan 0.70 ± 0.06 KC=10,d=3
poly 0.75 ± 0.05

BRIEFPCA
5,8 Dk=5

manhattan 0.53 ± 0.03 KC=50
linear 0.54 ± 0.07

LBP2riuPCA
12,3 Dk=5

euclidean 0.70 ± 0.04 KC=1,d=3
poly 0.74 ± 0.07

LBPPCA
12,3 Dk=5

manhattan 0.70 ± 0.05 KC=10,d=3
poly 0.77±±±0.05

BRIEFPCA
6,12 Dk=5

manhattan 0.61 ± 0.05 KC=50
linear 0.62 ± 0.06

LBP2riuPCA
16,4 Dk=7

euclidean 0.73 ± 0.04 KC=1
linear 0.70 ± 0.05

LBPPCA
16,4 Dk=3

manhattan 0.71 ± 0.04 KC=1,d=4
poly 0.70 ± 0.05

BRIEFPCA
7,16 Dk=7

euclidean 0.54 ± 0.08 KC=10
linear 0.60 ± 0.07



5.4. EXPERIMENTAL EVALUATION AND RESULTS 275

Table 5.33: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, based on con-
catenating three feature vectors extracted from the OCTA images of the deep inner, the outer
retina and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
euclidean 0.72 ± 0.05 KC=10

linear 0.75 ± 0.06

LBPPCA
4,1 Dk=3

manhattan 0.72 ± 0.04 KC=10,d=3
poly 0.75 ± 0.06

BRIEFPCA
4,4 Dk=5

chebyshev 0.57 ± 0.05 KC=50
linear 0.62 ± 0.07

LBP2riuPCA
8,2 Dk=5

chebyshev 0.74 ± 0.04 KC=1,d=3
poly 0.72 ± 0.06

LBPPCA
8,2 Dk=5

manhattan 0.72 ± 0.04 KC=10,d=3
poly 0.74 ± 0.04

BRIEFPCA
5,8 Dk=5

chebyshev 0.55 ± 0.06 KC=50
linear 0.57 ± 0.06

LBP2riuPCA
12,3 Dk=5

manhattan 0.72 ± 0.04 KC=10,γ=0.01
rb f 0.79±±±0.05

LBPPCA
12,3 Dk=5

manhattan 0.76 ± 0.04 KC=10,d=3
poly 0.78 ± 0.04

BRIEFPCA
6,12 Dk=5

manhattan 0.58 ± 0.04 KC=10,d=3
poly 0.60 ± 0.05

LBP2riuPCA
16,4 Dk=7

euclidean 0.72 ± 0.03 KC=10,d=2
poly 0.75 ± 0.07

LBPPCA
16,4 Dk=3

manhattan 0.75 ± 0.05 KC=1,d=3
poly 0.77 ± 0.06

BRIEFPCA
7,16 Dk=3

chebyshev 0.53 ± 0.08 KC=10
linear 0.58 ± 0.07

Table 5.34 gives the classification results when concatenating all feature vectors
extracted from the OCTA images of all ocular vascular layers.

Table 5.34: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the dry AMD vs wet AMD classification task, based on con-
catenating all feature vectors extracted from the OCTA images of all ocular vascular layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=7
manhattan 0.77 ± 0.06 KC=50,γ=0.001

rb f 0.79 ± 0.05

LBPPCA
4,1 Dk=3

euclidean 0.77 ± 0.04 KC=10,γ=0.001
rb f 0.79 ± 0.06

BRIEFPCA
4,4 Dk=7

euclidean 0.54 ± 0.05 KC=50,d=3
poly 0.58 ± 0.06

LBP2riuPCA
8,2 Dk=7

euclidean 0.75 ± 0.03 KC=50,γ=0.001
rb f 0.79 ± 0.00

LBPPCA
8,2 Dk=7

euclidean 0.78 ± 0.07 KC=1,γ=0.001
rb f 0.80 ± 0.06

BRIEFPCA
5,8 Dk=7

euclidean 0.59 ± 0.06 KC=1
linear 0.61 ± 0.07

LBP2riuPCA
12,3 Dk=7

manhattan 0.73 ± 0.05 KC=10,γ=0.001
rb f 0.79 ± 0.04

LBPPCA
12,3 Dk=5

euclidean 0.69 ± 0.07 KC=1,d=3
poly 0.71 ± 0.11

BRIEFPCA
6,12 Dk=3

euclidean 0.52 ± 0.06 KC=1
linear 0.58 ± 0.08

LBP2riuPCA
16,4 Dk=7

euclidean 0.77 ± 0.02 KC=10,γ=0.001
rb f 0.81±±±0.01

LBPPCA
16,4 Dk=7

manhattan 0.64 ± 0.07 KC=1
linear 0.59 ± 0.12

BRIEFPCA
7,16 Dk=3

euclidean 0.56 ± 0.06 KC=1,d=3
poly 0.57 ± 0.06
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Nevertheless, using the diverse OCTA images of ocular vascular layers to solve the
task of classifying two different eye conditions, i.e.: dry AMD vs wet AMD, can be
extremely challenging to achieve even for highly skilled ophthalmologists. This is be-
cause the textural vascular appearance of dry AMD and wet AMD in the various OCTA
images of different ocular vascular layers can appear significantly different and very
similar among the layers. As such, occasionally, the texture of vascular pathologies
related to dry AMD and wet AMD may appear comparable to each other in the OCTA
images of certain ocular vascular layers as well as being more obvious in certain layers
than others. For example, with the presence of an eye condition e.g.: dry AMD or wet
AMD, the OCTA images of certain ocular vascular layers, e.g.: the superficial inner
retina and the deep inner retina layers, typically exhibit a relatively uniform textural
vascular appearance that is hard to differentiate among various eye conditions e.g.: dry
AMD, wet AMD including healthy.

Conversely, the OCTA images of the outer retina and the choriocapillaris layers
with wet AMD and dry AMD usually demonstrate arbitrary textural vascular patterns
that are comparable to each other but substantially dissimilar from healthy. Despite
these diversities and difficulties, the evaluation results previously demonstrated prove
that the automated classification algorithm can recognise some dissimilarities among
the vascular texture of dry AMD and wet AMD in the individual eyes via layer combi-
nation. While the classification results with the BRIEFPCA

S,n texture descriptor showed
to be very poor, the LBP2riuPCA

p,r and the LBPPCA
p,r texture descriptors both revealed the

capacity to allow achieving a reasonable classification performance.
For solving the dry AMD vs wet AMD classification task via layer combination,

however, the best overall classification performance was achieved when concatenating
all feature vectors extracted from the OCTA images of all ocular vascular layers. This
was accomplished using the LBP2riuPCA

16,4 texture descriptor based on the SVM classifier

with KC=10,γ=0.001
rb f achieving a mean AUC score and a standard deviation = 0.81±0.01.

Ultimately, the classification algorithm is then examined on classifying the various
eyes via layer combination, however, for the task of discriminating between various
subjects with CNV and non-CNV lesions. Tables 5.35, 5.36, 5.37, 5.38, 5.39 and 5.40
illustrate the classification results of the classification algorithm when concatenating
two feature vectors extracted from the OCTA images of two different ocular vascular
layers. These are the superficial and the deep inner retina, the superficial inner and the
outer retina, the superficial inner retina and the choriocapillaris, the deep inner and the
outer retina, the deep inner retina and the choriocapillaris, and the outer retina and the
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choriocapillaris layers, respectively.

Table 5.35: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, based on concate-
nating two feature vectors extracted from the OCTA images of the superficial and the deep
retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
manhattan 0.62 ± 0.06 KC=1,d=3

poly 0.63 ± 0.06

LBPPCA
4,1 Dk=5

manhattan 0.62 ± 0.05 KC=10,d=3
poly 0.63 ± 0.06

BRIEFPCA
4,4 Dk=5

manhattan 0.51 ± 0.05 KC=1,d=2
poly 0.50 ± 0.06

LBP2riuPCA
8,2 Dk=5

chebyshev 0.61 ± 0.07 KC=1,γ=0.1
rb f 0.64 ± 0.06

LBPPCA
8,2 Dk=5

euclidean 0.62 ± 0.04 KC=10,d=2
poly 0.63 ± 0.05

BRIEFPCA
5,8 Dk=5

euclidean 0.50 ± 0.04 KC=1
linear 0.51 ± 0.05

LBP2riuPCA
12,3 Dk=5

chebyshev 0.61 ± 0.05 KC=1
linear 0.62 ± 0.06

LBPPCA
12,3 Dk=5

manhattan 0.62 ± 0.06 KC=1,d=2
poly 0.61 ± 0.07

BRIEFPCA
6,12 Dk=1

manhattan 0.51 ± 0.04 KC=10,d=2
poly 0.50 ± 0.05

LBP2riuPCA
16,4 Dk=3

manhattan 0.65±±±0.05 KC=10,γ=0.1
rb f 0.62 ± 0.04

LBPPCA
16,4 Dk=5

euclidean 0.61 ± 0.04 KC=1,d=3
poly 0.62 ± 0.07

BRIEFPCA
7,16 Dk=3

euclidean 0.50 ± 0.05 KC=10
linear 0.51 ± 0.03

Table 5.36: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, based on concate-
nating two feature vectors extracted from the OCTA images of the superficial and the outer
retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
manhattan 0.66 ± 0.05 KC=1,γ=0.01

rb f 0.64 ± 0.04

LBPPCA
4,1 Dk=5

euclidean 0.65 ± 0.06 KC=1
linear 0.67 ± 0.05

BRIEFPCA
4,4 Dk=5

chebyshev 0.60 ± 0.06 KC=1,d=2
poly 0.62 ± 0.06

LBP2riuPCA
8,2 Dk=5

manhattan 0.66 ± 0.05 KC=10
linear 0.67 ± 0.05

LBPPCA
8,2 Dk=3

manhattan 0.67 ± 0.05 KC=10,d=3
poly 0.65 ± 0.04

BRIEFPCA
5,8 Dk=5

euclidean 0.58 ± 0.05 KC=1,d=2
poly 0.63 ± 0.06

LBP2riuPCA
12,3 Dk=5

manhattan 0.64 ± 0.04 KC=10
linear 0.66 ± 0.06

LBPPCA
12,3 Dk=3

manhattan 0.65 ± 0.05 KC=10
linear 0.68±±±0.05

BRIEFPCA
6,12 Dk=5

manhattan 0.62 ± 0.04 KC=10,d=2
poly 0.65 ± 0.05

LBP2riuPCA
16,4 Dk=3

manhattan 0.65 ± 0.03 KC=1
linear 0.65 ± 0.06

LBPPCA
16,4 Dk=3

euclidean 0.64 ± 0.05 KC=1
linear 0.63 ± 0.04

BRIEFPCA
7,16 Dk=5

euclidean 0.55 ± 0.08 KC=1,d=2
poly 0.61 ± 0.04
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Table 5.37: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, based on concate-
nating two feature vectors extracted from the OCTA images of the superficial retina and the
choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
manhattan 0.66 ± 0.06 KC=1,γ=0.1

rb f 0.67 ± 0.06

LBPPCA
4,1 Dk=5

manhattan 0.67 ± 0.07 KC=10,d=3
poly 0.66 ± 0.06

BRIEFPCA
4,4 Dk=1

chebyshev 0.50 ± 0.04 KC=1,γ=0.01
rb f 0.50 ± 0.06

LBP2riuPCA
8,2 Dk=5

euclidean 0.66 ± 0.06 KC=1,γ=0.1
rb f 0.65 ± 0.05

LBPPCA
8,2 Dk=5

manhattan 0.68±±±0.05 KC=10,d=2
poly 0.67 ± 0.06

BRIEFPCA
5,8 Dk=1

chebyshev 0.50 ± 0.05 KC=1,d=2
poly 0.51 ± 0.06

LBP2riuPCA
12,3 Dk=5

euclidean 0.67 ± 0.06 KC=10,γ=0.01
rb f 0.66 ± 0.06

LBPPCA
12,3 Dk=5

manhattan 0.67 ± 0.04 KC=1,d=2
poly 0.65 ± 0.05

BRIEFPCA
6,12 Dk=5

euclidean 0.54 ± 0.06 KC=1,d=3
poly 0.53 ± 0.05

LBP2riuPCA
16,4 Dk=3

euclidean 0.67 ± 0.03 KC=1,γ=0.1
rb f 0.66 ± 0.07

LBPPCA
16,4 Dk=3

manhattan 0.67 ± 0.05 KC=1,d=3
poly 0.65 ± 0.04

BRIEFPCA
7,16 Dk=7

euclidean 0.53 ± 0.04 KC=1,d=3
poly 0.52 ± 0.02

Table 5.38: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, based on concate-
nating two feature vectors extracted from the OCTA images of the deep and the outer retina
layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
manhattan 0.67 ± 0.06 KC=10,d=3

poly 0.66 ± 0.07

LBPPCA
4,1 Dk=3

euclidean 0.67 ± 0.05 KC=10
linear 0.65 ± 0.05

BRIEFPCA
4,4 Dk=5

chebyshev 0.60 ± 0.06 KC=10
linear 0.61 ± 0.06

LBP2riuPCA
8,2 Dk=5

manhattan 0.64 ± 0.04 KC=10
linear 0.69±±±0.04

LBPPCA
8,2 Dk=5

manhattan 0.65 ± 0.04 KC=10,d=3
poly 0.67 ± 0.04

BRIEFPCA
5,8 Dk=5

manhattan 0.58 ± 0.06 KC=1,d=3
poly 0.62 ± 0.07

LBP2riuPCA
12,3 Dk=5

manhattan 0.66 ± 0.05 KC=10,d=3
poly 0.67 ± 0.05

LBPPCA
12,3 Dk=5

manhattan 0.65 ± 0.05 KC=1
linear 0.67 ± 0.05

BRIEFPCA
6,12 Dk=1

manhattan 0.57 ± 0.06 KC=10,γ=0.01
rb f 0.62 ± 0.08

LBP2riuPCA
16,4 Dk=3

manhattan 0.64 ± 0.05 KC=10,d=3
poly 0.63 ± 0.03

LBPPCA
16,4 Dk=5

euclidean 0.67 ± 0.04 KC=1
linear 0.65 ± 0.06

BRIEFPCA
7,16 Dk=3

chebyshev 0.59 ± 0.05 KC=1
linear 0.60 ± 0.04
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Table 5.39: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, based on concate-
nating two feature vectors extracted from the OCTA images of the deep retina and the chorio-
capillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=3
euclidean 0.67 ± 0.03 KC=10,γ=0.01

rb f 0.68 ± 0.05

LBPPCA
4,1 Dk=5

manhattan 0.67 ± 0.07 KC=10,d=3
poly 0.66 ± 0.06

BRIEFPCA
4,4 Dk=1

manhattan 0.54 ± 0.05 KC=10,d=3
poly 0.52 ± 0.08

LBP2riuPCA
8,2 Dk=5

euclidean 0.69 ± 0.07 KC=1,γ=0.1
rb f 0.67 ± 0.06

LBPPCA
8,2 Dk=5

euclidean 0.64 ± 0.05 KC=10
linear 0.65 ± 0.06

BRIEFPCA
5,8 Dk=1

manhattan 0.51 ± 0.04 KC=1,γ=0.01
rb f 0.52 ± 0.06

LBP2riuPCA
12,3 Dk=5

manhattan 0.63 ± 0.07 KC=10
linear 0.66 ± 0.07

LBPPCA
12,3 Dk=5

manhattan 0.70±±±0.04 KC=10,d=2
poly 0.69 ± 0.06

BRIEFPCA
6,12 Dk=1

manhattan 0.50 ± 0.05 KC=10,γ=0.1
rb f 0.50 ± 0.04

LBP2riuPCA
16,4 Dk=7

euclidean 0.67 ± 0.06 KC=10,γ=0.1
rb f 0.65 ± 0.05

LBPPCA
16,4 Dk=3

euclidean 0.68 ± 0.06 KC=1
linear 0.64 ± 0.04

BRIEFPCA
7,16 Dk=5

manhattan 0.50 ± 0.03 KC=1,γ=0.1
rb f 0.51 ± 0.05

Table 5.40: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, based on concate-
nating two feature vectors extracted from the OCTA images of the outer retina and the chorio-
capillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
euclidean 0.70 ± 0.04 KC=1,γ=0.1

rb f 0.73 ± 0.05

LBPPCA
4,1 Dk=5

manhattan 0.70 ± 0.05 KC=10,d=3
poly 0.70 ± 0.06

BRIEFPCA
4,4 Dk=5

manhattan 0.64 ± 0.05 KC=1,γ=0.01
rb f 0.65 ± 0.04

LBP2riuPCA
8,2 Dk=5

manhattan 0.76 ± 0.04 KC=10,γ=0.01
rb f 0.75 ± 0.04

LBPPCA
8,2 Dk=3

manhattan 0.70 ± 0.04 KC=10,d=3
poly 0.77 ± 0.06

BRIEFPCA
5,8 Dk=5

chebyshev 0.59 ± 0.03 KC=1,γ=0.01
rb f 0.63 ± 0.06

LBP2riuPCA
12,3 Dk=5

manhattan 0.76 ± 0.04 KC=10,γ=0.01
rb f 0.79±±±0.03

LBPPCA
12,3 Dk=3

manhattan 0.75 ± 0.05 KC=10,d=3
poly 0.75 ± 0.04

BRIEFPCA
6,12 Dk=5

euclidean 0.58 ± 0.03 KC=1,γ=0.01
rb f 0.61 ± 0.04

LBP2riuPCA
16,4 Dk=5

euclidean 0.74 ± 0.03 KC=10
linear 0.76 ± 0.05

LBPPCA
16,4 Dk=5

manhattan 0.78 ± 0.04 KC=10
linear 0.70 ± 0.05

BRIEFPCA
7,16 Dk=5

chebyshev 0.57 ± 0.05 KC=1
linear 0.58 ± 0.05
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Tables 5.41, 5.42, 5.43 and 5.44, on the other hand, present the classification re-
sults of the classification algorithm when concatenating three feature vectors extracted
from three OCTA images of different ocular vascular layers. Specifically, the superfi-
cial, the deep inner and the outer retina, the superficial, the deep inner retina and the
choriocapillaris, the superficial inner, the outer retina and the choriocapillaris, and the
deep inner, the outer retina and the choriocapillaris layers, respectively.

Table 5.41: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, based on concate-
nating three feature vectors extracted from the OCTA images of the superficial inner, the deep
inner and the outer retina layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
euclidean 0.71 ± 0.06 KC=1,γ=0.01

rb f 0.72 ± 0.05

LBPPCA
4,1 Dk=5

manhattan 0.70 ± 0.05 KC=10,d=3
poly 0.72 ± 0.05

BRIEFPCA
4,4 Dk=5

euclidean 0.58 ± 0.05 KC=1,d=2
poly 0.61 ± 0.06

LBP2riuPCA
8,2 Dk=5

euclidean 0.70 ± 0.06 KC=1
linear 0.75 ± 0.06

LBPPCA
8,2 Dk=5

manhattan 0.72 ± 0.05 KC=50
linear 0.74 ± 0.04

BRIEFPCA
5,8 Dk=5

euclidean 0.53 ± 0.06 KC=1,γ=0.1
rb f 0.58 ± 0.11

LBP2riuPCA
12,3 Dk=5

manhattan 0.76 ± 0.04 KC=1
linear 0.77±±±0.05

LBPPCA
12,3 Dk=5

manhattan 0.73 ± 0.05 KC=50
linear 0.75 ± 0.05

BRIEFPCA
6,12 Dk=3

manhattan 0.54 ± 0.03 KC=1,d=2
poly 0.59 ± 0.06

LBP2riuPCA
16,4 Dk=3

euclidean 0.73 ± 0.05 KC=10
linear 0.75 ± 0.06

LBPPCA
16,4 Dk=7

manhattan 0.74 ± 0.07 KC=50
linear 0.75 ± 0.04

BRIEFPCA
7,16 Dk=5

manhattan 0.53 ± 0.05 KC=10,d=3
poly 0.57 ± 0.07

Table 5.45 presents the classification results when concatenating all feature vectors
extracted from the OCTA images of all ocular vascular layers.

Likewise, the potential challenges earlier described when solving the dry AMD vs
wet AMD image classification task using the various OCTA images of ocular vascular
layers can also be encountered when solving the CNV vs non-CNV image classifi-
cation task, which is also enormously challenging to achieve even for highly skilled
ophthalmologists. Despite the various difficulties that can be faced, the previous eval-
uation results confirm that the automated classification algorithm can recognise some
variations between the vascular texture of CNV and non-CNV lesions in the individual
eyes via combining the diverse OCTA images of ocular vascular layers. The classifi-
cation results with the BRIEFPCA

S,n texture descriptor, however, proved to be very poor.
Nevertheless, the LBP2riuPCA

p,r and the LBPPCA
p,r texture descriptors can both facilitate the
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Table 5.42: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, based on concate-
nating three feature vectors extracted from the OCTA images of the superficial, the deep inner
retina and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
euclidean 0.72 ± 0.07 KC=10,γ=0.01

rb f 0.73 ± 0.06

LBPPCA
4,1 Dk=5

chebyshev 0.69 ± 0.06 KC=1,γ=0.01
rb f 0.72 ± 0.07

BRIEFPCA
4,4 Dk=5

chebyshev 0.51 ± 0.05 KC=1,γ=0.01
rb f 0.50 ± 0.05

LBP2riuPCA
8,2 Dk=5

manhattan 0.71 ± 0.05 KC=10
linear 0.74±±±0.05

LBPPCA
8,2 Dk=5

manhattan 0.70 ± 0.05 KC=50,d=3
poly 0.71 ± 0.05

BRIEFPCA
5,8 Dk=3

euclidean 0.52 ± 0.07 KC=50,d=2
poly 0.55 ± 0.10

LBP2riuPCA
12,3 Dk=5

euclidean 0.67 ± 0.05 KC=10,γ=0.01
rb f 0.72 ± 0.07

LBPPCA
12,3 Dk=5

manhattan 0.61 ± 0.07 KC=50,d=2
poly 0.61 ± 0.09

BRIEFPCA
6,12 Dk=5

chebyshev 0.52 ± 0.06 KC=50,d=2
poly 0.50 ± 0.06

LBP2riuPCA
16,4 Dk=5

manhattan 0.67 ± 0.04 KC=1
linear 0.72 ± 0.07

LBPPCA
16,4 Dk=1

manhattan 0.58 ± 0.06 KC=1,d=2
poly 0.51 ± 0.10

BRIEFPCA
7,16 Dk=1

manhattan 0.50 ± 0.03 KC=1,γ=0.01
rb f 0.50 ± 0.03

Table 5.43: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, based on concate-
nating three feature vectors extracted from the OCTA images of the superficial inner, the outer
retina and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
chebyshev 0.70 ± 0.05 KC=1,γ=0.1

rb f 0.72 ± 0.05

LBPPCA
4,1 Dk=5

manhattan 0.70 ± 0.05 KC=10,d=3
poly 0.75 ± 0.06

BRIEFPCA
4,4 Dk=5

euclidean 0.57 ± 0.04 KC=10,γ=0.1
rb f 0.61 ± 0.06

LBP2riuPCA
8,2 Dk=5

manhattan 0.77 ± 0.06 KC=10,γ=0.01
rb f 0.78 ± 0.05

LBPPCA
8,2 Dk=3

manhattan 0.76 ± 0.05 KC=10,d=3
poly 0.77 ± 0.05

BRIEFPCA
5,8 Dk=5

euclidean 0.60 ± 0.05 KC=1,d=3
poly 0.64 ± 0.06

LBP2riuPCA
12,3 Dk=5

manhattan 0.73 ± 0.04 KC=10,γ=0.01
rb f 0.76 ± 0.05

LBPPCA
12,3 Dk=5

manhattan 0.76 ± 0.05 KC=10,d=3
poly 0.79±±±0.04

BRIEFPCA
6,12 Dk=3

euclidean 0.58 ± 0.04 KC=1,γ=0.1
rb f 0.60 ± 0.05

LBP2riuPCA
16,4 Dk=7

manhattan 0.70 ± 0.04 KC=1,γ=0.01
rb f 0.75 ± 0.06

LBPPCA
16,4 Dk=3

manhattan 0.74 ± 0.04 KC=1,d=3
poly 0.75 ± 0.05

BRIEFPCA
7,16 Dk=5

euclidean 0.58 ± 0.03 KC=1,γ=0.1
rb f 0.60 ± 0.07
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Table 5.44: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, based on concate-
nating three feature vectors extracted from the OCTA images of the deep inner, the outer retina
and the choriocapillaris layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=5
euclidean 0.75 ± 0.04 KC=10,γ=0.1

rb f 0.77 ± 0.04

LBPPCA
4,1 Dk=5

manhattan 0.73 ± 0.04 KC=10,d=3
poly 0.74 ± 0.05

BRIEFPCA
4,4 Dk=1

euclidean 0.64 ± 0.06 KC=1
linear 0.66 ± 0.05

LBP2riuPCA
8,2 Dk=5

manhattan 0.78 ± 0.04 KC=10,γ=0.01
rb f 0.79 ± 0.05

LBPPCA
8,2 Dk=5

manhattan 0.79 ± 0.03 KC=10,d=3
poly 0.77 ± 0.04

BRIEFPCA
5,8 Dk=5

chebyshev 0.56 ± 0.02 KC=1,γ=0.01
rb f 0.60 ± 0.05

LBP2riuPCA
12,3 Dk=5

manhattan 0.79 ± 0.04 KC=10,γ=0.01
rb f 0.80±±±0.05

LBPPCA
12,3 Dk=5

manhattan 0.78 ± 0.03 KC=10,d=3
poly 0.77 ± 0.04

BRIEFPCA
6,12 Dk=3

euclidean 0.58 ± 0.05 KC=1,γ=0.1
rb f 0.60 ± 0.05

LBP2riuPCA
16,4 Dk=7

euclidean 0.75 ± 0.06 KC=1,γ=0.01
rb f 0.77 ± 0.05

LBPPCA
16,4 Dk=3

manhattan 0.75 ± 0.07 KC=10,d=3
poly 0.77 ± 0.03

BRIEFPCA
7,16 Dk=3

chebyshev 0.62 ± 0.07 KC=10
linear 0.63 ± 0.06

Table 5.45: A summary of classification results (mean AUC scores ± standard deviations) that
measure the performance of the automated classification algorithm that is based on reduced-
local texture features for solving the CNV vs non-CNV classification task, based on concate-
nating all feature vectors extracted from the OCTA images of all ocular vascular layers.

KNN Classifier SVM Classifier
Descriptor

Best Parameters AUC±±±std Best Parameters AUC±±±std
LBP2riuPCA

4,1 Dk=7
manhattan 0.76 ± 0.03 KC=50,γ=0.01

rb f 0.79 ± 0.05

LBPPCA
4,1 Dk=7

manhattan 0.79 ± 0.04 KC=10,γ=0.01
rb f 0.80 ± 0.05

BRIEFPCA
4,4 Dk=5

manhattan 0.57 ± 0.04 KC=1,γ=0.001
rb f 0.62 ± 0.07

LBP2riuPCA
8,2 Dk=5

manhattan 0.80 ± 0.05 KC=50,γ=0.01
rb f 0.81 ± 0.05

LBPPCA
8,2 Dk=7

manhattan 0.81 ± 0.04 KC=10,γ=0.001
rb f 0.83±±±0.05

BRIEFPCA
5,8 Dk=3

euclidean 0.57 ± 0.03 KC=10,d=3
poly 0.61 ± 0.06

LBP2riuPCA
12,3 Dk=5

manhattan 0.80 ± 0.03 KC=10,γ=0.01
rb f 0.81 ± 0.04

LBPPCA
12,3 Dk=7

euclidean 0.73 ± 0.04 KC=1,d=3
poly 0.74 ± 0.05

BRIEFPCA
6,12 Dk=3

manhattan 0.54 ± 0.05 KC=1
linear 0.56 ± 0.07

LBP2riuPCA
16,4 Dk=7

euclidean 0.80 ± 0.03 KC=10,γ=0.01
rb f 0.81 ± 0.03

LBPPCA
16,4 Dk=3

euclidean 0.63 ± 0.09 KC=1,d=3
poly 0.63 ± 0.11

BRIEFPCA
7,16 Dk=7

chebyshev 0.60 ± 0.05 KC=1
linear 0.60 ± 0.06

attainment of satisfactory classification results.
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Nevertheless, for solving the CNV vs non-CNV classification task via layer com-
bination, the best overall classification performance was achieved when concatenating
all feature vectors extracted from the OCTA images of all ocular vascular layers. This
was achieved using the LBPPCA

8,2 texture descriptor based on the SVM classifier with

KC=10,γ=0.001
rb f attaining a mean AUC score and a standard deviation = 0.83±0.05.

The next subsection 5.4.3 delivers the evaluation results of the different cross-
corpora experiments conducted.

5.4.3 Cross-Corpora Experiments

Similar to the cross-corpora experiments conducted in Chapter 4, subsection 4.4.3, the
various experiments conducted here are accomplished by training the classifiers on
one of the OCTA image data sets and then testing them on the other OCTA image data
sets (as external validation) to show the generalisation performance. In particular, the
classifiers trained on the Manchester OCTA image data set to solve the healthy versus
wet AMD classification task are tested on the wet AMD cases of the Moorfields OCTA
image data set. Likewise, the classifiers trained on the Moorfields OCTA image data
set to solve the dry AMD versus wet AMD classification task are tested on the wet
AMD cases of the Manchester OCTA image data set.

Table 5.46 provides the evaluation results (sensitivity scores) of the classifiers
trained on Manchester OCTA image data set for the healthy versus wet AMD clas-
sification task to distinguish the wet AMD cases of Moorfields OCTA image data set.
Table 5.47 delivers the evaluation results (sensitivity scores) of the classifiers trained
on Moorfields OCTA image data set for the dry AMD versus wet AMD classification
task to discriminate the wet AMD cases of Manchester OCTA image data set.

Given the Moorfields OCTA image data set does not include healthy eyes, the same
healthy OCTA image data set of Manchester is used to train the classifier for solving
the Manchester healthy versus Moorfields wet AMD classification task and then to test
the trained classifier on the wet AMD cases of the Manchester OCTA image data set.
Similarly, given the Manchester OCTA image data set does not contain dry AMD eyes,
the same dry AMD OCTA image data set of Moorfields is used to train the classifier
for solving the Moorfields dry AMD versus Manchester wet AMD classification task
and then to test the trained classifier on the wet AMD cases of the Moorfields OCTA
image data set.

Table 5.48 delivers the evaluation results (sensitivity scores) of the classifiers
trained on the OCTA image data set for the Manchester healthy versus Moorfields wet
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Table 5.46: The evaluation results (sensitivity scores) of the classifiers trained on the OCTA
image data set for the Manchester healthy versus Manchester wet AMD classification task to
distinguish the wet AMD cases of Moorfields OCTA image data set.

Ocular Vascular Layers Descriptor Classifier Sensitivity score
Superficial inner retina layer LBP2riuPCA

8,2 KNN (Dk=7
manhattan) 0.40

Deep inner retina layer LBP2riuPCA
16,4 SVM (KC=10

linear) 0.42

Outer retina layer LBPPCA
16,4 KNN (Dk=3

euclidean) 0.81
Choriocapillaris layer LBP2riuPCA

4,1 SVM (KC=1
linear) 0.60

Superficial + Deep LBP2riuPCA
16,4 SVM (KC=10

linear) 0.36

Superficial + Outer LBPPCA
12,3 KNN (Dk=1

euclidean) 0.41

Superficial + Choriocapillaris LBPPCA
12,3 KNN (Dk=3

manhattan) 0.34

Deep + Outer LBPPCA
12,3 KNN (Dk=1

euclidean) 0.36

Deep + Choriocapillaris LBP2riuPCA
16,4 SVM (KC=1,γ=0.1

rb f ) 0.42

Outer + Choriocapillaris LBP2riuPCA
16,4 KNN (Dk=5

euclidean) 0.45

Superficial + Deep + Outer LBPPCA
16,4 KNN (Dk=1

euclidean) 0.40

Superficial + Deep + Choriocapillaris LBP2riuPCA
16,4 KNN (Dk=7

manhattan) 0.36

Superficial + Outer + Choriocapillaris LBP2riuPCA
16,4 KNN (Dk=5

euclidean) 0.47

Deep + Outer + Choriocapillaris LBPPCA
16,4 KNN (Dk=1

euclidean) 0.54

All ocular vascular layers LBP2riuPCA
16,4 KNN (Dk=3

manhattan) 0.57

AMD classification task to distinguish the wet AMD cases of the Manchester OCTA
image data set. Table 5.49 provides the evaluation results (sensitivity scores) of the
classifiers trained on the OCTA image data set for the Moorfields dry AMD versus
Manchester wet AMD classification task to discriminate the wet AMD cases of the
Moorfields OCTA image data set.

The following section 5.5 provides comprehensive discussion and performance
comparison of the evaluation results of the two automated OCTA image classification
algorithms proposed for the diagnosis of AMD disease that are based on whole-local
texture features and reduced-local texture features.

5.5 Discussion and Performance Comparison

This section starts with a comprehensive discussion of the significance of classifica-
tion findings obtained from the evaluation conducted in section 5.4 using the auto-
mated image classification algorithm that is based on reduced-local texture features.
Tables 5.50, 5.51 and 5.52 provide a summary of optimal classification results based
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Table 5.47: The evaluation results (sensitivity scores) of the classifiers trained on the OCTA
image data set for the Moorfields dry AMD versus Moorfields wet AMD classification task to
distinguish the wet AMD cases of Manchester OCTA image data set.

Ocular Vascular Layers Descriptor Classifier Sensitivity score
Superficial inner retina layer LBP2riuPCA

4,1 SVM (KC=1
linear) 0.91

Deep inner retina layer LBP2riuPCA
16,4 SVM (KC=1,γ=0.01

rb f ) 0.91

Outer retina layer LBP2riuPCA
16,4 SVM (KC=50

linear) 1.00
Choriocapillaris layer LBP2riuPCA

12,3 SVM (KC=1
linear) 0.96

Superficial + Deep LBPPCA
4,1 SVM (KC=10,d=3

poly ) 0.87

Superficial + Outer LBPPCA
16,4 KNN (Dk=3

manhattan) 0.96

Superficial + Choriocapillaris LBP2riuPCA
16,4 KNN (Dk=3

euclidean) 0.83

Deep + Outer LBPPCA
8,2 SVM (KC=10,d=3

poly ) 0.87

Deep + Choriocapillaris LBPPCA
16,4 SVM (KC=1,γ=0.1

rb f ) 0.91

Outer + Choriocapillaris LBP2riuPCA
12,3 SVM (KC=10,γ=0.01

rb f ) 1.00

Superficial + Deep + Outer LBPPCA
8,2 SVM (KC=10,d=3

poly ) 0.83

Superficial + Deep + Choriocapillaris LBPPCA
8,2 KNN (Dk=5

euclidean) 0.83

Superficial + Outer + Choriocapillaris LBPPCA
12,3 SVM (KC=10,d=3

poly ) 0.87

Deep + Outer + Choriocapillaris LBP2riuPCA
12,3 SVM (KC=10,γ=0.01

rb f ) 0.91

All ocular vascular layers LBP2riuPCA
16,4 SVM (KC=10,γ=0.001

rb f ) 0.87

on mean AUC scores as accomplished on the individual binary OCTA image classifica-
tion tasks previously conducted, namely healthy vs wet AMD, dry AMD vs wet AMD
and CNV vs non-CNV, respectively. The optimal components, e.g.: best local texture
descriptors and best classifiers, which facilitate the improvement in classification per-
formance for solving the various binary OCTA image classification tasks, i.e.: healthy
vs wet AMD, dry AMD vs wet AMD and CNV vs non-CNV, are also summarised.

Broadly, the classification results of the automated classification algorithm on the
previous binary OCTA image classification tasks, i.e.: healthy vs wet AMD, dry AMD
vs wet AMD and CNV vs non-CNV, are encouraging as evident in Tables 5.50, 5.51
and 5.52. As such the classification algorithm revealed previously unknown abnor-
malities and variations in the texture of certain OCTA images. Specifically, it allowed
the discovery of otherwise indiscernible differences in the texture of OCTA images of
two different ocular vascular layers, i.e.: the superficial inner retina and the deep inner
retina layers. Notably, these two layers are not typically used by clinicians in the diag-
nosis of vascular pathologies associated with AMD disease e.g.: CNV and non-CNV
lesions.
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Table 5.48: The evaluation results (sensitivity scores) of the classifiers trained on the OCTA
image data set for the Manchester healthy versus Moorfields wet AMD classification task to
distinguish the wet AMD cases of Manchester OCTA image data set.

Ocular Vascular Layers Descriptor Classifier Sensitivity score
Superficial inner retina layer LBP2riuPCA

8,2 KNN (Dk=7
manhattan) 0.87

Deep inner retina layer LBP2riuPCA
16,4 SVM (KC=10

linear) 0.91

Outer retina layer LBPPCA
16,4 KNN (Dk=3

euclidean) 1.00
Choriocapillaris layer LBP2riuPCA

4,1 SVM (KC=1
linear) 1.00

Superficial + Deep LBP2riuPCA
16,4 SVM (KC=10

linear) 0.87

Superficial + Outer LBPPCA
12,3 KNN (Dk=1

euclidean) 1.00
Superficial + Choriocapillaris LBPPCA

12,3 KNN (Dk=3
manhattan) 1.00

Deep + Outer LBPPCA
12,3 KNN (Dk=1

euclidean) 1.00
Deep + Choriocapillaris LBP2riuPCA

16,4 SVM (KC=1,γ=0.1
rb f ) 0.87

Outer + Choriocapillaris LBP2riuPCA
16,4 KNN (Dk=5

euclidean) 1.00

Superficial + Deep + Outer LBPPCA
16,4 KNN (Dk=1

euclidean) 1.00
Superficial + Deep + Choriocapillaris LBP2riuPCA

16,4 KNN (Dk=7
manhattan) 0.91

Superficial + Outer + Choriocapillaris LBP2riuPCA
16,4 KNN (Dk=5

euclidean) 0.91

Deep + Outer + Choriocapillaris LBPPCA
16,4 KNN (Dk=1

euclidean) 1.00

All ocular vascular layers LBP2riuPCA
16,4 KNN (Dk=3

manhattan) 1.00

The abnormalities in the OCTA images of the superficial and the deep inner retina
layers may not always be easily perceptible. This is mainly due to the nature of how
the CNV lesions normally develop. The CNV lesions typically grow by perforating
the Bruch’s membrane that is the deepest part of the choroid layer and by progressing
into other subretinal layers. Therefore, certain parts of CNV regions may appear to
be more distinguishable in certain ocular vascular layers than in others. Despite these
difficulties, the classification algorithm successfully differentiated between various eye
conditions, e.g.: dry AMD and wet AMD including healthy, based on the OCTA im-
ages of these layers.

At a quick glance at the classification results given in Tables 5.50, 5.51 and 5.52,
it can be clearly observed that in most binary image classification tasks, the best AUC
scores are achieved with the LBP2riuPCA

p,r texture descriptor. Based on the classification
results of individual binary image classification tasks, however, the most predictive oc-
ular vascular layers that comprise the most useful texture details describing the healthy
ocular vascular as well as the different ocular vascular pathologies associated with
AMD disease, e.g.: CNV and non-CNV lesions, vary among the three different binary
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Table 5.49: The evaluation results (sensitivity scores) of the classifiers trained on the OCTA
image data set for the Moorfields dry AMD versus Manchester wet AMD classification task to
distinguish the wet AMD cases of Moorfields OCTA image data set.

Ocular Vascular Layers Descriptor Classifier Sensitivity score
Superficial inner retina layer LBP2riuPCA

4,1 SVM (KC=1
linear) 0.16

Deep inner retina layer LBP2riuPCA
16,4 SVM (KC=1,γ=0.01

rb f ) 0.11

Outer retina layer LBP2riuPCA
16,4 SVM (KC=50

linear) 0.25
Choriocapillaris layer LBP2riuPCA

12,3 SVM (KC=1
linear) 0.25

Superficial + Deep LBPPCA
4,1 SVM (KC=10,d=3

poly ) 0.16

Superficial + Outer LBPPCA
16,4 KNN (Dk=3

manhattan) 0.10

Superficial + Choriocapillaris LBP2riuPCA
16,4 KNN (Dk=3

euclidean) 0.19

Deep + Outer LBPPCA
8,2 SVM (KC=10,d=3

poly ) 0.11

Deep + Choriocapillaris LBPPCA
16,4 SVM (KC=1,γ=0.1

rb f ) 0.17

Outer + Choriocapillaris LBP2riuPCA
12,3 SVM (KC=10,γ=0.01

rb f ) 0.20

Superficial + Deep + Outer LBPPCA
8,2 SVM (KC=10,d=3

poly ) 0.11

Superficial + Deep + Choriocapillaris LBPPCA
8,2 KNN (Dk=5

euclidean) 0.12

Superficial + Outer + Choriocapillaris LBPPCA
12,3 SVM (KC=10,d=3

poly ) 0.13

Deep + Outer + Choriocapillaris LBP2riuPCA
12,3 SVM (KC=10,γ=0.01

rb f ) 0.14

All ocular vascular layers LBP2riuPCA
16,4 SVM (KC=10,γ=0.001

rb f ) 0.14

image classification tasks conducted.
For instance, the most predictive ocular vascular layers for the healthy vs wet AMD

classification task are the outer retina and choriocapillaris layers. As such the classi-
fication algorithm performed outstandingly on these two different ocular vascular lay-
ers accomplishing a mean AUC score and a standard deviation = 0.99±0.00 that is a
near human-like classification performance. This is achieved with the LBP2riuPCA

4,1 and
the LBPPCA

all values texture descriptors for the outer retina layer and with the LBP2riuPCA
4,1

texture descriptor for the choriocapillaris layer, irrespective of which classification
schemes are employed. The classification performance, however, gradually drops
among the various classification experiments conducted using the OCTA images of
deep and superficial inner retina layers as well as via layer combination. In the vari-
ous classification experiments performed, nevertheless, the mean AUC scores are all
≥ 0.90.

While differentiating between the various ocular vascular pathologies related to dry
AMD and wet AMD, e.g.: CNV vs non-CNV lesions, from each other in the various
OCTA images is quite challenging as they might appear comparable, the classification
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Table 5.51: A summary of best classification results (mean AUC scores ± standard deviations)
as achieved by the automated OCTA image classification algorithm proposed for solving the
dry AMD vs wet AMD classification task based on reduced-local texture features.

Ocular Vascular Layers Optimal Descriptors Optimal Classifiers AUC±±±std
Superficial inner retina layer LBP2riuPCA

4,1 SVM (KC=1
linear) 0.74±0.04

Deep inner retina layer LBP2riuPCA
16,4 SVM (KC=1,γ=0.01

rb f ) 0.79±0.03

Outer retina layer LBP2riuPCA
16,4 SVM (KC=50

linear) 0.85±±±0.02
Choriocapillaris layer LBP2riuPCA

12,3 SVM(KC=1
linear) 0.83±0.02

Superficial + Deep LBPPCA
4,1 SVM (KC=10,d=3

poly ) 0.65±0.05

Superficial + Outer LBPPCA
16,4 KNN (Dk=3

manhattan) 0.66±0.03

Superficial + Choriocapillaris LBP2riuPCA
16,4 KNN (Dk=3

euclidean) 0.67±0.03

Deep + Outer LBPPCA
8,2 SVM (KC=10,d=3

poly ) 0.67±0.04

Deep + Choriocapillaris LBPPCA
16,4 SVM (KC=1,γ=0.1

rb f ) 0.69±0.04

Outer + Choriocapillaris LBP2riuPCA
12,3 SVM (KC=10,γ=0.01

rb f ) 0.74±0.07

Superficial + Deep + Outer LBPPCA
8,2 SVM (KC=10,d=3

poly ) 0.70±0.04

Superficial + Deep + Choriocapillaris LBPPCA
8,2 KNN (Dk=5

euclidean) 0.77±0.05

Superficial + Outer + Choriocapillaris LBPPCA
12,3 SVM (KC=10,d=3

poly ) 0.77±0.05

Deep + Outer + Choriocapillaris LBP2riuPCA
12,3 SVM (KC=10,γ=0.01

rb f ) 0.79±0.05

All ocular vascular layers LBP2riuPCA
16,4 SVM (KC=10,γ=0.001

rb f ) 0.81±0.01

algorithm generally performed quite reasonably in the dry AMD vs wet AMD and
the CNV vs non-CNV classification tasks. Based on the best classification results
summarised in Tables 5.51 and 5.52, the most predictive ocular vascular layer for both
classification tasks, i.e.: dry AMD vs wet AMD and CNV vs non-CNV, is the outer
retina layer. As such the classification algorithm accomplished a mean AUC score and
a standard deviation = 0.85±0.02 for the dry AMD and wet AMD classification task
and a mean AUC score and a standard deviation = 0.83±0.03 for the CNV vs non-CNV
classification task. These mean AUC scores are both achieved with the LBP2riuPCA

16,4

texture descriptor based on the SVM classifier with (KC=50
linear) for the dry AMD vs wet

AMD classification task and (KC=1
linear) for the CNV vs non-CNV classification task.

Nevertheless, the choriocapillaris layer is the second most predictive ocular vas-
cular layer for the dry AMD vs wet AMD and CNV vs non-CNV classification tasks.
As such the classification algorithm achieved a mean AUC score and a standard devia-
tion = 0.83±0.02 for the dry AMD and wet AMD classification task and a mean AUC
score and a standard deviation = 0.81±0.02 for the CNV vs non-CNV classification
task. These mean AUC scores are both attained with the LBP2riuPCA

12,3 texture descriptor
based on the SVM classifier with (KC=1

linear) for the dry AMD vs wet AMD classification
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Table 5.52: A summary of best classification results (mean AUC scores ± standard deviations)
as achieved by the automated OCTA image classification algorithm proposed for solving the
CNV vs non-CNV classification task based on reduced-local texture features.

Ocular Vascular Layers Optimal Descriptors Optimal Classifiers AUC±±±std
Superficial inner retina layer LBP2riuPCA

8,2 SVM (KC=1,γ=0.1
rb f ) 0.66±0.01

Deep inner retina layer LBP2riuPCA
16,4 SVM (KC=10,d=3

poly ) 0.76±0.03

Outer retina layer LBP2riuPCA
16,4 SVM (KC=1

linear) 0.83±0.03

Choriocapillaris layer LBP2riuPCA
12,3 SVM (KC=10,γ=0.001

rb f ) 0.81±0.02

Superficial + Deep LBP2riuPCA
16,4 KNN (Dk=3

manhattan) 0.65±0.05

Superficial + Outer LBPPCA
12,3 SVM (KC=10

linear) 0.68±0.05

Superficial + Choriocapillaris LBPPCA
8,2 KNN (Dk=5

manhattan) 0.68±0.05

Deep + Outer LBP2riuPCA
8,2 SVM (KC=10

linear) 0.69±0.04

Deep + Choriocapillaris LBPPCA
12,3 KNN (Dk=5

manhattan) 0.70±0.04

Outer + Choriocapillaris LBP2riuPCA
12,3 SVM (KC=10,γ=0.01

rb f ) 0.79±0.03

Superficial + Deep + Outer LBP2riuPCA
12,3 SVM (KC=1

linear) 0.77±0.05

Superficial + Deep + Choriocapillaris LBP2riuPCA
8,2 SVM (KC=10

linear) 0.74±0.05

Superficial + Outer + Choriocapillaris LBPPCA
12,3 SVM (KC=10,d=3

poly ) 0.79±0.04

Deep + Outer + Choriocapillaris LBP2riuPCA
12,3 SVM (KC=10,γ=0.01

rb f ) 0.80±0.05

All ocular vascular layers LBPPCA
8,2 SVM (KC=10,γ=0.001

rb f ) 0.85±±±0.05

task and (KC=10,γ=0.001
rb f ) for the CNV vs non-CNV classification task.. However, the

classification performance subsequently steadily drops, i.e.: mean AUC scores < 80,
with the remaining classification experiments conducted on the OCTA images of in-
dividual ocular vascular layers separately for the dry AMD vs wet AMD and CNV vs
non-CNV classification tasks.

The classification experiment conducted based on layer combination by concate-
nating feature vectors extracted from the OCTA images of all ocular vascular layers
for the CNV vs non-CNV classification task, on the other hand, demonstrated a slight
improvement in the classification performance. As such, a mean AUC score and a
standard deviation = 0.85±0.05 was accomplished using the LBPPCA

8,2 texture descrip-

tor based on the SVM classifier with (KC=10,γ=0.001
rb f ). This is in contrast to the dry AMD

vs wet AMD classification task, as the classification experiment conducted when con-
catenating feature vectors extracted from the OCTA images of all ocular vascular layers
showed a slight decrease in the classification performance. Specifically, a mean AUC
score and a standard deviation = 0.81±0.01 was achieved using the LBP2riuPCA

16,4 texture

descriptor based on the SVM classifier with (KC=10,γ=0.001
rb f ).

Nonetheless, the best classification results of the classification algorithm proposed
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in this chapter for solving the various OCTA image classification problems in the con-
text of AMD disease, i.e.: healthy vs wet AMD, dry AMD vs wet AMD and CNV
vs non-CNV, are compared with the best classification results of the classification al-
gorithm proposed in Chapter 4 based on mean AUC scores ± standard deviations. Ta-
bles 5.53, 5.54 and 5.55 provide comprehensive performance comparisons between the
classification algorithms that are based on reduced-local texture features and whole-
local texture features for solving the healthy vs wet AMD, the dry AMD vs wet AMD
and the CNV vs non-CNV classification tasks, respectively.

Table 5.53: Performance comparison based on mean AUC scores ± standard deviations of
the two automated OCTA image classification algorithms proposed for solving the healthy vs
wet AMD classification task based on whole-local texture features and reduced-local texture
features.

Ocular Vascular Layers Whole-Local Features Reduced-Local Features
Superficial inner retina layer 0.89±0.05 0.90±±±0.02
Deep inner retina layer 0.96±±±0.04 0.95±0.03

Outer retina layer 0.99±±±0.00 0.99±±±0.00
Choriocapillaris layer 0.97±0.03 0.99±±±0.00
Superficial + Deep 0.94±±±0.03 0.93±0.05

Superficial + Outer 0.98±±±0.02 0.95±0.04

Superficial + Choriocapillaris 0.94±±±0.04 0.92±0.07

Deep + Outer 0.98±±±0.01 0.95±0.03

Deep + Choriocapillaris 0.98±±±0.01 0.94±0.03

Outer + Choriocapillaris 1.00±±±0.00 0.98±0.03

Superficial + Deep + Outer 0.98±±±0.01 0.96±0.04

Superficial + Deep + Choriocapillaris 0.98±±±0.02 0.97±0.05

Superficial + Outer + Choriocapillaris 0.97±±±0.02 0.97±0.03

Deep + Outer + Choriocapillaris 0.98±±±0.03 0.97±0.02

All ocular vascular layers 0.99±±±0.03 0.98±0.01

Broadly, the classification algorithm that is based on reduced-local texture features
demonstrated best classification results in most classification experiments conducted
on the individual OCTA images of the different ocular vascular layers as evident in
the performance comparisons presented in Tables 5.53, 5.54 and 5.55. Based on the
various binary classification tasks conducted on the individual OCTA images of dif-
ferent ocular vascular layers, however, the classification performance varies among
the various classification algorithms. For the healthy vs wet AMD classification task,
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Table 5.54: Performance comparison based on mean AUC scores ± standard deviations of the
two automated OCTA image classification algorithms proposed for solving the dry AMD vs
wet AMD classification task based on whole-local texture features and reduced-local texture
features.

Ocular Vascular Layers Whole-Local Features Reduced-Local Features
Superficial inner retina layer 0.71±0.06 0.74±±±0.04
Deep inner retina layer 0.75±0.04 0.79±±±0.03
Outer retina layer 0.83±0.03 0.85±±±0.02
Choriocapillaris layer 0.83±±±0.01 0.83±0.02

Superficial + Deep 0.71±±±0.09 0.65±0.05

Superficial + Outer 0.74±±±0.05 0.66±0.03

Superficial + Choriocapillaris 0.76±±±0.05 0.67±0.03

Deep + Outer 0.75±±±0.05 0.67±0.04

Deep + Choriocapillaris 0.78±±±0.06 0.69±0.04

Outer + Choriocapillaris 0.77±±±0.06 0.74±0.07

Superficial + Deep + Outer 0.79±±±0.07 0.70±0.04

Superficial + Deep + Choriocapillaris 0.79±±±0.06 0.77±0.05

Superficial + Outer + Choriocapillaris 0.78±±±0.05 0.77±0.05

Deep + Outer + Choriocapillaris 0.80±±±0.06 0.79±0.05

All ocular vascular layers 0.79±0.04 0.81±±±0.01

the classification algorithm that is based on reduced-local texture features performed
better on the OCTA images of the superficial inner retina and choriocapillaris layers.
Nevertheless, the classification algorithm that is based on whole-local texture features
achieved a higher classification performance on the OCTA images of the deep inner
retina layer. Both classification algorithms proposed, however, accomplished compa-
rable classification scores, i.e.: mean AUC scores and standard deviations =0.99±0.00,
on the OCTA images of the outer retina layer.

With regards to the dry AMD vs wet AMD classification task, the classification
algorithm that is based on reduced-local texture features demonstrated a much better
classification performance in comparison to the classification algorithm that is based
on whole-local texture features in almost all classification experiments performed on
the individual OCTA images of the different ocular vascular layers except the OCTA
images of the choriocapillaris layer, see Table 5.54. For the CNV vs non-CNV classifi-
cation task, on the other hand, the classification algorithm that is based on whole-local
texture features achieved the best classification performance on only the OCTA images
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Table 5.55: Performance comparison based on mean AUC scores ± standard deviations of
the two automated OCTA image classification algorithms proposed for solving the CNV vs
non-CNV classification task based on whole-local texture features and reduced-local texture
features.

Ocular Vascular Layers Whole-Local Features Reduced-Local Features
Superficial inner retina layer 0.70±±±0.05 0.66±0.01

Deep inner retina layer 0.72±0.03 0.76±±±0.03
Outer retina layer 0.82±0.03 0.83±±±0.03
Choriocapillaris layer 0.81±0.04 0.81±±±0.02
Superficial + Deep 0.68±±±0.04 0.65±0.05

Superficial + Outer 0.79±±±0.06 0.68±0.05

Superficial + Choriocapillaris 0.75±±±0.06 0.68±0.05

Deep + Outer 0.79±±±0.07 0.69±0.04

Deep + Choriocapillaris 0.76±±±0.04 0.70±0.04

Outer + Choriocapillaris 0.82±±±0.04 0.79±0.03

Superficial + Deep + Outer 0.80±±±0.07 0.77±0.05

Superficial + Deep + Choriocapillaris 0.77±±±0.05 0.74±0.05

Superficial + Outer + Choriocapillaris 0.82±±±0.04 0.79±0.04

Deep + Outer + Choriocapillaris 0.82±±±0.03 0.80±0.05

All ocular vascular layers 0.81±0.03 0.85±±±0.05

of the superficial inner retina layer. Nevertheless, the classification algorithm that is
based on reduced-local texture features accomplished better classification results in the
OCTA images of nearly every single ocular vascular layer.

However, when performing the binary classification tasks based on layer combina-
tion, the classification algorithm that is based on whole-local texture features broadly
showed better classification performance in most classification experiments. For ex-
ample, a perfect classification performance, i.e.: a mean AUC score and a standard
deviation = 1.00±0.00 was accomplished when concatenating the feature vectors ex-
tracted from the OCTA images of the outer retina and the choriocapillaris layers for the
healthy vs wet AMD classification task. Nevertheless, when concatenating the feature
vectors extracted from the OCTA images of all ocular vascular layers, the classifica-
tion algorithm that is based on reduced-local texture features generally revealed better
performance for the dry AMD vs wet AMD and CNV vs non-CNV classification tasks.
Specifically, mean AUC scores and standard deviations = 0.81±0.01 and 0.85±0.05
were achieved for the dry AMD vs wet AMD and CNV vs non-CNV classification



294 CHAPTER 5. CLASSIFICATION BASED ON REDUCED-FEATURES

tasks, respectively.
As mentioned at the beginning of this Chapter when the classification relationship

between the local texture features and the individual classes of interest, i.e.: dry AMD,
wet AMD and healthy, is associated with the variability of local texture features. Then,
employing the PCA technique can possibly establish a suitable relationship between
the decorrelated or reduced-local texture features and the individual target classes to be
differentiated. Figures 5.2, 5.3 and 5.4 demonstrate plots with bar charts that quantify
the explained variance ratios of the individual PCs in the various binary classification
tasks, namely the healthy vs wet AMD, dry AMD vs wet AMD and CNV vs non-CNV,
respectively. These plots show the explained variance ratios of the individual PCs after
applying the PCA technique on the feature vectors extracted from the OCTA images
of various ocular vascular layers but only for the occasions in which the classification
algorithm that is based on reduced-local texture features achieved better performance.

Looking at the plots in Figures 5.2, 5.3 and 5.4, broadly, the first K PCs almost
always contain most of the variance exhibited in the original data. Given that the
classification algorithm that is based on reduced-local texture features achieves better
performance in these classification experiments, it indicates that these classification
predictive modelling problems are related to the variability of original local texture
features. Hence, the reduced-local texture features that retained 95% of the variance
exhibited in the original local texture features proved to facilitate an effective solution
to the various image classification problems at hand as well as alleviating the potential
redundancies that can be present in the original local texture features.

From a cross-corpora experiments perspective, nevertheless, the classifiers trained
on the Manchester OCTA image data set for solving the healthy vs wet AMD classifi-
cation task to distinguish the wet AMD cases of the Moorfields OCTA image data set,
broadly, showed reasonable generalisation performance. Specifically, the best general-
isation performance that is a sensitivity score = 0.81 was accomplished on the OCTA
images of the outer retina layer. The classifiers trained on the Moorfields OCTA image
data set for solving the dry AMD vs wet AMD classification task to distinguish the wet
AMD cases of the Manchester OCTA image data set, on the other hand, generally re-
vealed perfect generalisation results, i.e.: sensitivity scores = 1.00, in the classification
experiments conducted on the OCTA images of outer retina layers separately as well
as via layer combination by concatenating feature vectors extracted from the OCTA
images of the outer retina and choriocapillaris layers.

Nevertheless, classification results achieved by the two purely OCTA data-driven
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(a) Superficial inner retina layer.
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(b) Outer retina layer.
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(c) Choriocapillaris layer.

Figure 5.2: Plots of bar charts that demonstrate the percentage of variance explained by the
individual PCs in the healthy vs wet AMD classification task for only the occasions in which
the classification algorithm that is based on reduced-local texture features achieved better per-
formance. (a) Demonstrates the explained variance ratios of the individual PCs after applying
the PCA technique on the feature vectors extracted from the OCTA images of the superficial
inner retina layer. (b) When applying the PCA technique on the feature vectors extracted from
the OCTA images of the outer retina layer. (c) When applying the PCA technique on the feature
vectors extracted from the OCTA images of the choriocapillaris layer.

classification algorithms developed in this thesis should not be underestimated. Specif-
ically, the recognition of indiscernible variations in the texture of OCTA images of spe-
cific ocular vascular layers, i.e.: the superficial inner retina and the deep inner retina
layers, which are not typically used for AMD disease detection. These significant find-
ings are crucial in diagnosing regions of vascular pathologies related to AMD disease,
e.g.: CNV and non-CNV lesions, based on the OCTA images. Finding areas of vas-
cular abnormalities in the OCTA images of the superficial inner retina and the deep
inner retina layers would be extremely beneficial for clinicians when the abnormalities
would not be easily indicated in the OCTA images of the outer retina and the chorio-
capillaris layers that are typically used for diagnosing regions of vascular pathologies
related to AMD disease.
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(a) Superficial inner retina layer.
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(b) Deep inner retina layer.
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(c) Outer retina layer.
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(d) All ocular vascular layers.

Figure 5.3: Visualising the percentage of variance explained by the individual PCs in the dry
AMD vs wet AMD classification task for only the occasions in which the classification algo-
rithm that is based on reduced-local texture features accomplished improved performance. (a)
Reveals the explained variance ratios of the individual PCs when applying the PCA technique
on the feature vectors extracted from the OCTA images of the superficial inner retina layer. (b)
When applying the PCA technique on the feature vectors extracted from the OCTA images of
the deep inner retina layer. (c) When applying the PCA technique on the feature vectors ex-
tracted from the OCTA images of the outer retina layer. (d) When applying the PCA technique
on the combined feature vectors extracted by concatenating the features vectors of all ocular
vascular layers.

Unlike the work by Wang et al. [246] that can only identify subjects with wet AMD
disease based merely on visually perceptible areas of CNV lesions in the OCTA images
of the outer retina layer, the work in this thesis enabled the discrimination between
various subjects with different eye conditions including healthy and various stages of
AMD disease, e.g.: dry AMD and wet AMD, in the OCTA images of various ocular
vascular layers irrespective of whether areas of CNV lesions are clearly noticeable or
not. This is due to the nature of how the CNV lesions normally develop as certain parts
of CNV regions can appear more distinguishable in certain ocular vascular layers than
in others.
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(a) Deep inner retina layer.
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(b) Outer retina layer.
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(c) Choriocapillaris layer.
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(d) All ocular vascular layers.

Figure 5.4: Visualising the percentage of variance explained by the individual PCs in the CNV
vs non-CNV classification task for only the situations in which the classification algorithm that
is based on reduced-local texture features demonstrated enhanced classification performance.
(a) Shows the explained variance ratios of the individual PCs when applying the PCA technique
on the feature vectors extracted from the OCTA images of the deep inner retina layer. (b)
When applying the PCA technique on the feature vectors extracted from the OCTA images of
the outer retina layer. (c) When applying the PCA technique on the feature vectors extracted
from the OCTA images of the choriocapillaris layer. (d) When applying the PCA technique on
the combined feature vectors extracted through concatenating the features vectors of all ocular
vascular layers.

Merely from a wet AMD disease detection perspective, however, the optimal bi-
nary OCTA image classification task that facilitated the most accurate discrimination
of wet AMD disease cases in the various OCTA images is the healthy vs wet AMD
task. Table 5.56 summarises a further in-depth evaluation of the two different classifi-
cation algorithms developed in this thesis on the optimal binary classification task, i.e.:
healthy vs wet AMD, that greatly enhanced the accuracy of wet AMD disease detection
in the different OCTA images. The two classification algorithms are evaluated using
the best components, e.g.: best combinations of local texture descriptors and classi-
fiers, summarised in Tables 4.50 and 5.50. The evaluation results in Table 5.56 are
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estimated by employing different evaluation measures. These include accuracy, sensi-
tivity or recall, specificity, precision, and AUC measures using stratified K = 10 folds
cross-validation strategies. Hence, the evaluation results represent the mean scores ±
standard deviations of individual measures.

While the classification algorithm of Wang et al. [246] achieved a perfect sensitiv-
ity/recall score, i.e.: 1.00, it was evaluated based on only a single small OCTA image
data set that is also manually depth levels adjusted to obtain OCTA images that clearly
visualise areas of interest, i.e.: regions of CNV lesions. From both generalisation and
practical validations perspectives, however, it is not entirely clear whether their clas-
sification algorithm would generalise well when confronted with previously unseen
OCTA image data or not. This is because manually adjusting the depth levels of the
OCTA imaging technique is largely subjective in nature and impractical to implement
with every single patient visiting the clinic. Nevertheless, the two classification algo-
rithms developed in this thesis are both evaluated based on cross-validation strategies
as well as pure, i.e.: unaltered, much larger OCTA image data sets.

While both classification algorithms generally demonstrated very effective clas-
sification results, the classification algorithm that is based on reduced-local texture
features broadly showed better classification performance in most binary classification
experiments conducted on the individual OCTA images of different ocular vascular
layers as evident in the evaluation results in Tables 5.53 and 5.56. The classification
algorithm that is based on whole-local texture features, on the other hand, generally
performed outstandingly in most binary classification experiments conducted via layer
combination, see Tables 5.53 and 5.56.

5.6 Chapter Conclusion

This chapter provided a fully automated OCTA image classification algorithm for the
diagnosis of AMD disease based on reduced-local texture features. The chapter started
by providing details about the motivation of enabling the automated analysis of OCTA
images in the context of AMD disease by means of whole image classification using
only a reduced set of local texture features. The justification of making the choice of
employing dimensionality reduction technique, i.e.: the PCA technique, to transform
the original features, i.e.: whole-local texture features, into a new much smaller set of
transformed local texture features, i.e.: reduced-local texture features, was also pro-
vided. Additionally, comprehensive descriptions of the various steps involved in the
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Table 5.56: An in-depth evaluation of the two automated OCTA image classification algorithms proposed that are based on whole-local texture
features and reduced-local texture features on the optimal binary classification task, i.e.: healthy vs wet AMD. The evaluation measures employed
include mean accuracy, sensitivity or recall, specificity, precision, and AUC scores ± standard deviations.

Ocular Vascular Layers Evaluation Measures Whole-Local Features Reduced-Local Features

AUC 0.89±0.05 0.90±±±0.02

Accuracy 0.82±0.05 0.83±±±0.05

Superficial Inner Retina Layer Sensitivity/Recall 1.00±±±0.00 0.78±0.10

Specificity 0.83±0.09 0.85±±±0.10

Precision 0.90±0.07 0.92±±±0.06

AUC 0.96±±±0.04 0.95±0.03

Accuracy 0.91±±±0.05 0.88±0.05

Deep Inner Retina Layer Sensitivity/Recall 0.84±0.10 0.90±±±0.10

Specificity 0.95±±±0.06 0.90±0.10

Precision 1.00±±±0.00 0.90±0.07

AUC 0.99±±±0.00 0.99±±±0.00

Accuracy 0.98±0.02 1.00±±±0.00

Outer Retina Layer Sensitivity/Recall 1.00±±±0.00 1.00±±±0.00

Continue on the next page
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Table 5.56 – continued from previous page.

Specificity 0.96±0.05 0.99±±±0.00

Precision 0.97±0.03 1.00±±±0.00

AUC 0.97±0.03 0.99±±±0.00

Accuracy 0.94±0.03 0.97±±±0.03

Choriocapillaris layer Sensitivity/Recall 1.00±±±0.00 1.00±±±0.00

Specificity 0.88±0.06 0.92±±±0.06

Precision 0.92±0.05 0.96±±±0.05

AUC 0.94±±±0.03 0.93±0.05

Accuracy 0.86±±±0.08 0.85±0.07

Superficial + Deep Sensitivity/Recall 0.80±0.09 0.85±±±0.10

Specificity 0.93±±±0.06 0.82±0.11

Precision 0.95±±±0.06 0.90±0.07

AUC 0.98±±±0.02 0.95±0.04

Accuracy 0.94±±±0.05 0.93±0.04

Superficial + Outer Sensitivity/Recall 0.98±±±0.04 0.96±0.04

Specificity 0.89±0.09 0.93±±±0.08

Continue on the next page
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Table 5.56 – continued from previous page.

Precision 0.92±0.06 0.96±±±0.05

AUC 0.94±±±0.04 0.92±0.07

Accuracy 0.85±±±0.06 0.82±0.10

Superficial + Choriocapillaris Sensitivity/Recall 0.89±0.08 0.92±±±0.06

Specificity 0.91±±±0.08 0.84±0.09

Precision 0.90±±±0.06 0.81±0.08

AUC 0.98±±±0.01 0.95±0.03

Accuracy 0.98±±±0.03 0.93±0.05

Deep + Outer Sensitivity/Recall 1.00±±±0.00 0.95±0.07

Specificity 0.96±±±0.04 0.94±0.08

Precision 0.98±±±0.03 0.93±0.05

AUC 0.98±±±0.01 0.94±0.03

Accuracy 0.92±±±0.04 0.90±0.06

Deep + Choriocapillaris Sensitivity/Recall 0.91±±±0.08 0.90±0.09

Specificity 0.95±±±0.06 0.95±0.08

Continue on the next page
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Table 5.56 – continued from previous page.

Precision 0.96±±±0.05 0.93±0.04

AUC 1.00±±±0.00 0.98±0.03

Accuracy 1.00±±±0.00 0.97±0.03

Outer + Choriocapillaris Sensitivity/Recall 1.00±±±0.00 0.95±0.04

Specificity 1.00±±±0.00 1.00±0.00

Precision 1.00±±±0.00 1.00±0.00

AUC 0.98±±±0.01 0.96±0.04

Accuracy 0.97±±±0.03 0.93±0.03

Superficial + Deep + Outer Sensitivity/Recall 0.97±0.04 0.98±±±0.04

Specificity 1.00±±±0.00 0.80±0.10

Precision 0.98±±±0.03 0.91±0.06

AUC 0.98±±±0.02 0.97±0.05

Accuracy 0.94±±±0.05 0.90±0.02

Superficial + Deep + Choriocapillaris Sensitivity/Recall 0.96±±±0.04 0.90±0.06

Specificity 0.90±0.06 0.93±±±0.07

Continue on the next page



5.6.
C

H
A

PT
E

R
C

O
N

C
L

U
SIO

N
303

Table 5.56 – continued from previous page.

Precision 0.94±±±0.06 0.92±0.06

AUC 0.97±±±0.02 0.97±0.03

Accuracy 0.97±±±0.04 0.92±0.05

Superficial + Outer + Choriocapillaris Sensitivity/Recall 0.97±±±0.04 0.89±0.09

Specificity 0.96±0.06 0.97±±±0.05

Precision 0.98±±±0.03 0.97±0.04

AUC 0.98±±±0.03 0.97±0.02

Accuracy 0.95±0.05 0.97±±±0.04

Deep + Outer + Choriocapillaris Sensitivity/Recall 0.92±0.09 0.97±±±0.07

Specificity 1.00±±±0.00 0.96±0.04

Precision 1.00±±±0.00 0.96±0.07

AUC 0.99±±±0.03 0.98±0.01

Accuracy 0.99±±±0.02 0.97±±±0.03

All ocular vascular layers Sensitivity/Recall 0.98±±±0.04 0.96±0.04

Specificity 1.00±±±0.00 1.00±±±0.00

Continue on the next page
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Table 5.56 – continued from previous page.

Precision 1.00±±±0.00 0.99±0.03
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automated classification algorithm were also given. These include details about the
methods employed for extracting the local texture features from the whole OCTA im-
age, the manner of applying the PCA technique to decorrelate the local texture features
extracted and the ways of performing the classification on the various OCTA images
with different ocular conditions including dry AMD and wet AMD as well as healthy.
A comprehensive evaluation of the automated classification algorithm proposed in this
chapter then followed. The chapter concluded with comparisons of optimum classifi-
cation results obtained from the automated classification algorithm proposed. Perfor-
mance comparisons with the previous classification algorithm proposed in Chapter 4
were also conducted.



Chapter 6

Localisation Algorithm Based on
Local Texture Features

6.1 Chapter Introduction

This chapter presents a fully automated localisation algorithm for localising areas of
CNV lesions related to AMD disease in the texture of OCTA images based on local
texture features. The chapter commences with details about the motivation for explor-
ing the potential to localise regions of CNV lesions in OCTA images using local texture
features. Comprehensive descriptions of the various steps involved in the automated
localisation algorithm are then given. An evaluation of the automated localisation al-
gorithm on both OCTA image data sets, i.e.: the Manchester Royal Eye Hospital and
the Moorfields Eye Hospital, then follows. The chapter concludes with discussions and
performance comparisons about the localisation results obtained from the evaluation
of the automated localisation algorithm proposed.

6.2 Motivation

Exploring image segmentation approaches to automate the analysis of OCTA images
in the context of AMD disease has been extremely challenging in most previous at-
tempts [6, 10, 243, 244]. Despite the analysis of OCTA images by means of image
segmentation being potentially beneficial to clinicians, e.g.: reducing their burden of
work and promoting consistent evaluation for patients with AMD disease, it does, how-
ever, entail numerous limitations. These include the requirement of domain experts to
manually amend the imaging depth levels of the OCTA imaging technique as well as

306
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to annotate the OCTA images. Another limitation may include the involvement of sev-
eral pre-processing steps, e.g.: smoothing or filtering operations, across other major
limitations. As such the previous limitations may not only introduce bias but also can
cause changes of important details present in the OCTA image, among other potential
serious disadvantages. Nevertheless, comprehensive details in this regard have already
been discussed across various aspects in Chapter 3, specifically sub-subsection 3.5.2.1.

Motivated by the various challenges that may be encountered with automating the
analysis of OCTA images by means of image segmentation, this chapter explores the
potential for localising areas of CNV lesions associated with AMD disease. The main
rationales behind selectively exploring the localisation approach instead of segmen-
tation are mainly driven by the fact that parts of areas related to CNV lesions in the
OCTA images can appear more noticeable in a particular ocular vascular layer than
in others, i.e.: retinal or choroidal vascular layers. Additionally, the patterns or textu-
ral appearance and perceptibility of regions associated with CNV lesions vary signifi-
cantly among different patients with wet AMD disease as evident in numerous previous
studies [8, 9, 13–18]. As such the size and appearance of patterns related to CNV le-
sions in some situations can occur over nearly the entire OCTA image, see Figure 3.8
in Chapter 3. On some occasions, most regions of CNV lesions can also appear to
be situated around a particular position within the OCTA image. This can be near the
middle of the OCTA image or near either side, e.g.: left or right, of the OCTA image,
see Figure 3.9 in Chapter 3.

Given the significant variations in the size and locations of areas related to CNV
lesions in the OCTA images, establishing standardised biomarkers for AMD disease
detection in the OCTA images by the means of image segmentation becomes extremely
challenging. This is because visually identifying and annotating exact boundaries be-
tween areas related to healthy vascular and pathological vascular associated with CNV
lesions, in order to use them for establishing an automated image segmentation ap-
proach, can be inconsistent and unfeasible to achieve. As the vascular details in the
OCTA images are demonstrated in the form of very small and dimly lit vascular net-
works, i.e.: at a pixel scale, it can be enormously problematic for the human eye to
discriminate which regions or pixels correspond to the exactly healthy or the patholog-
ical vascular. Therefore, the segmentation approach may excellently segment regions
of CNV lesions in the testing set of OCTA image data, but may not generalise well in
practice, i.e.: when confronted with a previously unseen OCTA image data set.

The above mentioned is also amplified by several factors related to the size and
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quality of OCTA image data currently available. These include the lack of large, high-
quality, carefully curated and annotated OCTA image data sets. Additionally, there
is a high risk of numerous possible image artifacts related to the movements of the
patient’s eye or head. These movements can generate shearing deformation or gap de-
fects, manifest as bright strips or horizontal and vertical bright lines in the OCTA im-
ages [22, 202, 222]. Additional potential image artifacts that can be present in the var-
ious OCTA images may include illumination and orientation variations. The severity
of these image artifacts appears to vary among different OCTA images from negligible
to prevalent. Consequently, the localisation approach can be useful, as the appearance
of precise boundaries or even entire areas related to CNV lesions are typically not nec-
essary. The localisation approach can also be clinically beneficial as it may help to
localise CNV regions even if the OCTA images are affected by the previous image
artifacts that often confound OCTA image analysis by means of image segmentation.

6.3 Proposed Algorithm

The automated localisation algorithm for localising areas of CNV lesions related to
AMD disease in the texture of OCTA images comprises four main steps. These in-
clude densely partitioning a healthy OCTA image model and several samples of dis-
eased OCTA images into overlapping patches and then extracting the local texture
features from every single patch obtained from the healthy and diseased OCTA im-
ages. The similarity measure is then followed to quantify the similarity between every
single patch in the diseased OCTA images with its corresponding patch in the healthy
OCTA image model based on the local texture features extracted. The final step is the
localisation where a bounding box is drawn around one patch which is indicated to
be the most dissimilar part in the diseased OCTA images. Figure 6.1 shows a brief
overview of the analysis pipeline that is followed by the automated localisation algo-
rithm proposed. The four different steps involved are comprehensively described in
the following subsections 6.3.1, 6.3.2, 6.3.3 and 6.3.4, respectively.

6.3.1 Partitioning OCTA Images into Overlapping Patches

For the first step towards achieving the localisation, a healthy OCTA image is randomly
selected as a healthy model image of a single ocular vascular layer of interest. For
example, the outer retina layer or the choriocapillaris layer, in which localising areas
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Figure 6.1: An outline of the automated localisation algorithm for localising areas of CNV
lesions related to AMD disease in the texture of OCTA images based on local texture fea-
tures. The analysis procedure commences by taking a healthy OCTA image model and several
samples of diseased OCTA images as an input, followed by splitting the healthy and diseased
OCTA images into overlapping patches. The local texture feature extraction step then takes
place to measure the textural appearance of the extracted patches. The similarity measure step
is then followed to measure the similarity between every single patch in the diseased OCTA
images with its corresponding patch in the healthy OCTA image model using the local texture
features. The final step is the localisation where a bounding box is drawn around a single patch
that is indicated to be the most dissimilar part in the diseased OCTA images.

of CNV lesions in the diseased OCTA images will be conducted. Once this selection
is made, the diseased OCTA images of the same ocular vascular layer are then fed into
the algorithm for localising the vascular abnormalities, i.e.: areas of CNV lesions. To
accomplish this, the selected healthy OCTA image model and diseased OCTA images
are partitioned into numerous overlapping patches (P) of the same size M×M densely
from every single pixel, starting from the top left to the bottom right of the OCTA
images.

Given an OCTA image (x,y) with a width (W) and a height (H), the overlapping
patches P are taken from x = 0 to W and y = 0 to H densely, i.e.: the patches P are
captured from every single row and column in the OCTA image (x,y). As the dimen-
sions of the OCTA images are 320×320 pixels, three different patches P of various
fixed sizes M×M are empirically individually explored. The various sizes of patches
P explored include 120×120, 100×100 and 80×80 pixels dimensions. The main ra-
tionale behind selecting these sizes is to explore the proper patch P size that can allow
a compromise to be achieved between capturing good texture descriptions and reason-
able estimates for the approximate locations of important areas related to CNV lesions



310 CHAPTER 6. LOCALISATION BASED ON LOCAL FEATURES

in the diseased OCTA images. As the OCTA images are 320×320 pixel dimension,
the total number of potential patches P of size M×M that can be generated is formally
defined by the following equation 6.1:

Total Number of Patches (T P) = (320−M+1)2 (6.1)

6.3.2 Local Texture Feature Extraction

Once the healthy OCTA image model and diseased OCTA images of the ocular vas-
cular layer of interest are partitioned into overlapping patches P, the overall objective
of the local texture feature extraction step is to measure the textural appearance of in-
dividual patches P captured from the healthy OCTA image model and diseased OCTA
images. As the main task in this chapter is to identify the approximate locations of
CNV lesions in the diseased OCTA images, the LBP2riu

p,r texture descriptor is selec-
tively employed in this step. While its transformed form, i.e.: the LBP2riuPCA

p,r texture
descriptor, broadly enabled the attainment of better classification results in some situa-
tions as evident in Chapter 5, the main motivation of using the LBP2riu

p,r texture descrip-
tor is to deeply investigate the robustness of local texture features as constructed in
their raw form and to gain more insight into their capability to accurately characterise
the textural appearance of vascular details in the OCTA images.

The local texture features in this step are, therefore, estimated from the individual
patches P captured from the healthy OCTA image model and diseased OCTA images
in a similar manner to that followed in Chapter 4, see subsection 4.3.1. Specifically,
utilising the LBP2riu

p,r texture descriptor to estimate the rotation invariant uniform local
texture features around any random region, i.e.: any arbitrary central pixel at (xc,yc) in
the various patches P captured is formally defined by equation 2.11 in Chapter 2, sub-
subsection 2.4.1.5. Recall that there are only p+1 rotation invariant uniform LBP2riu

p,r

patterns that can occur in a circularly symmetric neighbourhood of p sampling pix-
els. Hence, the LBP2riu

p,r texture descriptor given in equation 2.11 allocates a distinctive
integer value or label starting from 0 to p for every single rotation invariant uniform
LBP2riu

p,r pattern captured. These individual labels correspond to the number of ones,
i.e.: “1s” bits, in the rotation invariant uniform LBP2riu

p,r patterns, while the non-uniform
LBP2riu

p,r patterns are grouped all together under an assorted label, i.e.: a single integer
value given by p+1.
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In this work, nevertheless, the LBP2riu
p,r texture descriptor is applied densely to ev-

ery single region, i.e.: every single pixel, in the various patches P constructing nu-
merous rotation invariant uniform LBP2riu

p,r patterns. Nevertheless, every single patch
P is described by a histogram, i.e.: a feature vector, which estimates the distribution
of all different local texture features as constructed by the LBP2riu

p,r texture descriptor.
Every single histogram is created with approximately p+2 bin discrete distributions
of different labels or values, corresponding to all potential individual rotation invariant
uniform as well as non-uniform LBP2riu

p,r patterns. The estimated histograms of individ-
ual patches P, consequently, form the basis of accomplishing the automated analysis
of OCTA image texture to localise regions of CNV lesions.

Denote the various patches P captured as (Phealthy) and (Pdiseased) for the healthy
OCTA image model and the diseased OCTA images, respectively. The feature vec-
tors of different patches Phealthy and Pdiseased extracted can, therefore, be formally
described by the following two equations 6.2 and 6.3, respectively:

Phealthy
v = {b1,b2,b3, . . . ,bn} (6.2)

Pdiseased
v = {b1,b2,b3, . . . ,bn} (6.3)

Where v = {1,2,3, . . . ,T P} and T P is the total number of patches P captured from
the individual OCTA images. The b denotes to the bin distributions that accumulate the
distinct local texture features and n refers to the total number of different local texture
features.

6.3.3 Similarity Measure

Once the feature vectors Phealthy
v and Pdiseased

v of different patches Phealthy and Pdiseased

in the healthy OCTA image model and diseased OCTA images are estimated, every sin-
gle patch Pdiseased in a diseased OCTA image is compared with its corresponding patch
Phealthy in the healthy OCTA image model for similarity based on their feature vectors.
As there is only a single data sample per class, i.e.: one diseased patch Pdiseased and one
healthy patch Phealthy, that will be compared at once for similarity in the localisation
procedure, two different similarity measure metrics are independently employed and
evaluated for accomplishing the localisation task. These are the chi-square χ2 and the
histogram intersection distance similarity metrics. Comprehensive review, including
the motivation of selectively choosing these two similarity measure metrics, are given
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in Chapter 2, specifically in subsection 2.5.2.
In this step, however, every single patch Pdiseased in the diseased OCTA image is la-

belled with its similarity value to the corresponding patch Phealthy in the healthy OCTA
image model. Given two different patches Phealthy and Pdiseased , the chi-square χ2

statistic is formally estimated by comparing their feature vectors Phealthy
v and Pdiseased

v

as expressed by the following equation 6.4:

χ
2(Pdiseased

v ,Phealthy
v ) =

n
∑
b=1

(Pdiseased
b −Phealthy

b )2

(Pdiseased
b +Phealthy

b )
(6.4)

Where the n represents the total number of different local texture features, i.e.:
the total number of histogram bins, the b refers to the individual bin distributions that
accumulate the local texture features. Similar to the chi-square χ2 statistic, the his-
togram intersection metric is typically calculated by comparing a pair of histograms,
namely two feature vectors Phealthy

v and Pdiseased
v . The histogram intersection metric

(Intersection) is, therefore, formally estimated by the following equation 6.5:

Intersection(Pdiseased
v ,Phealthy

v ) =
n
∑
b=1

min(Pdiseased
b ,Phealthy

b ) (6.5)

Where the n is the total number of b histogram bins. The histogram intersection
metric is typically normalised by the number of b bin count values of the Phealthy

v to
obtain a fractional similarity value, i.e.: match value, between 0 and 1. The histogram
intersection match value (IMV ) is, therefore, calculated mathematically by the follow-
ing equation 6.6:

IMV(Pdiseased
v ,Phealthy

v ) =
∑

n
b=1 min(Pdiseased

b ,Phealthy
b )

∑
n
b=1 Phealthy

b

(6.6)

Recall that every single patch Pdiseased in the diseased OCTA image is labelled
with its similarity value to the corresponding patch Phealthy in the healthy OCTA im-
age model using their feature vectors Pdiseased

v and Phealthy
v . Such that the Pdiseased

1 is
compared with the Phealthy

1 , the Pdiseased
2 is compared with the Phealthy

2 , the Pdiseased
3 is

compared with the Phealthy
3 and so on. Let SV be a function that labels the different dis-

eased patches Pdiseased with similarity values generated from the previous comparisons
and d be the number of different diseased OCTA images in which the areas of CNV
lesions will be localised. Hence, given a healthy OCTA image model and d diseased
OCTA images, the results of different similarity comparisons can be mathematically
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formalised by the following equation 6.7:

Similarity Resultsd =
v
∑
j=1

{SVj} (6.7)

Where the v denotes the total number of patches Pdiseased of the individual d dis-
eased OCTA images that are compared with their corresponding patches Phealthy of the
healthy OCTA image model. If the chi-square χ2 distance similarity metric is used, a
very small value indicates higher similarity and a very large value indicates higher dis-
similarity. When using the histogram intersection distance similarity metric, however,
a higher value indicates a higher similarity, and a very small value indicates a higher
dissimilarity.

6.3.4 Localisation

As the different patches Pdiseased in the diseased OCTA image are individually labelled
with their similarity values to their corresponding patches Phealthy in the healthy OCTA
image model, the overall objective of this step is to draw a bounding box around the
most dissimilar patch in the diseased OCTA image based on its similarity value. In case
of employing the chi-square χ2 distance similarity metric, the most dissimilar patch in
the diseased OCTA image is the patch that yields the highest similarity value. Given a
healthy OCTA image model, the localisation of the most dissimilar patch (MDP) based
on the chi-square χ2 distance similarity metric in the various d diseased OCTA images
is accomplished by employing a max function on the different Similarity Resultsd as
described by the following equation 6.8:

MDP χ
2

d =max{Similarity Resultsd} (6.8)

Where the max function returns the maximum similarity value from the various
Similarity Resultsd . When the histogram intersection distance similarity metric is
used, however, the MDP in the diseased OCTA image is the patch that yields the
smallest similarity value. This is accomplished by employing a min function on the
different Similarity Resultsd as given by the following equation 6.9:

MDP Intersection
d =min{Similarity Resultsd} (6.9)

Where the min function returns the minimum similarity value from the various
Similarity Resultsd .
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6.4 Experimental Evaluation and Results

This section provides the evaluation results of the automated localisation algorithm
proposed. The algorithm is assessed on both OCTA image data sets that are provided
by the Manchester Royal Eye Hospital and the Moorfields Eye Hospital. As the OCTA
images of the superficial inner retina and the deep inner retina layers do not typically
show perceptible regions related to CNV lesions, the algorithm is merely applied on
the OCTA images of the outer retina and the choriocapillaris layers. The LBP2riu

p,r

texture descriptor is employed with empirically setting the values of its parameters to
p = 8 and r = 1 in all localisation experiments. Additionally, the chi-square χ2 and the
histogram intersection distance similarity metrics are also individually evaluated for
all localisation tasks.

The various OCTA images used are manual annotation-free, i.e.: there is no ground
truth data in which OCTA images are precisely delineated around the boundaries of
CNV areas. Nevertheless, the evaluation of the localisation algorithm is performed
by employing an Intersection over Union (IoU) measure with a gold standard OCTA
image data set that is determined by highly skilled clinicians. Specifically, the gold
standard OCTA image data set is constructed by determining the approximate locations
of CNV areas in the OCTA images using different sizes of patches P including 120×
120, 100×100 and 80×80 pixels dimensions.

The various sizes of patches P explored are all approximately positioned around
the middle of CNV areas in the OCTA images as confirmed by the highly skilled clin-
icians. Hence, the overall performance or effectiveness of the localisation algorithm is
assessed based on the IoU score. This is typically accomplished by dividing the area
of intersection between the gold standard patch P gold and automatically determined
patch P auto divided by the area of union of both patches P gold and P auto. The IoU

measure can, therefore, be formally defined by the following equation 6.10:

Intersection over Union (IoU) =
Area o f Intersection

Area o f Union
=

P gold ∩P auto

P gold ∪P auto
(6.10)

As the localisation algorithm involves randomly selecting a single OCTA image
model that represents the healthy textural appearance of the ocular vascular layer of
interest, the models of healthy OCTA images for the outer retina and the choriocap-
illaris layers are both visualised in Figure 6.2. The healthy OCTA image model of
the choriocapillaris layer is used for localising regions of CNV lesions in the diseased
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OCTA images of the choriocapillaris layer. The healthy OCTA image model of the
outer retina layer is, on the other hand, utilised for localising regions of CNV lesions
in the diseased OCTA images of the outer retina layer. These two different healthy
models of OCTA images are both used in all experiments conducted on both hospitals’
OCTA image data sets.

(a) Outer retina layer. (b) Choriocapillaris layer.

Figure 6.2: Two healthy models of OCTA images that show the typical textural appearance of
the outer retina and the choriocapillaris layers. (a) Represents the healthy OCTA image model
of the outer retina layer. (b) Demonstrates the healthy OCTA image model of the choriocapil-
laris layer.

6.4.1 Manchester and Moorfields Hospitals

This subsection presents the evaluation results of the localisation algorithm on the
OCTA image data sets of Manchester and Moorfields hospitals. The localisation algo-
rithm is applied to the diseased OCTA images of the outer retina and the choriocapil-
laris layers. A summary of evaluation results (mean IoU scores ± standard deviations)
that measure the performance of the localisation algorithm on the diseased OCTA im-
ages in both hospitals’ data sets is given in Table 6.1. The results demonstrate the
localisation capabilities of the algorithm when varying the sizes of patches P as well
as employing either of the two different distance similarity metrics, i.e.: the chi-square
χ2 or the histogram intersection, as the similarity measure.

Based on the results given in Table 6.1, however, the best overall localisation per-
formance is generally achieved when using the chi-square χ2 distance similarity metric
for both ocular vascular layers in both hospitals’ data sets. While the localisation algo-
rithm generally performed better when employing the chi-square χ2 as the similarity
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Table 6.1: A summary of evaluation results (mean IoU scores ± standard deviations) that
demonstrate the performance of the localisation algorithm on the diseased OCTA images of
the outer retina and the choriocapillaris layers.

Chi-square χ2 Metric Intersection Metric
Hospital Number of Images Ocular Vascular Layers

120×××120 100×××100 80×××80 120×××120 100×××100 80×××80
23 Outer retina layer 0.90±±±0.04 0.79±0.07 0.78±0.06 0.41±±±0.11 0.25±0.04 0.26±0.05

Manchester
23 Choriocapillaris layer 0.84±±±0.11 0.73±0.10 0.76±0.08 0.44±±±0.10 0.32±0.08 0.14±0.04

191 Outer retina layer 0.81±±±0.07 0.65±0.13 0.75±0.06 0.30±±±0.04 0.23±0.09 0.27±0.12
Moorfields

191 Choriocapillaris layer 0.82±±±0.05 0.74±0.05 0.75±0.06 0.43±±±0.05 0.35±0.04 0.26±0.07

measure, all diseased OCTA images of both ocular vascular layers in which CNV ar-
eas are correctly localised when utilising the histogram intersection are also correctly
localised when using the chi-square χ2 in both hospitals’ data sets. Additionally, the
chi-square χ2 distance similarity metric broadly demonstrated to provide more accu-
rate estimates for the approximate locations of CNV regions in the diseased OCTA
images of both ocular vascular layers in the various experiments conducted on both
hospitals’ data sets.

From the results in Table 6.1, it can be observed that the optimum patch P size is
120×120 pixels dimensions. This patch P size, broadly, enabled attaining a compro-
mise between capturing decent texture descriptions and reasonable estimates for the
approximate positions of areas related to CNV lesions in the various diseased OCTA
images. Examples of properly localised CNV areas in the diseased OCTA images by
the localisation algorithm when varying the similarity measures are demonstrated in
Figures 6.3 and 6.4. Figure 6.3 shows the localisation results, i.e.: the red bounding
boxes, on two different samples from the diseased OCTA images of the outer retina
layer; Figure 6.4 displays the localisation results on two different examples from the
diseased OCTA images of the choriocapillaris layer.

Figures 6.5 and 6.6 demonstrate situations of properly and improperly localised
CNV areas in the diseased OCTA images by the localisation algorithm when changing
the similarity measures. Figure 6.5 shows the localisation results, i.e.: the red bounding
boxes, on two different samples from the diseased OCTA images of the outer retina
layer. Figure 6.6 displays the localisation results, i.e.: the red bounding boxes, on
two different examples from the diseased OCTA images of the choriocapillaris layer.
Broadly, the CNV areas are perfectly localised by the localisation algorithm when
utilising the chi-square χ2 distance similarity metric, but imperfectly localised when
using the histogram intersection distance similarity metric.
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(a) Chi-square χ
2.

(b) Histogram intersection.

Figure 6.3: Two samples of diseased OCTA images of the outer retinal layer in which the
CNV areas are more or less correctly localised by the localisation algorithm when varying
the similarity measures. The gold standard patches P gold are demonstrated as green bounding
boxes and the automatically determined patches P auto are indicated as red bounding boxes. (a)
Shows the localisation results, i.e.: the red bounding boxes, when employing the chi-square χ

2

as the distance similarity metric in the algorithm. (b) Displays the localisation results, i.e.: the
red bounding boxes, when utilising the histogram intersection as the similarity measure in the
algorithm. It can be clearly observed that the chi-square χ

2 can provide slightly more accurate
estimates for the approximate locations of CNV regions as the red bounding boxes are always
situated near the middle of CNV areas.

6.5 Discussion and Performance Comparison

This section discusses the significance of the findings presented in this chapter. It also
includes comparisons with previous related works as well as the works presented in
Chapters 4 and 5. There are several key reasons why the evaluation results given in
Table 6.1 show that the algorithm generally may not always be capable of precisely
localising CNV areas in the diseased OCTA images of both ocular vascular layers in
both hospitals’ data sets. Firstly, the OCTA image data sets of both hospitals are used
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(a) Chi-square χ
2.

(b) Histogram intersection.

Figure 6.4: Two samples of diseased OCTA images of the choriocapillaris layer in which the
locations of CNV areas are approximately correctly estimated by the localisation algorithm
when changing the similarity measures. The gold standard patches P gold are demonstrated
as green bounding boxes and the automatically determined patches P auto are indicated as red
bounding boxes. (a) Displays the localisation results, i.e.: the red bounding boxes, when util-
ising the chi-square χ

2 as the distance similarity metric in the algorithm. (b) Exhibits the
localisation results, i.e.: the red bounding boxes, when exploiting the histogram intersection
as the similarity measure in the algorithm. From these results, it’s clear that the chi-square χ

2

undoubtedly delivers slightly more precise approximations for the locations of CNV areas as
the red bounding boxes are always positioned nearby the central of CNV areas.

in their raw form purely as extracted by the default settings of the OCTA imaging
technique. Hence, the various diseased OCTA images used may not always clearly
display regions related to CNV lesions. Examples of this situation for the diseased
OCTA images of both ocular vascular layers is given in Figure 6.7. This is mainly
due to the nature of how the CNV lesions typically grow. It starts by perforating the
deepest part of the choroid layer and then may progress into other subretinal layers.
Therefore, parts of CNV regions may appear to be more noticeable in certain depths
of ocular vascular layers than in others.
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(a) Chi-square χ
2.

(b) Histogram intersection.

Figure 6.5: Samples of two different diseased OCTA images of the outer retinal layer in which
the locations of CNV areas are properly and improperly estimated by the localisation algorithm
when changing the similarity measures. The gold standard patches P gold are demonstrated as
green bounding boxes and the automatically determined patches P auto are indicated as red
bounding boxes. (a) Displays almost correct localisation results, i.e.: the red bounding boxes
positioned about the centre of CNV regions, when using the chi-square χ

2 as the similarity
measure in the algorithm. (b) Reveals more or less incorrect localisation results, i.e.: most
of the CNV areas are situated out of the red bounding boxes, when employing the histogram
intersection as the similarity measure in the algorithm.

Another major reason for the low performance of the localisation algorithm in-
cludes the presence of numerous challenging situations. For example, the textural
appearance of CNV areas in the various diseased OCTA images usually appear in ir-
regular patterns or forms. Hence, the CNV regions may appear everywhere in the
diseased OCTA images and can dominate the whole diseased OCTA image. Addi-
tional difficult situations include the potential presentation of gap defects, manifest as
dark strips or horizontal black lines in the diseased OCTA images. These defects are
mainly due to movements of the patient’s eye or head. Examples of the two previously
mentioned challenging situations are given in Figures 6.8 and 6.9.
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(a) Chi-square χ
2.

(b) Histogram intersection.

Figure 6.6: Examples of two diseased OCTA images of the choriocapillaris layer in which the
positions of CNV regions are correctly and incorrectly estimated by the localisation algorithm
when varying the similarity measures. The gold standard patches P gold are demonstrated as
green bounding boxes and the automatically determined patches P auto are indicated as red
bounding boxes. (a) Presents approximately correct localisation results, i.e.: the red bounding
boxes always positioned near the centre of CNV regions, when employing the chi-square χ

2 as
the similarity measure in the algorithm. (b) Exhibits more or less incorrect localisation results,
i.e.: most of the CNV regions are located out of the red bounding boxes, when utilising the
histogram intersection as the similarity measure in the algorithm.

The aforementioned difficult situations may not only be challenging for the local-
isation algorithm proposed in this chapter but also can be extremely challenging for
most previous algorithms [6, 10, 243, 244, 246] that analyse the OCTA images by the
means of image segmentation. This is because most of these previous works mainly
rely on the OCTA images that merely visualise CNV areas. This is accomplished by
employing numerous preprocessing steps such as filtering or thresholding operations,
manually adjusting the imaging depth levels of the OCTA imaging techniques, among
others, that may not only change important vascular details but also can introduce bias.
To the credit of the work presented in this thesis, these preprocessing steps were not
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(a) Outer retina layer. (b) Choriocapillaris layer.

Figure 6.7: Examples of diseased OCTA images of the outer retina and the choriocapillaris
layers that do not display perceptible regions associated with CNV lesions. (a) Illustrates a
situation in the diseased OCTA image of the outer retina layer. (b) Presents a situation in the
diseased OCTA image of the choriocapillaris layer.

(a) Outer retina layer. (b) Choriocapillaris layer.

Figure 6.8: Examples of two challenging localisation situations where the CNV areas appear
in irregular patterns and more or less dominate the whole OCTA image. (a) Shows a situation
in the diseased OCTA image of the outer retina layer. (b) Exhibits a situation in the diseased
OCTA image of the choriocapillaris layer.

applied on the OCTA image data sets used, nor was there any single OCTA image
excluded due to not displaying perceivable CNV areas.

Broadly, the localisation algorithm did not allow the localisation of entire CNV
regions in some situations. For example, the CNV areas may only be partially lo-
calised or some of the CNV regions may be located out of the bounding boxes, see
Figure 6.6. Nevertheless, the usefulness of the localisation algorithm has been veri-
fied and evaluated across numerous difficult settings. As such it was demonstrated that
the localisation algorithm can detect various important regions related to CNV lesions
wherever they appear to be all positioned or concentrated around a certain region in
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(a) Outer retina layer. (b) Choriocapillaris layer.

Figure 6.9: Two samples of challenging situations due to movements of the patient’s eye or
head. These movements generated shearing deformations or gap defects, manifest as dark strips
or horizontal black lines in the diseased OCTA images. (a) Displays a situation in the diseased
OCTA image of the outer retina layer. (b) Demonstrates a situation in the diseased OCT image
of the choriocapillaris layer. The deformations are indicated in red arrows in both OCTA im-
ages. Despite these deformations having significantly changed the textural appearance of these
diseased OCTA images, the algorithm has successfully localised the areas of CNV lesions. The
gold standard patches P gold are demonstrated as green bounding boxes and the automatically
determined patches P auto are indicated as red bounding boxes.

the diseased OCTA images of the outer retina and the choriocapillaris layers.
Additionally, the work in this chapter has also allowed an insightful evaluation of

the usefulness of local texture features constructed by the LBP2riu
p,r texture descriptor

that is used for measuring both the texture of a healthy vascular as well as the areas of
CNV lesions which have a significantly different textural appearance in the OCTA im-
ages. The findings generally demonstrated that the LBP2riu

p,r texture descriptor has a key
contribution to make towards the successful differentiation between both the appear-
ance of normal and abnormal vascular in the texture of OCTA images. Consequently,
this suggests that the localisation algorithm proposed in this chapter and the previous
classification algorithms proposed in Chapters 4 and 5 all provide excellent modelling
both the texture of a healthy vascular and the areas of CNV lesions.

6.6 Chapter Conclusion

This chapter presents a fully automated localisation algorithm for discriminating re-
gions of CNV lesions associated with AMD disease in the texture of OCTA images
based on local texture features. The chapter begins with descriptions of the motivation
for investigating the potential to localise areas of CNV lesions in OCTA images using
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local texture features. This is then followed by comprehensive descriptions of details
with regards to the various steps involved in the automated localisation algorithm. An
evaluation of the automated localisation algorithm on both OCTA image data sets,
i.e.: the Manchester Royal Eye Hospital and the Moorfields Eye Hospital, is subse-
quently presented. Finally, the chapter concludes with discussions and performance
comparisons of the localisation results obtained from the evaluation of the automated
localisation algorithm proposed.



Chapter 7

Conclusion and Future Work

7.1 Chapter Introduction

This chapter concludes the whole work presented in this thesis. It starts by summaris-
ing the main findings, followed by drawing the conclusion. Afterwards, potential fu-
ture works for further investigations to address the limitations are suggested.

7.2 Main Findings

The research presented in this thesis has produced numerous significant findings that
can be extremely valuable to several fields of study. From the field of computer vision
perspective, three different domain-specific and novel purely data-driven diagnostic
techniques were developed to facilitate the identification of AMD disease in the con-
text of OCTA image data in completely automated ways. Specifically, two automated
image classification algorithms for AMD disease detection (see Chapters 4 and 5) and
an automated localisation algorithm for identifying areas of CNV lesions in the texture
of OCTA images (see Chapter 6) are developed.

The aforementioned diagnostic algorithms are developed by testing and exploit-
ing several texture descriptors including the LBP2riu, the LBP2riuPCA and the LBPPCA.
These texture descriptors are, broadly, revealed to generate robust local texture features
that are suitable for analysing the texture of OCTA images for AMD disease detection
by the means of whole image classification. As such, the feasibility of utilising these
texture descriptors for AMD disease detection by the means of whole image classifi-
cation is verified by testing different machine learning algorithms including the SVM
and the KNN classifiers.

324
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The LBP2riu texture descriptor, on the other hand, has also demonstrated to allow
producing local texture features that are suitable for discriminating regions of CNV
lesions associated with AMD disease by the means of region localisation. The feasi-
bility of using the produced local texture features for localising areas of CNV lesions
in the OCTA images is verified by evaluating two different distance similarity metrics
including the chi-square χ2 and the histogram intersection.

From the field of ophthalmology perspective, however, the various diagnostic tech-
niques developed facilitated the discovery of novel ocular vasculature texture varia-
tions between the various eye conditions related to AMD disease, including healthy,
in the texture of OCTA images of two different retinal vascular layers. These different
retinal vascular layers are the superficial inner retina and the deep inner retina layers.
The significant findings are that these retinal vascular layers are not typically individ-
ually used or assessed by ophthalmologists, nor in previous attempts to automate the
analysis of OCTA images for AMD disease detection. This is because the OCTA im-
ages of these retinal vascular layers may not always show the abnormalities related to
AMD disease.

Nevertheless, the various techniques developed in this thesis have successfully
identified and quantified the above-mentioned variations by applying supervised and
unsupervised statistical pattern recognition techniques, e.g.: the LBP2riu and the
LBP2riuPCA texture descriptors, on the texture of OCTA images. Additional important
findings are that the various diagnostic techniques developed can identify the ocular
vascular abnormalities related to AMD disease in the raw OCTA images of the indi-
vidual retinal and choroidal layers purely as extracted by the OCTA imaging technique.

7.3 Conclusion

The overall aim of this research was to automate ways of quantifying and finding ev-
idence of AMD disease in the context of OCTA image data. To draw the final con-
clusion, the main research objectives formulated to achieve this overall aim, and the
research hypotheses that are summarised in Chapter 1 are, therefore, reconsidered.

Research Objectives:

• To explore ways to automate the analysis of OCTA image texture. This ob-
jective is achieved in Chapter 2 by reviewing the typical computer vision tasks
employed to assist in analysing the texture of medical images. Based on the ex-
ploration, automating the analysis of OCTA image texture by means of whole
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image classification proved to be appropriate. This is because it may minimise
the potential risk of the diagnosis results to be influenced by human factors, e.g.:
bias, attitude and so on, due to the image segmentation techniques typically re-
quiring manual assistance. As a result, quantitative measures based on manually
or automated segmented regions as well as comparisons between outcomes from
such regions may potentially be misleading.

• To investigate texture representation techniques for measuring the texture
of OCTA images. This objective is accomplished in Chapter 2 by reviewing the
most notable texture representation techniques. Based on the investigation, the
dense local texture descriptors, e.g.: the LBPp,r, the LBP2riu

p,r and the BRIEFS,n

texture descriptors, appeared to be appropriate. This is because they typically
require no complex parameters to tune, low computational complexity, not being
foiled by the size of OCTA image data set, among other features as demonstrated
in Chapter 2.

• To identify the main characteristics of the OCTA image data and how these
have been exploited by previous studies to diagnose AMD disease. This ob-
jective is achieved in Chapter 3 by reviewing the most notable OCTA image data
analysis studies related to AMD disease in general as well as studies concerning
automating the analysis tasks. Based on the comprehensive review conducted
in Chapter 3, it was found that the OCTA image data suffers from the lack of
specific diagnostic criteria in the presence of various retinal diseases including
AMD disease, despite numerous previous attempts for establishing standardised
norms. Additionally, none of the conventional imaging modalities, e.g.: the
OCT, the FA and the IGA, can provide comparable imaging capability to the
OCTA imaging technique, nor can now be used in place of the OCTA for diag-
nosing various ocular vascular abnormalities including AMD disease.

• To construct fully automated diagnosis algorithms that can accurately anal-
yse the various OCTA images with different eye conditions related to AMD
disease as well as healthy. This objective is achieved in Chapters 4 and 5.
Chapter 4 presents a fully automated OCTA image classification algorithm for
the diagnosis of AMD disease based on whole-local texture features. Chapter 5
provides a fully automated OCTA image classification algorithm for the diag-
nosis of AMD disease based on reduced-local texture features. Broadly, the
classification algorithm that is based on whole-local texture features exhibited
better classification performance for the healthy vs wet AMD classification task.
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However, the classification algorithm that is based on reduced-local texture fea-
tures demonstrated improved classification performance for the dry AMD vs wet
AMD and the CNV vs non-CNV classification tasks.

• To create a fully automated diagnosis algorithm that can estimate the loca-
tions of abnormal ocular blood vessel areas, e.g.: regions of CNV lesions, in
the texture of OCTA images. This objective is achieved in Chapter 6. Chap-
ter 6 presents a fully automated localisation algorithm for localising areas of
CNV lesions related to AMD disease in the texture of OCTA images based on
local texture features. Broadly, the best overall localisation performance of the
localisation algorithm is achieved when employing the chi-square χ2 distance
similarity metric and utilising the patch P size of 120×120 pixels dimensions.

Research Hypotheses:

• It is feasible to perform automated diagnosis for eye conditions, e.g.: AMD
disease, using the OCTA image data in the raw form purely as extracted by
the OCTA imaging technique.

This research hypothesis is verified in Chapters 4, 5 and 6. As such, the possibilities
to use the OCTA image data for automating the diagnosis of AMD disease are verified
by conducting different automated image classification tasks in Chapters 4 and 5, and
region localisation tasks in Chapter 6. From an image classification perspective, the
classification algorithm proposed in Chapter 4, broadly, proved to perform excellently
for the healthy vs wet AMD classification task. Specifically, a perfect classification
performance, i.e.: a mean AUC score and a standard deviation = 1.00±0.00 was ac-
complished when concatenating the feature vectors extracted from the OCTA images
of the outer retina and the choriocapillaris layers.

However, the classification algorithm proposed in Chapter 5, generally demon-
strated to perform better in solving the dry AMD vs wet AMD and the CNV vs non-
CNV classification tasks. In particular, accomplishing mean AUC scores and standard
deviations = 0.85± 0.02 when utilising the feature vectors extracted from the outer
retina layer and 0.85±0.05 when concatenating the feature vectors extracted from the
OCTA images of all ocular vascular layers for the dry AMD vs wet AMD and the
CNV vs non-CNV classification tasks, respectively. For comprehensive performance
comparisons between the two classification algorithms in solving the various image
classification problems, see Tables 5.53, 5.54 and 5.55 in Chapter 5.
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From a region localisation perspective, however, the localisation algorithm pro-
posed in Chapter 6, generally, showed to provide reasonable estimates for the approx-
imate locations of CNV regions in the diseased OCTA images of the outer retina and
the choriocapillaris layers. As such the best localisation performance, see Table 6.1 in
Chapter 6, is always achieved when employing the chi-square χ2 distance similarity
metric and utilising the patch P size of 120×120 pixels dimensions. Consequently, the
evaluation results given in Chapters 4, 5 and 6 confirm the validity of the previously
stated research hypothesis.

• There is a difference between the blood vessel patterns in the superficial
inner retina and the deep inner retina layers of the diseased and healthy
OCTA images.

The validity of this research hypothesis is verified in Chapters 4 and 5 via utilis-
ing the OCTA images of the superficial inner retina and the deep inner retina layers
in solving the various image classification tasks by the two image classification algo-
rithms proposed in Chapters 4 and 5. For the healthy vs wet AMD classification task,
the classification algorithm proposed in Chapter 5 accomplished mean AUC scores
and standard deviations = 0.90±0.02 when using the feature vectors extracted from
the OCTA images of the superficial inner retina layer. The classification algorithm
proposed in Chapter 4, on the other hand, achieved mean AUC scores and standard
deviations = 0.96±0.04 when exploiting the feature vectors obtained from the OCTA
images of the deep inner retina layer.

For the dry AMD vs wet AMD classification task, the classification algorithm pro-
posed in Chapter 5 attained mean AUC scores and standard deviations = 0.74±0.04
when exploiting the feature vectors obtained from the OCTA images of the superficial
inner retina layer and 0.79±0.03 when utilising the feature vectors obtained from the
OCTA images of the deep inner retina layer.

For the CNV vs non-CNV classification task, the classification algorithm proposed
in Chapter 4 achieved mean AUC scores and standard deviations = 0.70±0.05 when
utilising the feature vectors obtained from the OCTA images of the superficial inner
retina layer. The classification algorithm proposed in Chapter 5, on the other hand,
attained mean AUC scores and standard deviations = 0.76±0.03 when using the feature
vectors obtained from the OCTA images of the deep inner retina layer.

The two image classification algorithms proposed in Chapters 4 and 5, generally,
achieved better classification results in solving the various image classification tasks
when utilising the feature vectors obtained from the OCTA images of other ocular
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vascular layers. Nevertheless, the differences between the blood vessel patterns in the
superficial inner retina and the deep inner retina layers of the diseased and healthy
OCTA images have been demonstrated as evident in the performance comparisons
given in Tables 5.53, 5.54 and 5.55 in Chapter 5.

Additionally, exploiting the OCTA images of the superficial inner retina and the
deep inner retina layers in solving the CNV vs non-CNV classification task by con-
catenating the feature vectors obtained from the OCTA images of all ocular vascular
layers demonstrated to boost the classification performance. Specifically, a mean AUC
score and standard deviation 0.85±0.05 was achieved. Consequently, the evaluation
results presented in Chapters 4 and 5 prove the validity of the above stated research
hypothesis.

The various diagnostic algorithms developed were rigorously evaluated based on
diverse OCTA image data sets provided by two different hospitals, namely the Manch-
ester Royal Eye Hospital and the Moorfields Eye Hospital. A hyper-parameter search
was also conducted for the KNN and the SVM classifiers employed in the two classi-
fication algorithms proposed. Different distance similarity metrics including the chi-
square χ2 and the histogram intersection, and various sizes of patches P were also
explored in the localisation algorithm. Overall, the evaluation results presented in
Chapters 4, 5 and 6 demonstrate that the diagnostic algorithms presented in this thesis
are useful, very effective and encouraging compared to other well-established tech-
niques which perform OCTA image texture analysis tasks analogous to the analysis
tasks presented in this thesis that mainly concern the detection of AMD disease.

7.4 Future Directions

While the diagnostic techniques developed in this thesis have generally accomplished
the essential tasks for which they were intended, there are several ways in which they
can be further enhanced, rigorously evaluated, and exploited. These are summarised
as follows:

• The automated diagnostic classification algorithms demonstrated a great classi-
fication performance in differentiating healthy subjects from wet AMD patients
in the various OCTA images. Therefore, exploiting these algorithms to distin-
guish healthy subjects from patients with another ocular disorder, e.g.: DR or
glaucoma, would be of interest. To accomplish this, the attainment of carefully
curated OCTA image data that represent DR or glaucoma condition disease is
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required.
• Evaluating the automated diagnostic classification algorithms on more complex

tasks would also be of interest. As such, it would be very clinically valuable
if the variations between wet AMD patients could be quantified and discrimi-
nated. These are wet AMD patients with active CNV lesions that necessitate
treatment and wet AMD patients with inactive CNV lesions which only can be
observed. Hence, collocating carefully curated OCTA image data that represent
these variations of wet AMD disease is required.

• The current OCTA image data sets that were used in this research project are
smaller than the desired size. Hence, collecting a much larger OCTA image data
set would allow full assessments to be conducted on the automated diagnostic
algorithms developed.

• The localisation algorithm was evaluated based on the OCTA images of the outer
retina and the choriocapillaris layers captured from patients with CNV lesions in
their raw form. Hence, the low localisation performance was expected as the
OCTA images may not always show the vascular abnormalities, i.e.: areas of
CNV lesions. On some occasions, the CNV regions can also dominate the entire
OCTA image. Consequently, assessing the localisation algorithm on carefully
selected OCTA image data sets that show clearly the CNV lesions in the OCTA
images of the outer retina and the choriocapillaris layers would be of interest.
As such, this can allow a rigorous evaluation of the localisation algorithm to be
performed to gain further insight into its ability in modelling both the normal
and abnormal texture vascular appearance in the OCTA images.

• The recent dominant trend in developing automated image texture analysis tech-
niques for medical image analysis and diagnosis tasks, e.g.: classification or
segmentation, have been based on introducing deeper and more complicated ar-
chitectures. Hence, exploring the performance of deep CNN models in simi-
lar tasks would be of interest. To enable this, the acquisition of highly curated
OCTA image data sets that represent various eye conditions, e.g.: healthy and
AMD disease, is necessary. Data augmentation techniques to increase the num-
ber of OCTA images are generally inappropriate and can be misleading. This is
because they may distort the texture of OCTA image data in undesirable ways.
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Márquez, “A machine learning approach to medical image classification: De-
tecting age-related macular degeneration in fundus images,” Computers & Elec-

trical Engineering, vol. 75, pp. 218–229, 2019.



356 BIBLIOGRAPHY

[242] P. M. Burlina, N. Joshi, M. Pekala, K. D. Pacheco, D. E. Freund, and N. M.
Bressler, “Automated grading of age-related macular degeneration from color
fundus images using deep convolutional neural networks,” JAMA ophthalmol-

ogy, vol. 135, no. 11, pp. 1170–1176, 2017.

[243] Q. Zhang, C.-L. Chen, Z. Chu, F. Zheng, A. Miller, L. Roisman, J. R.
de Oliveira Dias, Z. Yehoshua, K. B. Schaal, W. Feuer et al., “Automated quan-
titation of choroidal neovascularization: a comparison study between spectral-
domain and swept-source oct angiograms,” Investigative ophthalmology & vi-

sual science, vol. 58, no. 3, pp. 1506–1513, 2017.

[244] K. Taibouni, Y. Chenoune, A. Miere, D. Colantuono, E. Souied, and E. Pe-
tit, “Automated quantification of choroidal neovascularization on optical coher-
ence tomography angiography images,” Computers in biology and medicine,
vol. 114, p. 103450, 2019.

[245] E. Vaghefi, S. Hill, H. M. Kersten, and D. Squirrell, “Multimodal retinal im-
age analysis via deep learning for the diagnosis of intermediate dry age-related
macular degeneration: a feasibility study,” Journal of ophthalmology, vol. 2020,
2020.

[246] J. Wang, T. T. Hormel, L. Gao, P. Zang, Y. Guo, X. Wang, S. T. Bailey, and
Y. Jia, “Automated diagnosis and segmentation of choroidal neovascularization
in oct angiography using deep learning,” Biomedical Optics Express, vol. 11,
no. 2, pp. 927–944, 2020.

[247] T. Ching, D. S. Himmelstein, B. K. Beaulieu-Jones, A. A. Kalinin, B. T. Do,
G. P. Way, E. Ferrero, P.-M. Agapow, M. Zietz, M. M. Hoffman et al., “Op-
portunities and obstacles for deep learning in biology and medicine,” Journal of

The Royal Society Interface, vol. 15, no. 141, p. 20170387, 2018.

[248] T. Perepelkina and A. B. Fulton, “Artificial intelligence (ai) applications for age-
related macular degeneration (amd) and other retinal dystrophies,” in Seminars

in Ophthalmology. Taylor & Francis, 2021, pp. 1–6.

[249] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-
scale image recognition,” arXiv preprint arXiv:1409.1556, 2014.



BIBLIOGRAPHY 357

[250] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V. Van-
houcke, and A. Rabinovich, “Going deeper with convolutions,” in Proceedings

of the IEEE conference on computer vision and pattern recognition, 2015, pp.
1–9.

[251] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recog-
nition,” in Proceedings of the IEEE conference on computer vision and pattern

recognition, 2016, pp. 770–778.

[252] G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger, “Densely con-
nected convolutional networks,” in Proceedings of the IEEE conference on com-

puter vision and pattern recognition, 2017, pp. 4700–4708.

[253] M. Cimpoi, S. Maji, I. Kokkinos, and A. Vedaldi, “Deep filter banks for texture
recognition, description, and segmentation,” International Journal of Computer

Vision, vol. 118, no. 1, pp. 65–94, 2016.

[254] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “Imagenet: A
large-scale hierarchical image database,” in 2009 IEEE conference on computer

vision and pattern recognition. Ieee, 2009, pp. 248–255.

[255] M. Cimpoi, S. Maji, and A. Vedaldi, “Deep filter banks for texture recognition
and segmentation,” in Proceedings of the IEEE conference on computer vision

and pattern recognition, 2015, pp. 3828–3836.

[256] M. B. Lee, Y. H. Kim, and K. R. Park, “Conditional generative adversarial
network-based data augmentation for enhancement of iris recognition accuracy,”
IEEE Access, vol. 7, pp. 122 134–122 152, 2019.

[257] G. Wang, W. Kang, Q. Wu, Z. Wang, and J. Gao, “Generative adversarial net-
work (gan) based data augmentation for palmprint recognition,” in 2018 Digital

Image Computing: Techniques and Applications (DICTA). IEEE, 2018, pp.
1–7.

[258] A. Antoniou, A. Storkey, and H. Edwards, “Data augmentation generative ad-
versarial networks,” arXiv preprint arXiv:1711.04340, 2017.

[259] C.-W. Hsu and C.-J. Lin, “A comparison of methods for multiclass support vec-
tor machines,” IEEE transactions on Neural Networks, vol. 13, no. 2, pp. 415–
425, 2002.



358 BIBLIOGRAPHY

[260] K.-B. Duan and S. S. Keerthi, “Which is the best multiclass svm method?
an empirical study,” in International workshop on multiple classifier systems.
Springer, 2005, pp. 278–285.

[261] S. Ramaswamy, P. Tamayo, R. Rifkin, S. Mukherjee, C.-H. Yeang, M. Angelo,
C. Ladd, M. Reich, E. Latulippe, J. P. Mesirov et al., “Multiclass cancer di-
agnosis using tumor gene expression signatures,” Proceedings of the National

Academy of Sciences, vol. 98, no. 26, pp. 15 149–15 154, 2001.

[262] T. S. Furey, N. Cristianini, N. Duffy, D. W. Bednarski, M. Schummer, and
D. Haussler, “Support vector machine classification and validation of cancer tis-
sue samples using microarray expression data,” Bioinformatics, vol. 16, no. 10,
pp. 906–914, 2000.

[263] Z. Yin and J. Hou, “Recent advances on svm based fault diagnosis and process
monitoring in complicated industrial processes,” Neurocomputing, vol. 174, pp.
643–650, 2016.

[264] T. E. de Carlo, M. A. Bonini Filho, A. T. Chin, M. Adhi, D. Ferrara,
C. R. Baumal, A. J. Witkin, E. Reichel, J. S. Duker, and N. K.
Waheed, “Spectral-domain optical coherence tomography angiography of
choroidal neovascularization,” Ophthalmology, vol. 122, no. 6, pp. 1228–1238,
2015. [Online]. Available: https://www.sciencedirect.com/science/article/pii/
S0161642015001037

[265] A. H. Kashani, C.-L. Chen, J. K. Gahm, F. Zheng, G. M. Richter, P. J. Rosen-
feld, Y. Shi, and R. K. Wang, “Optical coherence tomography angiography: a
comprehensive review of current methods and clinical applications,” Progress

in retinal and eye research, vol. 60, pp. 66–100, 2017.

[266] S. Liakopoulos, S. Ongchin, A. Bansal, S. Msutta, A. C. Walsh, P. G. Updike,
and S. R. Sadda, “Quantitative optical coherence tomography findings in var-
ious subtypes of neovascular age-related macular degeneration,” Investigative

ophthalmology & visual science, vol. 49, no. 11, pp. 5048–5054, 2008.

[267] S. R. Sadda, S. Liakopoulos, P. A. Keane, S. C. Ongchin, S. Msutta, K. T. Chang,
and A. C. Walsh, “Relationship between angiographic and optical coherence
tomographic (oct) parameters for quantifying choroidal neovascular lesions,”

https://www.sciencedirect.com/science/article/pii/S0161642015001037
https://www.sciencedirect.com/science/article/pii/S0161642015001037


BIBLIOGRAPHY 359

Graefe’s Archive for Clinical and Experimental Ophthalmology, vol. 248, no. 2,
pp. 175–184, 2010.

[268] A. Giani, C. Luiselli, D. D. Esmaili, P. Salvetti, M. Cigada, J. W. Miller, and
G. Staurenghi, “Spectral-domain optical coherence tomography as an indicator
of fluorescein angiography leakage from choroidal neovascularization,” Inves-

tigative ophthalmology & visual science, vol. 52, no. 8, pp. 5579–5586, 2011.

[269] N. K. Waheed, T. De Carlo, A. Chin, and J. Duker, “Oct angiography in retinal
diagnosis and treatment,” Retinal Phys, vol. 12, pp. 26–42, 2015.

[270] A. C. Tan, G. S. Tan, A. K. Denniston, P. A. Keane, M. Ang, D. Milea,
U. Chakravarthy, and C. M. G. Cheung, “An overview of the clinical appli-
cations of optical coherence tomography angiography,” Eye, vol. 32, no. 2, pp.
262–286, 2018.



Appendix A

Supplementary details for Chapter 2

A.1 Learned Category

Among the most widely utilised texture representation techniques that fall under the
learned category are the CNN algorithms. The key building parts of CNN algorithms
are the convolutional layers. The term “convolutional” in CNN algorithms suggests
the use of a mathematical operation conventionally named convolution in the convolu-
tional layers. The convolution operation is a specialised kind of linear transformation
or operation and can therefore be explained as a matrix multiplication [117]. For in-
stance, in the case of two dimensional image data, the matrix multiplication is typically
performed between two dimensional arrays of weights or values normally named ker-
nels or filters, and kernels sized by input data values usually referred to as patches or
receptive fields. Figure A.1 shows an example of a convolution operation applied to a
two dimensional input data.

A typical structure of a convolutional layer repeatedly employs three different types
of operations, namely convolution, nonlinearity, and pooling functions [32, 117]. Fig-
ure A.2 presents the order of these typical components of operations in the convolu-
tional layers of CNN algorithms. The first component is the convolution operation that
involves using a number of kernels or filters [32, 117]. The values of these kernels are
typically initialised with a random set of weights. The key innovation behind employ-
ing the convolution operation in CNN algorithms is that the kernel values or weights
are learned instead of being manually specified or changed during training the CNN
algorithm. These kernels are applied to every single overlapping area as described ear-
lier in Figure A.1. Every single kernel is convolved and moved across the whole input
data from top-left to bottom-right, hence allowing it to learn and discover certain types

360
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Figure A.1: An example of convolution operation applied to a two dimensional input
data [117]. The convolution operation is applied systematically to every overlapping area in the
input data specifically between a single kernel and multiple kernel sized patches of the input
data. The output from convolving the kernel with the kernel sized patch of the input data values
produces a single value. As the kernel moves across the input data and is multiplied with every
kernel sized patch of the input data, this produces a two dimensional matrix representing the
output values of the application of the convolution operation. The resulting two dimensional
matrix represents a filtered version of the original input data. The arrows and boxes in the
figure demonstrate how the upper left area (kernel sized patch) of the input data is convolved
with the kernel and the resulting value is stored in the upper left of the output two dimensional
matrix, which is a filtered version of the original input data (the convolution operation output
matrix).

of features no matter where they are located.
The second operation involves the application of a nonlinear transfer or activation

function, such as sigmoid or ReLU [32, 117]. The typical default choice of the ac-
tivation function in CNN algorithms is the ReLU function [119]. This is because it
gives the CNN algorithms the opportunity to learn more complex relationships and
structures from the input data and also allows them to train much faster compared to
using other activation functions such as the tanh activation function as demonstrated
in [119]. The ReLU function is a simple mapping of the convolution operation output
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Figure A.2: Typical components of the convolutional layer in CNN algorithms [32]. The
convolutional layer comprises three main operations, namely convolution, nonlinearity and
pooling. When processing image data using a CNN algorithm, the input data to the deep con-
volutional layers are the feature maps produced from previous convolutional layers, however,
the first convolutional layer takes pixel values as input.

matrix. For instance, it returns the value of 0 if the convolution operation output value
is 0 or less, otherwise it returns the same convolution operation output value.

The third operation includes the utilisation of a local pooling or downsampling
operation, such as maximum or average pooling operations [32,117]. The pooling op-
eration helps to make the representations of the convolution operation output almost
invariant and more stable against minor translations of the input data [117]. This is
typically accomplished by dragging a rectangular window much like a filter or a ker-
nel of a size for instance 2×2 pixels and a stride length of two pixels, i.e.: two steps
of pixels between rectangular windows, over the convolution operation output matrix
after applying the ReLU function. For instance, in a case of using the maximum pool-
ing operation, the process involves reporting the maximum value within a rectangular
window of neighbouring values. A further key benefit of using the pooling operation
is that it decreases the convolution operation output matrix size by a factor of 2 due
to the stride length of 2 pixels [117]. Consequently, this reduces the computational
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complexity and statistical burden on the subsequent convolution layers.
The final output of every convolution layer is a set of compact feature maps that

summarise the presence of the features detected in the input data by the various previ-
ous operations in the convolution layer. These compact feature maps will be the input
for the subsequent convolution layers in a CNN algorithm that has multiple convolution
layers. The previously mentioned three components of operations in the convolutional
layer are quite relevant to conventional signal processing methods commonly used in
image texture analysis and representations [32,74]. However, the major differences be-
tween them are that the kernels or filters in the convolution operations step are learned
directly from the input data instead of hand-engineered. Hence, this technique is very
powerful since every single filter or kernel has the opportunity to learn a certain type of
feature that can be most useful or relevant to the specific task being solved, for instance
object recognition.

Since the CNN algorithms typically comprise a set of filters learned automatically
in their convolution layers, various sets of feature maps are produced and passed to
several subsequent convolution layers that are stacked up on top of each other. This
stacking procedure of the convolutional layers in CNN algorithms is also a powerful
technique. This is because it allows a hierarchical learning of the input data. This
means early convolution layers can discover low level features such as lines, edges and
bright or dark spots while deep convolution layers can discover increasingly high level
and more sophisticated features, such as entire objects or shapes that clearly resemble
cars, faces, cats, etc. that relate to the specific training data set under the constraints of
the particular task being dealt with, for example, object segmentation or classification.

Depending upon the task to be accomplished, the learning in CNN algorithms can
also be achieved in an end-to-end manner [32]. This means it is possible to use a CNN
algorithm to represent textured images and to make predictions of target classes in
solving an image classification task, for instance. This is typically achieved by reshap-
ing or vectorising the output of the last convolutional layer into a single feature vector
and feeding this vector into a fully connected layer (FC) or a stack of two or more
deep FC layers. The outputs of FC layers are then passed to a sigmoid or a SoftMax
activation function layer for end-to-end learning, hence generating the probabilities of
target classes directly. Figure A.3 shows a typical structure of CNN algorithm that can
be used to perform an end-to-end learning path for such a computer vision task for
example image classification.



364 APPENDIX A. SUPPLEMENTARY DETAILS FOR CHAPTER 2

Figure A.3: A typical structure of CNN algorithm for an end-to-end learning task [32]. The
top layers are the convolution layers (CONV). The output of the last CONV layer which is a set
of compact feature maps are flattened out or vectorised into a single feature vector. This feature
vector is then fed into a stack of two fully connected layers (FC layers). Finally, the outputs
of FC layers are then passed to the final layer of CNN algorithm. This final layer employs a
nonlinear transfer or activation function, such as a SoftMax in this example, in turn, to generate
probabilities of target class predictions.

Following the major discovery point in 2012 of the special type of CNN algo-
rithm developed by Krizhevsky et al. [119] commonly referred to as AlexNet that
achieved remarkable image classification results, a huge number of various architec-
tures of CNN algorithms that are generally much deeper and more complex have been
developed to solve several image texture analysis tasks such as classification and lo-
calisation in recent years [32]. Examples of notable CNN algorithms proposed after
AlexNet include VGGNet by Simonyan and Zisserman [249], GoogLeNet by Szegedy
et al. [250], ResNet by He et al. [251], DenseNet by Huang et al. [252] and many
more [32].

A fundamental aspect of the success of CNN algorithms in the context of tex-
ture representation is their extensive capability and power to utilise and leverage very
large annotated and labelled texture data sets to automatically learn and discover very
specific and high quality texture features that are very useful for solving highly chal-
lenging computer vision tasks, either texture classification or segmentation [32, 253].
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Further aspects of the feasibility of CNN algorithms also include the abundance of pub-
lic image texture repositories including ImageNet [254], which comprises of more than
15 million labelled images that belong to approximately 22,000 categories [119, 249].
Furthermore, the availability of special types and advanced computing technologies,
namely graphics processing units (GPUs) that dramatically accelerate and incorporate
a remarkable amount of computational capability, hence providing high-performance
computing systems and facilitating the application of deep learning technologies [249].

In practice, training a CNN algorithm involves estimating a huge number of pa-
rameters i.e.: texture representations learned across all intermediate layers, typically
in the range of millions [32]. Furthermore, it requires very large labelled or anno-
tated data sets that are preferably closely relevant to the application domain. This is
because training a CNN algorithm on a small size data set that is smaller than the num-
ber of parameters often results in overfitting [128]. Therefore, this can greatly affect
the generalisation performance of the CNN algorithm to new, previously unseen data.
Subsequently, this also can be a major barrier which rather limits the applicability of
CNN algorithms in solving various specific domain problems for several reasons. For
instance, this may especially occur when collecting a large enough data set is extremely
expensive or only a limited amount of labelled or annotated data sets that represent a
specific domain can be made available, e.g.: medical images.

Nevertheless, there are a number of major discoveries for such excellent tech-
niques that can be used to mitigate the matter of inadequate data set size when util-
ising CNN algorithms. Among the most notable ones usually applied to texture im-
age data sets include employing image data augmentation and transfer learning tech-
niques [119,128,255]. The image data augmentation techniques are typically achieved
by utilising a range of different types of operations that perform arbitrary transforma-
tions of texture images to artificially increase the image data set size. Examples of var-
ious types of operations usually applied include randomly changing the orientations of
images, reflecting or flipping images horizontally and vertically, horizontal and vertical
shift of images, applying random noise to images, randomly changing the brightness of
images, arbitrary zooming in and out and random cropping of images [119, 256–258].

The transfer learning techniques, on the other hand, are generally accomplished by
first training a base CNN algorithm on a base task using a base large data set [128]. Af-
terwards, the learned features in the pre-trained base CNN algorithm are repurposed,
i.e.: transferred to another, new CNN algorithm that is to be trained towards a new task
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using a new data set. This procedure tends generally to be successful if the represen-
tations or features learned are fairly universal features meaning that both data sets, the
base and the new, share or exhibit certain patterns or features in common. This means
that the learned features captured by the pre-trained base CNN algorithm are general
or generic features that are applicable to details such as edges, curves, contours, extend
lines and so on, in the sense that they may be relevant or appropriate to both the base
and new tasks, instead of only being very specific towards a single task.

Consequently, the transfer learning techniques can be considered as powerful tools
to allow using a large pre-trained base CNN algorithm for a new task using a new data
set that is significantly smaller than the base data set without even being concerned
about the risk of overfitting [128]. Several studies have taken advantage of transfer
learning techniques to achieve a state-of-the-art performance when transferring from
early layers as evidenced by [121, 126, 127], together demonstrating that the early
layers of CNN algorithms do indeed capture features that are fairly universal while
later layers capture features that are more specific to the original task and data set.

A common procedure in the transfer learning techniques is to copy the first n layers
of the pre-trained base CNN algorithm to the first n layers of the new CNN algorithm
that are to be used for a new task using a new data set [128]. This is because as men-
tioned earlier the early or first n layers typically learn features that are not specific to a
certain task or data set, but instead they learn universal features that can be applicable
to different tasks and data sets. However, the features learned of the pre-trained base
CNN algorithm must ultimately shift from being general in the early layers to being
increasingly domain specific in the last layers. Hence, the last layers of new CNN
algorithm are initialised randomly and trained toward the new data set and task.

Broadly, there are two major common techniques that are normally employed in
the transfer learning [32, 128]. The first technique is to transfer or copy certain early
layers of a pre-trained CNN algorithm into a new CNN algorithm that will operate as a
feature extraction method for the new task of interest. In this technique, the transferred
or copied layers are typically left frozen or fixed. This means that the copied layers
remain unchanged or altered during training of the new CNN algorithm on the new
task and new data set. The later technique, on the other hand, is to perform finetuning
or retraining of the transferred layers in the new CNN algorithm on the new task and
new data set.

The choice of whether to leave the transferred layers of the new CNN algorithm
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unchanged or to finetune them on the new task of interest depends on several fac-
tors [128]. Firstly, the size of the new data set and secondly, the number of param-
eters in the layers that will be transferred [32, 128]. When the size of the new data
set is smaller than the number of parameters, finetuning usually results in overfitting.
Hence, in the case of a situation like this, the transferred layers are often unaltered due
to overfitting concerns. However, if the number of parameters is smaller than the size
of the new data set in the sense that the new data set is large enough and overfitting
is not an issue, the transferred layers can be finetuned on the new data set for the new
task to improve generalisation performance. Indeed, when the size of new data set is
extremely large, the utilisation of the transfer learning technique may be unnecessary.
This is because the generic features learned in early layers can be simply learned from
scratch on the new large data set.

Besides the ability of transfer learning techniques to address the matter of insuf-
ficient of data by leveraging previous knowledge learned from the base data set and
task at the expense of improving the learning in the new data set and task, there are
a further three potential benefits by which the transfer learning techniques might also
provide improvements [129]. Firstly, they can help to boost the initial performance in
the new task by using the transferred knowledge, hence providing a higher initial start
skill. Experiments by Yosinski et al. [128] demonstrated that transferred representa-
tions from almost any n layers of a pre-trained base CNN algorithm can also generate
enhancement of generalisation skill in the new CNN algorithm on a new task and data
set.

Secondly, the amount of time that may be taken by the new CNN algorithm to
fully learn on the new data set and task given the previous knowledge transferred is
significantly less than the amount of time that may be taken to learn it from scratch.
Therefore, they speed up the training on the new task and data set, and hence provide
a higher performance slope. Thirdly, the potential ultimate overall performance level
achievable in the new task with the utilisation of transfer learning techniques is greatly
superior compared to the ultimate overall performance level without transfer learning
techniques. Consequently, the converged ability of the new CNN algorithm is better,
hence it provides a higher asymptote. Figure A.4 demonstrates these three possible
benefits of utilising transfer learning techniques.

Despite the advantages of previously mentioned methods, namely, image data aug-
mentation and transfer learning techniques that provide various solutions to the limited
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Figure A.4: Three potential benefits when exploiting transfer learning techniques [129].

availability of image data sets as well as boost the performance and generalisation abil-
ity of CNN algorithms, they suffer from a number of limitations. For example, image
data augmentation techniques increase the number of images by performing arbitrary
artificial transformations of images, however, these transformations can be inappropri-
ate for several reasons. Specifically, they may misrepresent the original appearance of
image data in undesirable ways. For instance, changes in orientation may change the
original image dimensions. Perhaps one can rotate the images at right angles which
in turn preserve the image dimensions. However, this will limit the increase in the
number of images. This is because there are very few angles by which the images can
be rotated.

A further very important issue with image data augmentation techniques is that they
may open a wider problem which may require domain experts to investigate every sin-
gle artificially created image. This is especially necessary when dealing with a very
specific domain problem that includes for example microscopic or medical images.
In this instance, trained clinicians or graders need to examine every single synthetic
image generated to make sure that they do include the objects or areas of interest.
However, this not a straightforward task to reproduce the condition or examine the re-
produced images due to several reasons. This is because it is not certain whether the
reproduced images show or represent the correct areas of conditions in their original
shape or known form. This is mainly due to the extensive dissimilarities and complex-
ities that usually occur with medical images demonstrating different types of tiny cells
or tissues of humans or animals. If the task under consideration deals with a general
problem, such as identifying well known objects e.g.: cars, horses, chairs, tables and
so on, image data augmentation techniques can serve as a great choice. Because the
identification of these objects does not require a domain expert since any one can label
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or examine the produced images. However, when it comes to a very sensitive domain
specifically in the field of medicine where any error may be fatal, of course, this would
present a major barrier towards the utilisation of image data augmentation techniques.

The application of transfer learning techniques, on the other hand, can also be
inappropriate and may lead to undesirable consequences. This is because it is not very
clear whether they will alleviate the lack of training data set as well as enhance the
performance and generalisation until a base CNN algorithm trained on a related task is
found and then some certain layers are transferred to a new CNN algorithm which is
finally evaluated on the new data set and task. It is a multi-task pipeline that depends
on several factors. These include the size of the new data set, the similarities and
relationships between the base and new data sets and tasks, the choice of base CNN
algorithm and many more.

Consequently, the application of transfer learning techniques can be regarded as an
optimisation problem that may require domain expertise and knowledge for the base
task and new task of interest that is dealt with to allow a reliable transfer. Of course,
this should not be an issue when dealing with a generic problem such as finding well
known objects, i.e.: car, animal, human, etc., that does not require a domain expert
given the base data set is very large and diverse like ImageNet [254] and the new data
set is relevant and not significantly different from the base data set. However, if the new
data set represents some very specific domain, e.g.: medical or microscopic images,
and there is no pre-trained base CNN algorithm on such an alike domain to be found,
the utilisations of transfer learning techniques can be misleading.

A.2 Support Vector Machine (SVM)

Generally, the SVM classifier can be viewed as a mathematical entity for maximis-
ing a certain mathematical function in respect of a given data set [137]. However, the
fundamental ideas behind the SVM classifier can be described without reading mathe-
matical expressions or equations. In particular, there are four major concepts that need
to be explained in order to understand the underlying essence of the SVM classifier for
classification tasks so that one can have a deep insight of its function in real world ap-
plications. These basic concepts are the separating hyperplane, the maximum margin
separating hyperplane, the soft margin hyperplane and the kernel function. To describe
the SVM classifier in a working example, Noble [137] provides outstanding illustra-
tive examples and comprehensive explanations including visualisations of these four
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fundamental concepts for a binary classification problem using the SVM classifier as
demonstrated in Figure A.5.

Figure A.5: Illustrative examples and visualisations of the SVM classifier in practical situa-
tions as well as comprehensive explanations of its four fundamental notions [137]. The data set
used in these subfigures consists of different measurements derived from two different types of
human genes, which represents two different classes of cancer. The two classes of cancer are
mapped in the subfigures as green bullet points (●) for class A and red bullet points (●) for class
B. (a) Shows a scatter plot of the two dimensional data set that represents two different classes
of cancer. Each dimension in the scatter plot corresponds to the measurements of a given gene.
The single blue bullet point (●) is an unknown data sample that is to be classified. The task of
the SVM classifier is to assign a class label to the unknown data sample. (b) Displays the sep-
arating hyperplane. The inferred class label of the unknown data sample from this separating
hyperplane is class B. (c) Presents the separating hyperplane of a one dimensional data set. The
separating hyperplane is indicated as a single black bullet point (●). (d) Exhibits the separating
hyperplane of a three dimensional data set. (e) Displays numerous potential separating hyper-
planes. (f) Illustrates the maximum margin separating hyperplane. The three support vectors
are indicated by three black arrows. (g) Demonstrates a data set that comprises “an outlier”,
denoted by an arrow. (h) Displays the soft margin hyperplane and the outlier is denoted by an
arrow. (i) Presents a nonseparable one dimensional data set. (j) Shows a separating nonsep-
arable one dimensional data set that was previously visualised in (i). (k) Displays a situation
of a linearly nonseparable two dimensional data set; however, it is linearly separable in four
dimensions. (l) Illustrates a case in which the SVM classifier has overfitted a two dimensional
data set.

The data set used by Noble [137] to describe the SVM classifier in a working
example is plotted in Figure A.5a. This data set comprises a two dimensional data
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set that consists of two different measurements derived from two different classes of
human genes, which represents two different types of cancer. For simplicity, the two
classes of cancer are plotted as green bullet points (●) for class A and red bullet points
(●) for class B while the single blue bullet point (●) is an unknown data sample that
is to be classified. The main task of the SVM classifier in this illustrative example is
to learn the difference between the two different classes of cancer. Such that given an
unlabelled data sample, for example the blue bullet point (●) the unknown data sample
in Figure A.5a, the SVM classifier must predict whether it belongs to the green bullet
points (●) class A or the red bullet points (●) class B.

The human eye is highly capable of recognising various patterns; for example, with
a quick glance at Figure A.5a, one can easily recognise that class A forms a cluster in
the upper left region and class B forms a cluster in the lower right region of the scatter
plot. A simple general rule that may be determined from this scatter plot might state
that any data sample represented in two dimensions is considered as being from class
A if the value of one dimension is twice as high as the value of the other dimension,
and vice versa for class B. In geometry, this simple rule relates to drawing a straight
line between the two clusters, namely class A and class B, as depicted in Figure A.5b.
Consequently, predicting the correct class label of the unknown data sample can be
straightforward. This is because one can simply find the answer by examining whether
the unknown data sample is located beside the class A cluster or the class B cluster of
the separating straight line in the scatter plot.

To formally describe the notion of “the separating hyperplane”, consider a case in
which the data set comprises an n-dimensional data set of measurements derived from
human genes that characterises two different types of cancer. For instance, imagine
a situation where the data set available contains only a single dimensional data set,
i.e.: includes a single measurement of one class of human gene that characterises two
different types of cancer. Subsequently, the space in which the corresponding single-
dimensional data set resides is a single-dimensional straight line as demonstrated in
Figure A.5c.

Hence, to distinguish between the two clusters, namely class A and class B, one
can divide this straight line in the middle by using a single point such as the black
bullet point (●) illustrated in Figure A.5c. A further possible situation includes a two
dimensional data set and in this case, one can use a straight line to divide the space
in half, as shown earlier in Figure A.5b. In case of a three-dimensional data set, one
needs a plane to divide the space, as shown in Figure A.5d. This procedure can be
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extrapolated mathematically to other higher dimensions depending upon the size of
the data set used. Therefore, the typical term for the single point, straight line and
plane that separate the space of any high dimensional space is a hyperplane, hence the
term “separating hyperplane” [137].

The idea of handling the various classes of samples to be classified as points in
a high dimensional space and identifying the separating hyperplane that separates the
different classes is not exclusive to the SVM classifier [137]. However, the key dif-
ference that makes the SVM classifier quite distinctive from other hyperplane-based
classification schemes is the way it operates to choose the separating hyperplane. Con-
sider the enviable classification problem shown in Figure A.5a where two measure-
ments derived from human genes are used to predict two different types of cancer that
are completely separable. However, there is a large and perhaps infinite number of
potential separating hyperplanes that may occur which can perfectly classify these two
different classes of cancer as shown in Figure A.5e.

Given the aforementioned unique situation, one may run into a further issue, in
particular, choosing the most appropriate class boundary, i.e.: the optimal separating
hyperplane that provides the best classification performance. While there are numer-
ous performance measures that can be employed for selecting the best separating hy-
perplane, for example, the accuracy metric, the accuracy-based performance measures,
however, are generally inadequate [130]. This is because evaluating the classifier per-
formance using a performance measure, e.g.: the accuracy metric, would be deemed
equivalent since all these separating hyperplanes can provide perfect classification of
the two different classes.

Nevertheless, Vapnik [131, 132] introduced an alternative and more appropriate
metric termed the “margin” for judging the efficacy of the SVM classifier [130, 137].
Roughly speaking, the margin metric is defined as the maximal distance between the
classification boundary, i.e.: the separating hyperplane, and the nearest training data
points of at least one of the different classes, hence the term “maximum margin sepa-
rating hyperplane” [130]. To illustrate this, Figure A.5f shows one potential separating
hyperplane represented as a solid line. The two dashed lines on both sides of the sep-
arating hyperplane are located at the maximum possible distance from the separating
hyperplane to the nearest training data points of at least one sample of the two different
classes (at equal distances from the separating hyperplane).

In Figure A.5f, the three data samples of the two different classes equally have the
same distance to the classification border, i.e.: the separating hyperplane, and these
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three data samples are indicated by three black arrows. These three data samples are
usually referred to as the support vectors of the SVM classifier, hence the term “Sup-
port Vector Machine (SVM)”. Both the solid and the two dashed lines construct the
maximum margin separating hyperplane of the SVM classifier. Choosing this particu-
lar maximum margin separating hyperplane increases the SVM’s capability to gener-
alise and classify previously unseen examples. A key success of the SVM classifier is
generally attributed and driven by this theorem [137].

However, unless relying on pure luck, it would be hard to assume that the vast
majority of data sets used in most real world classification problems could be easily
separated by using a straight line. For instance, consider a realistic case similar to the
one in Figure A.5g, which could potentially be encountered in most practical appli-
cations. As demonstrated in Figure A.5g, the data set comprises “an outlier”, the red
bullet point (●) of class B cluster indicated by the arrow, which is located within the
group of green bullet points (●) i.e.: class A cluster. Of course, if the data samples of
the two different classes are not completely separable, it is always desirable to have a
classifier that is capable of dealing with such insignificant errors in the data set. Intu-
itively, one may wish to accept a few anomalous data samples to be positioned exactly
on or inside the margin or perhaps to drop at the incorrect side of the maximum margin
separating hyperplane.

To accommodate situations like these, motivated by Boser et al. [136], Cortes and
Vapnik [134] developed extensions to the maximum margin separating hyperplane by
introducing “a soft margin hyperplane” to the SVM classifier to allow separating the
training data set with a minimal number of errors [130, 134]. Technically, the soft
margin hyperplane operates by allowing a few of the anomalous data samples to push
their way through the maximum margin separating hyperplane without significantly
affecting the overall classification performance, hence the term “soft margin hyper-
plane” [137]. Figure A.5h demonstrates the maximum margin separating hyperplane
with the soft margin hyperplane solution technique to the problem visualised in Fig-
ure A.5g comprising one outlier, specified by a single black arrow. As seen in Fig-
ure A.5g , the single outlier, specifically the red bullet point (●) exists on the same side
of the opposite class members i.e.: the class A cluster.

Indeed, no one desires the SVM classifier to allow for several incorrect classifica-
tion cases such as these to occur. Consequently, introducing the soft margin hyperplane
technique requires providing a user specified tuning parameter [137]. Roughly speak-
ing, the typical task of the adjustable soft margin hyperplane parameter is to regulate
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the number of data samples that are allowed to breach the maximum margin separating
hyperplane. It also controls how far the anomalous data samples are allowed to go
beyond the classification boundary line, e.g.: the maximum margin separating hyper-
plane. Selecting the appropriate value of this parameter can be, however, a relatively
complicated task since it is always desirable to achieve a large margin separating hy-
perplane with respect to the correctly classified data samples as this increases the abil-
ity of the SVM classifier to predict the correct class labels of previously unseen data
samples. Consequently, the most appropriate value of the soft margin hyperplane pa-
rameter should provide a compromise between the size of the margin and the number
of potential hyperplane violations.

Despite the flexible solution that the soft margin hyperplane technique can provide,
there are other challenging situations such as a single-dimensional but nonseparable
data set. For instance, consider the analogous case demonstrated in Figure A.5i. This
data set comprises only a single measurement of one class of human gene that de-
scribes two different categories of cancer. As can be seen from the distribution of the
single human gene measurements in Figure A.5i, the values representing the class B
cancer demonstrated in red bullet points (●) are all gathered close to zero while the
other class A cancer illustrated in green bullet points (●) have values that are either sig-
nificantly smaller or significantly greater than zero. However, the main problem with
this data set is that no such appropriate separating hyperplane can be found to solve
this classification problem. This is because neither the single point used in Figure A.5c
nor the soft margin used in Figure A.5h can be used to separate the two various classes
of cancer.

Nevertheless, when the different classes of samples are not completely separable,
motivated by the findings of Boser et al. [136] which provide an extension to the lin-
ear nature of the SVM classifier to produce nonlinear classification boundaries, Cortes
and Vapnik [134] proposed further enhancements to the early soft margin hyperplane
technique to accommodate additional challenging situations such as the case in Fig-
ure A.5i by the means of introducing a “kernel function” [130, 137]. The application
of kernel function allows the SVM classifier to construct extremely flexible decision
or classification boundaries for the classification task of interest. Since the application
of kernel function can lead to generating nonlinear classifiers, this generalisation is
usually referred to as a “kernel trick” [130].

The kernel function can provide a proper solution to the classification problem
demonstrated in Figure A.5i by introducing an extra dimension to the nonseparable
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data set. In a typical way to add a new dimension to the data set, one can simply accom-
plish this by squaring every single value of the human gene [137]. As demonstrated
in Figure A.5j, this naive operation, fortunately, separates the two different classes of
cancer, A and B, by a straight line in the new two dimensional space. Therefore, the
kernel function can be viewed as a mathematical trick that provides the SVM clas-
sifier with the great capability to solve a complex classification problem using a two
dimensional data set that was originally driven from a one dimensional data set [137].
Consequently, the general task of the kernel function can be seen as projecting the data
set from a low dimensional space to a higher dimensional space to facilitate solving a
very challenging classification problem.

To grasp more insight into the kernel function task, consider the linearly nonsep-
arable two dimensional data set plotted in Figure A.5k. Separating this data set with
a straight line cannot be achieved without errors. However, employing a relatively
simple kernel function that simply transforms the original data set from a two dimen-
sional space into a four dimensional space will allow the data set to be linearly sepa-
rated [137]. The newly constructed data set cannot be plotted in the four dimensional
space; however, one can project the SVM classifier separating hyperplane in that new
space back down to the original two dimensional space. The result of this operation
is visualised as the contorted line in Figure A.5k. Inspired by this finding, it is po-
tentially feasible to demonstrate that for a given data set of any dimension but with
consistent classes, there is at least one kernel function that will allow the data set to be
linearly separated [137]. The consistency of the classes here means that the data set
does not include two identical measurements that represent two data samples from two
opposite classes. Motivated by this observation, one can propose the idea of always
projecting any data set into a higher dimensional space so as to be sure of finding the
most appropriate separating hyperplane [137].

While the idea of projecting the data set under consideration into a higher dimen-
sional space can be a reasonable proposal, it can present a further issue that is com-
monly known as the curse of dimensionality [137]. This is a phenomenon that normally
occurs when the feature space becomes increasingly sparse due to a very high dimen-
sional data set but does not occur in a low dimensional space. Therefore, as the feature
space grows, i.e.: the number of features increases, the number of potential solutions,
i.e.: the number of optimal separating hyperplanes also grows, however exponentially.
This, in turn, can present a problem to the SVM classifier in deciding the most appro-
priate solution from a huge number of potential separating hyperplanes. Figure A.5l
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displays what may occur when the SVM classifier is presented with a data set that is
projected into a very high dimensional space.

The data set used in Figure A.5l and Figure A.5k is identical; however, the esti-
mated hyperplane in Figure A.5l is drawn from a SVM classifier that utilises a very
high dimensional kernel function. As can be seen from Figure A.5l, the classification
boundary, i.e.: the separating hyperplane between the various classes is very specific to
the samples in the training data set, hence it results in severe overfitting. Undoubtedly,
this can negatively impact the generalisation performance of the SVM classifier when
presented with new data samples [130, 137].

A further issue that can be encountered in most practical applications when using
the SVM classifier to solve a classification problem using a new data set is the way of
choosing the most appropriate kernel function. This is because it is always preferable
that the kernel function chosen to solve the classification task should allow the data
set under consideration to be separated perfectly, however, without presenting a huge
number of irrelevant dimensions. Meeting this rigorous preference can be quite chal-
lenging; however, the only convincing way to meet this requirement is a procedure of
trial-and-error [137].

A typical technique usually followed in the trial-and-error procedure is to start with
a simple SVM classifier assuming the data set is linearly separable. It is then followed
by conducting several experiments using a wide variety of the kernel functions avail-
able. The optimal kernel function can then be chosen based on a statistically rigorous
method, such as employing cross validation strategy, for example, a resampling tech-
nique that involves experimenting with a set of kernel functions [130,137]. Therefore,
the right kernel function can be chosen properly while maintaining the overall objective
that the SVM classifier does not overfit or underfit the training data set [130].

As explained up until now, perhaps the most obvious downside of the SVM
classifier is that it can only handle a binary classification problem. Nevertheless,
there have been considerable ongoing enhancements since its original development
and an example of these extensions include handling classification of more than two
classes [130, 259, 260]. Generalising the SVM classifier to solve multiclass classifica-
tion problems is straightforward [137]. This is typically accomplished by employing
any of a wide variety of multiclass classification techniques such as one-vs-the-rest
(OVR), also occasionally referred to as one-vs-all (OVA) and one-vs-one (OVO) strate-
gies.

The OVR or OVA strategy works by splitting the multiclass data set into several
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binary classification problems. The process is then followed by training a number of
separate SVM classifiers, i.e.: a single SVM classifier is trained on every single binary
classification problem (one binary data set for every single class against all opposite
classes). Classifications are then made using the SVM classifier that yields the highest
confidence. Specifically, given n SVM classifiers trained on n classes, a new data
sample is assigned to the class of the SVM classifier that returns the highest-class
probability score [261].

The OVO strategy, on the other hand, works in a similar manner to the OVR or OVA
strategy in splitting the multiclass data set into several binary classification problems.
However, the key difference between them is that the OVO strategy splits the multiclass
data set into a single data set for every single class against every single opposite class
(one binary data set for every single class against every single opposite class). These
simple multiclass classification strategies have been demonstrated to work quite well in
a wide variety of practical classification applications such as the OVA strategy utilised
in cancer classification [137, 261].

Overall, the SVM classifier tends to be a very reasonable choice for most classifi-
cation problems as demonstrated in several studies [130, 137, 261, 262]. For instance,
utilising a data set that includes around seven thousand human gene measurements to
differentiate between various classes of cancer, the SVM classifier has been demon-
strated to reach near perfect classification results [137, 262]. Moreover, using even
a much larger data set, the SVM classifier was also demonstrated to perform signif-
icantly better than a wide variety of alternative classification algorithms for cancer
classification tasks [137, 261].

While the demonstration so far has only considered employing the SVM classifier
for cancer classification tasks, the SVM classifier can also be applied to a wide variety
of domains including medical and industrial applications such as machine fault diagno-
sis using a small data set [263]. When taking all the aforementioned details about the
SVM classifier into account, it becomes clear that the SVM classifier has been demon-
strated to possess a robust theoretical underpinning since it can excellently reveal the
implicit classification knowledge in various data sets of different domains [137, 263].
Furthermore, the SVM classifier demonstrated a great ability together with outstanding
empirical classification results across various domains of applications with no matter
of how big or small the data set utilised [137].



378 APPENDIX A. SUPPLEMENTARY DETAILS FOR CHAPTER 2

A.3 K-Nearest Neighbour (KNN)

The main rationale behind the development of the KNN classifier was primarily driven
by the need to facilitate performing discrimination analysis when such reliable para-
metric probability density estimates are not feasible or are hard to define [141]. There-
fore, the KNN classifier is a distribution free procedure, in the sense that it requires
no prior statistical knowledge or assumption details to be available about the underly-
ing form of data distribution for its application [141, 142]. Hence, this has made the
KNN classifier more attractive to use in a wide variety of classification tasks, since
details about the underlying data distribution are rarely available in most classification
problems.

The KNN classifier is also widely known by other different names [143]. For in-
stance, memory-based learning since the training data samples need to be in memory at
run time, hence the name. Other names include lazy learning, so-called due to the fact
that the induction is delayed until the run time or until a query is made to the classifier,
and instance-based learning or example-based learning whereby the classification is
based directly on the training data instances.

The main intuition underlying the KNN classifier is relatively straightforward to
demonstrate since its construction is merely based on the class of individual samples
from the training data set. For instance, new data samples are classified to the class
of their k closest samples from the training data set. Figure A.6 demonstrates the
KNN classifier in a working example to solve a binary classification problem in a two
dimensional feature space. The data samples of two different classes are represented
as orange colour filled circles ( ) for Class 1 and blue colour filled squares (∎) for
Class 2 in the scatter plot in Figure A.6. These two different classes of samples are
described by two different measurements, i.e.: feature values denoted as Predictor A
and Predictor B in Figure A.6. The overall task of the KNN classifier in the example is
to classify two different new data samples, represented by a black bullet point ( ) and
a black solid triangle (▲) based on the majority vote of five nearest neighbours in the
training data set.

Based on the scatter plot in Figure A.6, the classification decision for the black
solid triangle (▲) data sample is straightforward. This because the nearest neighbours
of all five samples are from Class 2 (∎) so the black solid triangle (▲) data sample is
classified as belonging to Class 2 (∎). However, the classification decision for the black
bullet point ( ) data sample is slightly more complicated. This is because the nearest
neighbours of five samples are from a mixture of the two different classes, specifically
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three neighbours from Class 1 ( ) and two neighbours from Class 2 (∎). Nevertheless,
the most straightforward approach to resolve this situation is simply by assigning the
majority class among the five nearest neighbours to the black bullet point ( ) data
sample. Consequently, the black bullet point ( ) data sample is classified as belonging
to Class 1 ( ). Hence, the KNN classifier involves two main stages. It starts with the
determination of the k nearest neighbours and then follows with the estimation of the
class using those k nearest neighbours.

Figure A.6: An illustrative example of the KNN classifier in a binary classification situa-
tion [130]. A two dimensional data set is used in this example. Predictor A and Predictor
B represent the values of two different feature measurements that quantify the two different
classes, Class 1 ( ) and Class 2 (∎). Two new data samples, represented by a black bullet
point ( ) and a black solid triangle (▲), are classified based on the majority vote of five near-
est neighbours i.e.: feature vectors in the training data set.

The determination of the k nearest neighbours is typically accomplished using a
distance metric that measures how far the new data samples are from the k closest
individual data samples in the training data set. Hence, the KNN classifier depends
mainly on how the distances between data samples, i.e.: new data samples and k closest
data samples, are quantified. While there are several distance metrics available, the
most commonly utilised distance metric is the Euclidean distance, i.e.: the distances
of the straight lines between the two new data samples and the five closest individual
data samples in the training data set, as illustrated in Figure A.6.
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Once the distances between data samples are defined, the class probability esti-
mates of new data samples are determined based on the majority class among the k
nearest neighbours in the training data set. In other words, the estimates of class prob-
ability for new data samples are computed as the proportion of k nearest neighbours
set in each class [130]. The predicted class of every single new data sample is the
class with the maximum probability estimates. However, if more classes, e.g.: two
classes are equally tied to the maximum probability estimate, then the tie can be bro-
ken by considering ahead to the K plus 1 nearest neighbours or it can be broken at
random [130].

The selected value of k nearest neighbours is five in the example illustrated in
Figure A.6; however, other values of k are also possible. The value of k nearest neigh-
bours is referred to as a tuning parameter of the KNN classifier since there is no well-
established analytical formula available that can be employed to determine the most
appropriate value of k [130]. Just similar to the parameters of other machine learn-
ing classification algorithms, for instance, the kernel function of the SVM classifier,
the value of k needs to be determined carefully in a way that does not negatively im-
pact the classification performance of the KNN classifier on previously unseen data
samples.

Almost any machine learning classification algorithm with tuning parameters can
be vulnerable to the risk of overfitting, and the KNN classifier is specifically suscepti-
ble to this problem [130]. This is because selecting very few neighbours, i.e.: a very
small value of k, may cause the KNN classifier to overfit the individual data samples
in the training data set. Similarly, choosing excessively numerous neighbours, i.e.: a
very large value of k, may result in the KNN classifier not being sufficiently sensitive
to produce a reasonable classification performance. Nevertheless, finding the optimal
value of k nearest neighbours is usually determined in a similar manner to finding the
optimal kernel function of the SVM classifier, that is based on a statistically rigorous
method, such as employing a cross validation strategy, e.g.: a resampling technique
that involves experimenting with a set of different k values.

Since the KNN classifier essentially depends on the distances between data sam-
ples, the scale of the feature values that describe data samples can introduce a great
impact onto the distances between data samples, hence, dramatic influence on final
classification results [130]. This is because the data samples described with measure-
ments, i.e.: feature values that are based on a great variety of units or scales will
produce distance measures that are biased towards the feature values with the greatest



A.3. K-NEAREST NEIGHBOUR (KNN) 381

scales. Consequently, the measurements with the greatest scales can contribute most to
defining the distance measures between data samples, hence, can produce misleading
classification results. Nevertheless, this potential bias is typically addressed through
applying two popular data transformation methods, namely data centring and scaling
techniques to the original measurements, i.e.: original feature values prior to applying
the KNN classifier [130].

Before applying the aforementioned two data transformation methods, the mean
and standard deviation of observable feature values must be estimated first, typically
from the training data samples. Then, the feature values are centred by subtracting the
mean from every single feature value, hence the term “data centring”. The result of this
centring operation is a set of feature values that has a zero mean. Likewise, with the
scaling technique, the feature values are scaled through dividing every single feature
value by the standard deviation, hence the term “data scaling”. The result of this scal-
ing operation is a set of feature values that has a common standard deviation of one.
These statistical operations provide a great enhancement in terms of the feature values
stability, hence, facilitating performing further statistical calculations as the KNN clas-
sifier specifically can benefit from the feature values being on a common scale [130].
When all the feature values are scaled to a standard range, this gives every single fea-
ture value the opportunity to contribute equally to calculating the distance measures
in the KNN classifier. Nevertheless, the only downside of these data transformations
methods is that the individual feature values are less interpretable as the transformed
data are no longer represented in the original scales or units [130].

Generally, the KNN classifier is considered as one of the simplest machine learn-
ing classification algorithms as it is extremely easy to implement and very simple to
understand [143]. Therefore, it is always considered as one of the first choices when
seeking to solve a wide variety of classification problems. The KNN classifier holds
several advantages that are the central key behind its current utility and wide applica-
bility across various classification domains. Among the most important advantages of
the KNN classifier are its simplicity and interpretability. For instance, the classification
procedure is very clear and transparent in the sense that it is easy to implement and de-
bug. In certain circumstances, such as solving medical image classification problems
when interpreting and understanding the classification decisions are very useful, the
KNN classifier can also serve as a great choice and a very effective approach where
examining the closest neighbours provides valuable details as an explanation [143].

However, like other machine learning classification algorithms that have pros and
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cons, the KNN classifier also has some disadvantages. For instance, if the delay in get-
ting the classification results is an issue, the KNN classifier can have a poor run time
performance when applied on a large training data set, since all the work is performed
at run time. The KNN classifier can also be very sensitive to redundant or irrele-
vant feature values. This is because every single feature value typically contributes to
distance or similarity measures, hence to the final classification decisions. Neverthe-
less, this sensitivity is usually eliminated by designing well representative features or
by careful feature selection [143]. When dealing with very challenging classification
tasks, the KNN classifier can sometimes be easily outperformed by more sophisticated
machine learning classification algorithms such as the SVM classifier [143].



Appendix B

Supplementary details for Chapter 3

B.1 Optical Coherence Tomography Angiography
(OCTA)

Broadly, the OCTA imaging technique works in a manner that is fairly analogous to
the conventional cross-sectional OCT imaging technique. It starts by scanning a beam
of light on the anterior eye or the retina to measure the depth of a certain ocular tis-
sue structure as well as quantifying how much this tissue structure scatters or reflects
light [202]. This measurement of scanning procedure is known as an axial scan or an
A-scan. The cross-sectional OCT image is typically produced by successively obtain-
ing several A-scans as the light beam is scanned in the transverse direction.

A three dimensional image data cube or volumetric data can, therefore, be gener-
ated by sequentially acquiring multiple cross-sectional OCT scans or images at differ-
ent retinal locations covering a particular region of the retina in a raster scan pattern
manner [202]. The raster scan pattern strategy is accomplished by acquiring several
A-scans along a scan line to construct a cross-sectional OCT scan or image. Then, at
the end of the scan line of the previous cross-sectional OCT scan, the scanning beam
is swept back to start a new cross-sectional OCT scan but with a slight displacement
away from the previous cross-sectional OCT scan. The aggregation of this scanning
procedure forms the basis of the raster scan pattern strategy as well as generating the
volumetric data.

However, the raster scan pattern strategy covers only a certain ocular region with a
high density of A-scans and therefore cannot detect the motions of blood elements or
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generate vascular contrasts. For discriminating motions of blood elements and produc-
ing vascular contrasts, the OCTA imaging technique recurrently and rapidly acquires
multiple cross-sectional images from a certain region in the retina or any other ocular
tissue area over various times and then investigates the various cross-sectional images
captured for variations [202, 222]. This particular manner of imaging draws the fun-
damental characteristic of the OCTA imaging technique and the core difference from
the conventional cross-sectional OCT imaging technique in imaging both retinal and
choroidal vasculatures. Figure B.1 presents a simplified demonstration of how the
OCTA imaging technique functions in a working example.

The variations between the various cross-sectional images captured are measured
using motion contrast scanning technology. Figure B.2 demonstrates a simple example
of how the motion contrast technology is employed to detect motions of blood flow and
produce vascular contrasts through estimating the dissimilarity or variance between the
various cross-sectional images captured rapidly over various times. This technology
provides measurements that quantify precisely how much motions or movements of
flow elements have occurred in a particular rapidly scanned region. This is accom-
plished by investigating the several cross-sectional images captured for variations as
described in Figure B.2.

Typically, motionless or static elements are given very low values while high
amounts of motions or moving elements are given high values [222]. These values
are typically used to produce images of both choroidal as well as retinal vasculatures.
Stated another way, since the greater part of the retina is a motionless tissue structure,
the only anticipated motions in the choroid and retinal layers are blood flows or move-
ments through the vessels [202]. Therefore, when several cross-sectional images are
successively captured from a particular area, they will appear mostly very similar to
each other except for the areas where the blood movements occur through the vessels.

At the regions where the blood moves through the vessels, the light reflectivity or
scattering changes from one cross-sectional image to another [202]. By comparing
the sequentially captured cross-sectional images, it is possible to characterise blood
flow by looking for differences among the various cross-sectional images captured in
a pairwise fashion, i.e.: on a pixel-by-pixel basis. This procedure is typically repeated
several times at successive locations, densely and rapidly over a certain area, e.g.: the
macula region that sits near the centre of the retina, to produce a volumetric OCTA
data cube. This volumetric OCTA data cube provides a three dimensional imaging of
the retinal and choroidal vasculature at a micro level. The time required to acquire
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Figure B.1: A basic schematic that illustrates the manner in which the OCTA imaging tech-
nique functions in a working example to image the human eye [202]. The En Face OCT image,
i.e.: the image that reveals the surface appearance of the retina tissue, shows the structural OCT
image of the back of the eye that is centred around the macular region that will be densely
scanned. As the OCTA imaging technique is a functional extension of the conventional OCT
imaging technique, it starts by rapidly obtaining multiple repeated cross-sectional OCT scans
from the same retinal location rapidly and repeatedly over various times. The line crossing
the En Face OCT image corresponds to the same location from which multiple repeated cross-
sectional OCT scans (N1, N2 and N3) as depicted in line 1 (L1) are rapidly acquired. The
acquisition time (TS) for every single cross-sectional OCT scan is determined as follows. The
total number of A-scans per cross-sectional OCT scan times the A-scan rate i.e.: the maximal
rate at which the A-scans are obtained during the cross-sectional OCT scan. The OCT beam
is quickly scanned back to the original location during the fly back time (TF ). Another cross-
sectional OCT scan is then repeated again after a time delay (∆T), i.e.: an interscan time. The
interscan time, ∆T, is determined by the sum of both the TS and the TF . Every A-scan that com-
prises a cross-sectional OCT scan is also repeated again at the interscan time. The interscan
time plays a crucial rule in the imaging since it controls both the sensitivity and the saturation
behaviour of the OCTA imaging technique. The sequential cross-sectional OCT scans (N1, N2
and N3) captured are then compared in a pairwise fashion, i.e.: on a pixel-by-pixel basis. This
is to detect signal changes that occur due to movement of blood elements. The decorrelations
or differences between them are then calculated and displayed as motion contrast images (N1
↔ N2 and N2 ↔ N3) as depicted in line 2 (L2). The results calculated are then combined
into a single OCTA cross-sectional image as depicted in line 3 (L3). This technique is typi-
cally repeated at successive locations densely and rapidly to produce the volumetric OCTA data
cube over a particular area of the retina. The volumetric OCTA data cube generated provides a
three dimensional imaging of the retinal and choroidal vasculature at a micro level. However,
this volumetric OCTA data cube is typically evaluated and projected in depth to view en face
two dimensional OCTA images from certain retinal and choroidal depth level slabs or layers.
These en face OCTA images are analogous to the En Face OCT, FA and IGA images but with
unprecedented depth resolved capabilities since the various retinal and choroidal layers can be
selectively and individually segmented and displayed. The En Face OCTA images typically
show blood vessels and flows in a monochrome display, i.e.: in colour over a greyscale. The
En Face OCTA image in this figure demonstrates the superficial retinal layer. It can be clearly
observed that the detail of retinal blood vessels in the En Face OCTA image is significantly
richer compared to the En Face OCT image.
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Figure B.2: Illustration of how the motion contrast technology is employed in the OCTA
imaging technique by the means of variance [222]. Since the OCTA imaging technique rapidly
image a certain region in the retina serval times, three different images (Image 1, Image 2 and
Image 3) are captured and compared using variance in this illustrative example. The yellow
arrow that crosses the middle sequence of pixels shows the detected elements that have low
variance. While these pixels appear much brighter than the background, they do not, how-
ever, change over the time between the various images captured. This is in contrast to the red
arrow that intersects the below pixels that have high variance. While the below sequence of
pixels in aggregate have the same mean value as the middle sequence of pixels, however, they
demonstrate great variability between the various images captured over various times.

the volumetric OCTA data cube for a certain area of interest around the retina usually
takes approximately six seconds [7].

Since the OCTA imaging technique is depth resolved, the volumetric OCTA data
cube that comprises micro vasculature blood flow information is typically evaluated
and projected in depth to visualise a specific depth level of different slabs of any in-
dividual retinal or choroidal layers displayed as two dimensional images [222]. These
two dimensional images demonstrate high quality details about the various retinal cap-
illary plexuses, i.e.: fine networks of blood vessels, and choroidal vasculature that
appears in individual retinal or choroidal layers. These images are typically denoted
or known by several names such as En Face OCTA images, OCTA images and OCT
angiogram images. However, they all refer to the same thing as they demonstrate or re-
veal the surface appearance of a tissue layer, e.g.: a single layer of the retina or perhaps
any other ocular tissue layer. The OCTA images typically demonstrate blood vessels
and flows in a monochrome display, i.e.: in colour over a greyscale.

The OCTA imaging technique provides manual manipulation of the volumetric
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OCTA data cube to allow scrolling inwards and outwards across both retinal and
choroidal layers to visualise specific regions of vascular networks appearing in the
various layers of the retina including the inner region of the choroid layer, i.e.: the
choriocapillaris, or any other regions of interest. Nevertheless, the OCTA imaging
technique also provides automated segmentation and visualisation of the volumetric
OCTA data cube to construct clear OCTA images based on some specific depth levels
and combinations of various retinal and choroidal layers allowing the automatic gen-
eration of four main distinct layers in total. Specifically, these four main layers are the
superficial inner retina, the deep inner retina, the outer retina and the choriocapillaris
layers. Figure B.3E-H provides examples of automated layer segmentation and visu-
alisation by the OCTA imaging technique for the aforementioned layers namely the
superficial inner retina, the deep inner retina, the outer retina and the choriocapillaris
respectively for a healthy human eye.

As the OCTA imaging technique automatically produces images based on certain
depth levels and combinations of various retinal and choroidal layers, the OCTA im-
ages of the above mentioned four main layers are typically determined and measured
as follows. For instance, the OCTA image of the superficial inner retina layer is defined
as a projection of the vasculature located in two retinal layers, namely the nerve fibre
layer and the ganglion cell layer [7]. An OCTA image of the superficial inner retina
layer is given in Figure B.3E. The OCTA image of the deep inner retina layer, on the
other hand, comprises a projection of a combination of the vascular plexuses situated
at the edge of the inner plexiform layer and the inner nuclear layer and the edge of the
inner nuclear layer and the outer plexiform layer [7]. Figure B.3F provides an OCTA
image of the deep inner retina layer.

The OCTA image of the outer retina layer typically comprises a projection of the
outermost retinal layers, i.e.: the photoreceptor layer through to the choroid layer. The
OCTA images of the outer retina layer usually demonstrate no blood vessels at all
since the outermost retinal layers projected are typically avascular layers, i.e.: contain
no vasculature. An OCTA image of the outer retina layer is given in Figure B.3G.
The OCTA image of the choriocapillaris layer shows a projection of merely the inner
area of choroid layer specifically the choriocapillaris layer. Figure B.3H illustrates an
OCTA image of the choriocapillaris layer.

The range of imaging a particular physical area of interest, e.g.: the macula of
retina, by the OCTA imaging technique, starts from a 2× 2 mm up to a 12× 12 mm

field of view [7]. Examples of OCTA images captured with different fields of view,
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Figure B.3: Automated retinal and choroidal layers segmentation including visualisations with
different fields of view by the OCTA imaging technique for a healthy human eye [7]. (A-C)
Demonstrate OCTA images of the superficial inner retina captured around the macula region
with various fields of view namely 3×3 mm, 6×6 mm and 8×8 mm, respectively. (D) Shows an
image captured and cropped to approximately 8×8 mm around the macula region of the same
patient, but using the FA imaging technique. It can be clearly seen that the textural appearance
of the blood vessels in (D) demonstrates less vasculature detail than in (A-C) and as the field of
view gets smaller, much richer vasculature details are obtained namely (A) displays better vas-
culature information than (B-C). (E-H) demonstrate 3×3 mm OCTA images of the superficial
inner retina, the deep inner retina, the outer retina and the choriocapillaris layers, respectively.
These OCTA images of the various retinal and choroidal layers are automatically extracted and
segmented based on the depth level of every single layer by the default settings of the OCTA
imaging technique. The textural appearance of these OCTA images varies between the dif-
ferent retinal and choroidal layers. For instance, the OCTA image of the outer retina in (G)
shows generally absence of vasculature while the OCTA image of the choriocapillaris in (H)
shows a typical homogenous texture appearance of capillaries, i.e.: extremely small and fine
blood vessels. As the OCTA imaging technique is a functional extension of the conventional
OCT imaging technique, (I) illustrates the structural OCT image of the back of the eye and
the red arrow corresponds to the approximate location in which the cross-sectional OCT image
demonstrated in (J) was sampled. This cross-sectional OCT image shows the full thickness of
the region that was densely and rapidly scanned to generate OCTA images for the retinal and
choroidal layers.

namely 3× 3 mm, 6× 6 mm and 8× 8 mm, respectively are given in Figure B.3A-C.
These various OCTA images demonstrate approximately the same superficial inner
retina layer captured around the macula region. However, as the imaging field of view
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becomes wider, i.e.: the imaging size of the physical area being scanned increases, the
image quality can on the other hand be significantly decreased. This matter is mainly
attributed to the fact that the OCTA imaging technique utilises the same number of
cross-sectional images for imaging the areas of interest and does not take into account
how large or small the range or size of the physical area or field of view is that will be
visualised [7].

Nevertheless, several studies have determined that the OCTA images with 3×3 mm

field of view appear to provide an outstanding resolution of various vascular layers
of the eye. For instance, a study conducted by Matsunaga et al. [197] concluded that
the 3×3 mm OCTA images were at least qualitatively similar to conventional imag-
ing techniques, e.g.: the FA and IGA, in demonstrating essential vascular information.
Furthermore, a recent study conducted by de Carlo et al. [7] deduced that vascular de-
tails visualised by the 3×3 mm OCTA images are far better than the presently available
vascular images captured by conventional imaging techniques including the OCT, FA
and IGA. Consequently, acquiring OCTA images with a small field of view can pro-
vide much richer details about the retinal and choroidal vasculature compared to those
OCTA images with large fields of view.

Although the field of view of the 3×3 mm images may be criticised as being very
small compared to the large field of view images captured by the FA and IGA imaging
techniques, several studies indicated that the 3×3 mm OCTA images appear to provide
better resolution as well as to show important details that are much better than the FA
and IGA images [7]. Nevertheless, the OCTA imaging technique can also be performed
repeatedly around various areas of interest during an imaging session [202]. Conse-
quently, this can facilitate acquiring a comprehensive and a broad field of view about
both choroidal and retinal vasculature information and can allow evaluating vascular
response to treatments across various vascular areas in choroidal and retinal layers.

Despite the OCTA imaging technique being a few years old, i.e.: roughly a little
more than ten years, and its initial introduction into clinical use was in 2014 as well as
currently being in the initial stages of development, several studies have qualitatively
reviewed and investigated in depth the feasibility of its data for detecting various ocular
diseases as well as clinical assessments and have compared it with other existing gold
standard angiographic imaging techniques, e.g.: FA, IGA and OCT [22, 202]. Exam-
ples of outstanding studies include the works by Matsunaga et al. [197] to qualitatively
evaluate the OCTA imaging technique in measuring retinal vasculature of healthy hu-
man eyes; de Carlo et al. [7] to review the OCTA and compare it with the FA, IGA
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and OCT imaging techniques; Spaide et al. [198] to compare the OCTA with FA in
imaging the various retinal vascular layers; de Carlo et al. [264] to evaluate the ability
of OCTA to clearly visualise CNV areas compared with FA; Spaide et al. [202] to es-
tablish a comprehensive guidance for obtaining the insight of how the OCTA imaging
technique captures images of certain vascular layers of the eye described in a practical
manner, and many more excellent comparative studies [5, 265].

Nevertheless, the vast majority of the aforementioned studies have jointly demon-
strated the potential of the OCTA imaging technique to generate outstanding retinal
and choroidal vascular details that are far better and cannot be well distinguished by
any other existing imaging techniques including the FA, IGA and OCT [7]. Figure B.4
provides a comprehensive comparison between different vascular images that demon-
strate the appearance of abnormal retinal blood vessels as captured using various retinal
vasculature imaging techniques specifically OCTA, OCT, FA and IGA, for an eye with
CNV, a late stage of AMD disease. It can be easily appreciated that none of the afore-
mentioned imaging techniques, namely the OCT, IGA and FA can provide images of
choroidal and retinal blood vessels that demonstrate fine details about the CNV areas
at a sufficient level that is at least comparable to the OCTA.

The utilities of OCTA imaging technique are extensively increasing across various
domains, e.g.: on everyday clinical practice as well as for conducting research into
understanding the pathophysiology of different retinal diseases [202]. These wide util-
ities of this innovative imaging modality are driven by several main factors. Among
the most important ones include its capability to provide an advanced imagining of the
various retinal and choroidal layers at micro vasculature levels in a noninvasive man-
ner as well as unprecedented resolution and detail. Another important aspect is also
the very short imaging time required by the OCTA to image the retinal and choroidal
vascular information since it only takes a few seconds, while the FA and IGA imaging
techniques typically require several minutes. Consequently, the OCTA can be particu-
larly more desirable to be employed on a day-to-day clinical routine basis in such busy
clinical circumstances.

Due to the nature of OCTA imaging technique, which does not require the injection
of a contrast agent, i.e.: dye, as in the FA and IGA imaging techniques, and whereby
the OCTA images are typically captured in just a matter of seconds, the scanning can be
performed much more rapidly, specifically on every single patient visit to the clinic or
the hospital [202]. Therefore, this can allow effective assessments of patients who need
regular follow-up examinations to be performed and effective identification of those
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(a) OCTA. (b) OCT.

(c) IGA. (d) FA.

Figure B.4: Visualising images of abnormal choroidal and retinal blood vessels captured using
various retinal vasculature imaging techniques specifically OCTA, OCT, FA and IGA, for an
eye with CNV, a late stage of AMD disease [7]. (a) Shows an OCTA image with 6× 6 mm
field of view. In this OCTA image, the choroid layer with the capillaries i.e.: fine blood vessels
known as choriocapillaris and the outer retina layer are displayed. It can be clearly seen that
the abnormal blood vessels that forms a circular and irregular blood vessels network i.e.: the
CNV indicated by a red arrow, in the middle of the image is surrounded by quiet homogenous
choriocapillaris. These fine details of CNV have never been seen by any other retinal vascula-
ture imaging techniques. (b) The top image illustrates a structural OCT image of the back of
the eye and the red line corresponds to the location in which the 12 mm cross-sectional OCT
image shown below was captured. This 12 mm cross-sectional OCT image demonstrates huge
retinal layers detachments, disruptions and irregular contours that are major characteristics of
identifying CNV areas in OCT images. The regions that are typically looked at for identifying
abnormalities in cross-sectional OCT images for patients with AMD disease are approximately
located around the areas indicated in blue arrows although in some situations the abnormalities
may appear within and beyond these specified areas. (c) Displays an IGA image of the back
of the eye and the area that is typically used to identify the abnormalities related to CNV is
indicated with a green arrow. (d) Demonstrates an FA image of the back of the eye and the area
that is typically used for detecting areas of abnormalities associated with CNV is indicated by
a yellow arrow. It can be realised that none of the previous retinal vasculature imaging tech-
niques namely the OCT, IGA and FA can visualise and image fine details about the CNV areas
at a sufficiently similar level to the OCTA.
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patients who are in extreme need of urgent treatment to be recognised in a suitable
and timely manner [7]. Hence, these in turn can provide both a smooth and rapid
streamlined clinical workflow to be achieved. The OCTA can also be an ideal imaging
technique to those patients who cannot tolerate the FA or IGA imaging techniques
due to the injection of intravenous dye. For instance, if the dye is not safe to use due
to potential adverse reactions or certain contraindication circumstances such as the
patient’s pregnancy or kidney related problems [7, 200–202].

Although assessing retinal vascular changes related to vascular leakage or perme-
ability may not be appreciable in the OCTA images compared to the FA and IGA
images, the OCTA images are demonstrated to be the best among other angiogram
images, e.g.: the OCT, FA and IGA images, as they allow the performance of pre-
cise delineation and size measurements of other serious retinal vascular pathologies,
e.g.: CNV areas [7, 202]. Consequently, this can be particularly useful for identifying
CNV areas in AMD disease where the exact localisation information of CNV areas is
typically confirmed based on inferential judgments [7]. As the CNV typically perfo-
rates the Bruch’s membrane, that is the innermost layer of the choroid layer, and grows
into the subretinal layers, the precise localisation information of CNV areas may not
be accurate with the FA or IGA imaging techniques as both techniques are not depth
resolved [7].

Due the limited ability of structural en face OCT images to provide a reliable vi-
sualisation about the branching of CNV patterns, as the OCT imaging technique can-
not distinguish blood flow and the cross-sectional OCT images can only provide de-
tails about retinal and choroidal thickening, there were no agreed-on criterions strictly
based on using OCT imaging technique for identifying CNV areas [264]. To miti-
gate this limitation, the findings from the OCT data are typically used in combination
with findings from other imaging techniques, e.g.: the FA to diagnose and identify
CNV areas definitively [264,266–268]. ]. The FA imaging technique is more ideal for
visualising the blood vessels in the retina layer while the IGA imaging technique is
typically utilised for visualising the choroid layer [7].

Nonetheless, the OCTA imaging technique can non-invasively visualise the various
vasculatures that appear in retinal and the choroidal layers including other vasculatures
that may appear in specific ocular tissue layers at a micro level. Consequently, these
capabilities can eliminate the need of relying on conventional invasive imaging tech-
niques, e.g.: the FA and IGA [264]. Hence, providing a more convenient, safe and
effective imaging environment for evaluating and imaging various ocular tissue layers
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as they can be imaged and evaluated by utilising only a single imaging instrument, i.e.:
the OCTA imaging technique.

Despite the capacity of the OCTA imaging technique to provide useful information
about retinal and choroidal vasculature as well as to deliver numerous advances as pre-
viously mentioned over other angiography gold standard imaging techniques, e.g.: the
FA, IGA and OCT, it is necessary to understand its various limitations. An example
of these limitations includes the limited field of view, i.e.: the limited imaging size of
the ocular tissue area that will be visualised. Another obvious limitation is the inca-
pability to visualise vascular leakage or permeability, which can be considered as both
an advantage and a disadvantage [7, 269]. This is because the patterns of dye leakage
as in the conventional imaging techniques, e.g.: the FA, IGA, are typically used as
a clinical indication of vascular pathologies or anatomical anomalies, e.g.: vascular
permeability [7, 197]. However, the dye leakage can obscure visualising essential vas-
cular structures including other serious retinal vascular pathologies, e.g.: CNV areas
in AMD disease [7, 197, 269].

Like most imaging techniques that employ a beam of light in the scanning proce-
dure, the OCTA imaging technique has an increased risk of potential image artifacts,
i.e.: noise such as uneven illumination [222,231]. In addition to the unstable illumina-
tion issue with the OCTA images, any blinks or movements of the eye during the imag-
ing procedure can also pose additional possible image artifacts that would make visu-
ally interpreting and understanding the OCTA images more challenging [7, 222, 269].
This is because the OCTA images are typically evaluated and projected in depth to
view en face two dimensional OCTA images from certain retinal and choroidal depth
level slabs or layers that have significantly higher contrast than structural en face OCT
images. Hence, any motion due to the movements of the patient’s eye or head can
generate shearing deformations or gaps defects, manifest as bright strips or horizontal
and vertical bright lines in the OCTA images [22, 202, 222].

The movements of the human eye are not only affected by action of the extraocular
muscles i.e.: muscles that control movement of the eye, but also by movements of
other human parts including the head and neck or even the whole body [202]. The
texture of OCTA images can also contain some slight variations caused by changes in
orientation, a relatively common issue with OCTA images [25,27,202,222]. Although
the subjects’ eyes are not purposefully rotated, there may be some orientation changes
to the texture of OCTA images when orbiting around the ocular tissue area of interest
that is being scanned, e.g.: near the macula or fovea region [27]. Consequently, the
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texture of OCTA images generated from various patients may not have a dominant
orientation.

Despite the aforementioned limitations of the OCTA imaging technique, the out-
standing advantages and advances provided by this innovative imaging modality
should not be underestimated. Especially those driven by its outstanding features, like
the noninvasive nature, the ability to obtain volumetric data that can be automatically
projected and segmented to view specific retinal and choroidal depth level slabs or
layers, the utility of motion contrast technique instead of the injection of intravenous
dye, the extremely fast scanning ability as the scanning can be accomplished in just
the course of seconds, the capacity to allow precise delineation, localisation informa-
tion and size measurements of serious retinal vascular pathologies, e.g.: CNV areas
and the capability to clearly visualise both the retinal and choroidal micro vasculature
blood flow information [7]. An additional three certainly attention-grabbing aspects
of the OCTA imaging technique are that it is reasonably inexpensive, accessible to
approximately everybody and does not require skilled personnel, i.e.: trained photog-
raphers and interpreters to perform the imaging and the image interpretations as in the
dye-based imaging techniques, e.g.: the FA and IGA [202, 204].

Notably, the OCTA imaging technique is yet in its early stages of development,
though, the rate of rapid improvements in the OCTA technology over the past few
years has been phenomenal [202]. Moreover, there are numerous instances in which
the OCTA imaging technique has shown to be equivalent or even far better than several
conventional dye-based imaging techniques, e.g.: the FA and IGA, including the OCT
imaging technique as evidenced by a wide variety of studies [5, 7, 197, 198, 202, 264,
265,270]. Likewise, there are several occasions in which the OCTA imaging technique
has proved to be a useful imaging tool for the detection and evaluation of various
damaging ophthalmologic disorders, for example the AMD, DR, and glaucoma, among
others [7].

The findings obtained by the OCTA imaging technique across various situations
have also shown to be extraordinary as in some instances, the OCTA images have been
demonstrated to distinguish certain vascular pathologies, e.g.: CNV areas that cannot
even be clearly seen on the FA images [7, 202]. The OCTA imaging technique has
revealed great promise by visualising pathologies affecting the choroid and the retina
of the eye, for both to clinical utility and to perhaps improve the understanding of the
pathogenesis and evolution of different retinal diseases, e.g.: the AMD [269].

None of the previously mentioned conventional imaging modalities, e.g.: the OCT,
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FA and IGA, can provide alike capability nor can now be used in place of the OCTA
imaging technique. Despite the aforementioned limitations associated with the OCTA
imaging technique, it is already emerging as a useful, if not indispensable ophthalmic
vasculature imaging modality especially appropriate for use in evaluating patients with
AMD disease [18]. These matters specifically indicate the profound necessity and im-
portance for the OCTA imaging technique to be exploited across various research and
clinical disciplines to gain more insight into the pathophysiology of various ocular dis-
eases and to accelerate its wide utility in daily clinical practice given the great imag-
ing capabilities that it can deliver. Table B.1 provides a comprehensive comparison
that summarises the key differences between the characteristics of the aforementioned
imaging techniques, namely OCTA, OCT, FA and IGA.

Table B.1: A comprehensive summary of the differences between the key characteristics of
the OCTA, OCT, FA and IGA imaging techniques.

Ocular Vascular Imaging Modalities
Major characteristics

OCTA OCT FA IGA
Invasive imaging procedure No No Yes Yes

Require contrast dye injection No No Yes Yes

Laborious to perform No No Yes Yes

Potential allergic reactions No No Yes Yes

Require skilled photographers No No Yes Yes

Visualising individual vascular layers Yes No No No

Imaging at capillaries level Yes No No No

Wide imaging field of view No No Yes Yes

Visualise vascular permeability No No Yes Yes

Vascular detail obscured by dye leakage No No Yes Yes
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